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1. Abstract

This article studies the global Mittag-Leffler stability of fractional order fuzzy cellular neural net-
works via hybrid feedback controllers. Based on hybrid feedback control technique Lyapunov approach,
and some novel analysis techniques of fractional calculation, some sufficient conditions are obtained to
guarantee the Global Mittag-lefflers stability. Finally, two simulation example are given to illustrate
the effectiveness of the proposed method.

Keywords: fractional order, distributed delays, global mittag-leffler stability, hybrid feedback
controllers, fuzzy cellular neural networks.

2. Introduction

Fractional-order calculus have a very long history in pure mathematics. The study of fractional
calculus can be dated back to 1695, the fractional operator concept has been put forward by Leib-
nitz. Fractional calculus as an extension of usual calculus dates from the late seventeenth century
and it is regarded as a generalization of derivation and integration of arbitrary order. Over the past
few days, the fractional order dynamical system attracts many researchers in different branches, es-
pecially science and engineering. Comparing to the traditional integer order dynamical system, the
main distinguished influence of fractional order is that infinite memory and more degrees of freedom
because it has nonlocal and weakly singular kernels. For the description of memory and hereditary
properties of various materials and processes, fractional order models have been proven to be an ex-
cellent instrument in comparison with classical integer order models [1]. Actually, the behavior of
real world processes generally or most likely is governed by fractional-order systems[2]-[6]. Moreover,
fractional-order systems are more likely to be used to describe most of the real-world behaviors than
integer-order ones because they can provide more practical value and accurate results. Therefore,
many researchers have paid close attention to studying the dynamical behaviors of fractional-order
systems and have drawn some wonderful results in the literature [7]-[8].

Stability has been a hot research topic that has drawn much attention from mathematicians, physi-
cists, and computer scientists, and a large amount of results have been available in the literature
[9]-[39]. However, most of these results are of integer-order networks. Recently, the various kinds
of stability problems for fractional-order differential systems including global stability [40], Exponen-
tial stability[41] and Robust stability [42] have been widely discussed. As we all know, the stability
problem is a very important performance measure for any dynamical system. [43] investigated the
Mittag-Leffler stability of nonlinear fractional neutral singular systems under Caputo and Riemann–
Liouville derivatives. Mittag-Leffler stability is a relatively new concept related deeply to fractional
calculus. In [44], conditions on the Stability of fractional-order nonlinear dynamic systems: Lyapunov
direct method and generalized Mittag-Leffler stability are established.

So far, there were three basic CNN structures being proposed. The first one is traditional CNN [45]
which is a dynamical and analogical computational network using analog weights, inputs, states and
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outputs. The second one is delay-type CNN [46] which introduces delayed weights into the traditional
CNN and uses analog weights, inputs, states and outputs. The last one is discrete-time CNN [47]
which uses analog weights, inputs, states, and digital outputs. Unlike the traditional CNNs structure,
FCNNs implements fuzzy logic between its template input and/or output besides the sum of product
operations. Different from the cellular neural networks, fuzzy cellular neural networks integrate fuzzy
logic into the structure of customary cell neural systems and keeps up nearby connectedness among
cells. Fuzzy cellular neural networks (FCNNs), introduced by Yang et al. [48]-[49]. such as thinking
and reasoning, [50], [51] white blood cell detection, [52] and pattern recognition. On the other hand,
outer synchronization between two coupled networks has been extensively studied. Similar to the
traditional CNNs, the stability of the system is very important in the design of FCNNs. We note that
several conditions for FCNNs have been proposed [53]-[54].

Between multiple performance objectives using a single feedback function, whereas hybrid control
seeks to achieve multiple performance objectives in a locally adaptive sense by exchanging between in-
dividuals from a from the earlier determined group of input capacities. There are numerous outcomes
on half breed frameworks and cross breed control in the distributed writing. Conferences have been
held with published proceedings [55]-[56], and special issues of archival publications have been devoted
to hybrid systems and control [57] - [61]. In addition, the literature on hybrid control systems is very
large; a number of references to this literature are identified throughout this paper. Tutorial papers
[62]-[64], a monograph [65], and doctoral dissertations that treat hybrid control systems have been
written. Examples of hybrid controllers in the automotive field include applications for automated
highway systems [66], motion planning [67]-[69], and so on. Despite the fact that, examine in half
breed control has been the article of an extraordinary and gainful exertion in the ongoing years in the
car field, from the best of our knowledge, this is the first time that benefits of both FOC and hybrid
control are used for ACC maneuvers.

Motivated by the above discussions, the objective of this paper is to study the global Mittag-Leffler
stability of fractional order fuzzy cellular neural networks with distributed delays via hybrid feedback
controllers. To the best of authors knowledge global Mittag-Leffler stability of fractional order fuzzy
cellular neural networks with distributed delays via hybrid feedback controllers is not yet fully studied.
By constructing a suitable Lyapunov functional, Stability criteria are derived to ensure the stability of
concerned fractional order systems. Caputo definition are applied. An effective controller is achieved
for synchronization of master and slave systems considered. A numerical examples is illustrated to
show the correctness of proposed method.

The novelties of the study are given below:

• We studied the global Mittag-Leffler stability of fractional order fuzzy cellular neural networks.
• Constructed a novel Lyapunov functional for check the stabilty of the fractional order system.
• Stability criteria are derived to ensure the stability of concerned fractional order systems.
• An effective hybrid feedback controller is applied for synchronization of master and slave
systems.

The paper is organized as follows. In section 3, model description of fractional order neural net-
works and preliminaries are presented. In section 4, main results are drawn. In section 5, numerical
example is performed to verify the effectiveness of our method. Finally, conclusion results are drawn.

3. MODEL DESCRIPTION AND PRELIMINARIES

In the present section, we introduce some basic definitions and the corresponding results will be
used later.
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Definition 1.([70]) Suppose that β > 0 for a function f(t) is defined as

Jβf(t) =
1

Γ(β)

∫ t

b

(t− τ)β−1f(τ)dτ, (1)

where t ≥ b, t ∈ R, Γ(·) is the gamma function, given by Γ(β) =
∫∞

0
ts−1e−tdt.

Definition 2.([70]) The Caputo fractional derivative of order β for a function f(t) is defined as

Dβf(t) =
1

Γ(n− β)

∫ t

b

(t− τ)n−β−1f (n)(τ)dτ, (2)

in which t ≥ b, t ∈ R, n− 1 < β < n ∈ N.
Definition 3([71]). The one-parameter Mittag-Leffler function is defined as

Eφ(x) =

∞∑
l=0

xl

γ(lφ+ 1)
. (3)

Definition 4([71]). The two-parameter Mittag-Leffler function is defined as

Eφ,ψ(x) =
∞∑
l=0

xl

γ(lφ+ ψ)
. (4)

Definition 5([71]). Moreover, the Laplace transform of Mittag-Leffler function in two parameters is

L{tψ−1Eφ,ψ(−λt
φ)} =

sφ−ψ

sφ + λ
, (R(s) > |λ|

1

φ ), (5)

where s is the variable in Laplace domain, R(s) denotes the real part of s, λ ∈ R and L· stands for
the Laplace transform.
Lemma 1([72]).Let a vector-value function p(t) ⊂ R

n is differentiable. Then, for any t > 0, one has

1

2
Dβp2(t) ≤ p(t)Dβp(t) (6)

when 0 < β < 1.
Lemma 2([73]). Suppose that x, y ∈ R

n be the two states of the system (1). Then, one has

|
n∧
j=1

uijfj(ϑj)−
n∧
j=1

uijfj(ζj)| ≤
n∑
j=1

|uij ||fj(ϑj)− fj(ζj)|,

|

n∨
j=1

vijfj(ϑj)−

n∨
j=1

vijfj(ζj)| ≤

n∑
j=1

|vij ||fj(ϑj)− fj(ζj)|.

Lemma 3([74]). Let k1 > 0, k2 > 0, k3 > 0, k4 > 1, and ( 1
k 3

) + ( 1
k 4

) = 1. Then for any ǫ > 0, we
have

k1k2 ≤
1

k 3
(k1ǫ)

k3 +
1

k 4
(k2

1

ǫ
)k4

The equality holds if and only if (k1ǫ)
k3 = (k2(

1
ǫ
))k4 .

Lemma 4([75]). Let V(t) be a continuous function on [0,∞) satisfying

CDαV (t) ≤ −γV (t), α ∈ (0, 1), (7)

for some constant γ. Then

V (t) ≤ V (0)Eα(−γt
α), t ≥ 0. (8)

Lemma 5([76]). Let u > 0, v > 0, 1 < p < +∞, and 1
p
+ 1

q
= 1, then the following relationship holds

uv ≤
1

p
up +

1

q
vq, (9)
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the equality holds if and only if u = vp−1.
Assumption 1. The neuron activation functions fj are Lipschitz continuous and satisfy for

|fj(ϑj)− fj(ζj)| ≤ Fj |ϑj − ζj |.

positive constants Fj > 0.

4. Main results

In this section, we will derive some criteria to guarantee the Global Mittag-Leffler stability between
drive system (10) and response system (11).
In this paper, we consider the following n-dimensional FCNNs with distributed delay:

CDαζi(t) = −diζi(t) +

n∑
j=1

cijfj(ζj(t)) +

n∑
j=1

aijfj(ζj(t− τ)) +

n∑
j=1

hijµj

+

n∧
j=1

uij

∫ ∞

0

kj(s)fj(ζj(s− τ))ds+

n∧
j=1

Pijµj +

n∨
j=1

vij

∫ ∞

0

kj(s)fj(ζj(s− τ))ds

+

n∨
j=1

Qijµj + Ii, i = 1, 2, ..., n, (10)

where, CDα is the Caputo’s fractional derivative and 0 < α < 1, di > 0 denote the rate with which
the ith neuron, ζi(t) corresponds to the state variable of the ith unit at time t, cij , aij are elements of
feedback and feed forward template hij is the feed-forward template. uij , vij , Pij , Qij are elements
of fuzzy feedback MIN template, fuzzy feedback MAX template, respectively.

∨
and

∧
denote the

fuzzy AND and fuzzy OR operation, respectively. Ii denote state, input and bias of the ith neuron,
respectively. fi is the activation function.
In this paper, we refer to model (10) as the drive system, the response system is given as follows

CDαϑi(t) = −diϑi(t) +

n∑
j=1

cijfj(ϑj(t)) +

n∑
j=1

aijfj(ϑj(t− τ)) +

n∑
j=1

hijµj

+

n∧
j=1

uij

∫ ∞

0

kj(s)fj(ϑj(s− τ))ds+

n∧
j=1

Pijµj +

n∨
j=1

vij

∫ ∞

0

kj(s)fj(ϑj(s− τ))ds

+

n∨
j=1

Qijµj + Ii + ui(t), (11)

where ϑi(t) corresponds to the state variable of the ith neuron of the response system and ui(t)
indicates the control input.

Suppose that ζi(t), ϑi(t) are arbitrary solutions of system (10) and system (11) respectively, and
let ei(t) = ϑi(t)− ζi(t) for i ∈ I, then from system (10) and system (11), the error dynamical system
can be derived as

ξi(t) = −diξi(t) +

n∑
j=1

cij [fj(ϑj(t))− fj(ζj(t))] +

n∑
j=1

aij [fj(ϑj(t− τ)))− fj(ζj(t− τ))]

+

n∧
j=1

uij

∫ ∞

0

kj(s)[fj(ϑj(t− τ))− fj(ζj(t− τ))]ds

+

n∨
j=1

vij

∫ ∞

0

kj(s)[fj(ϑj(t− τ))− fj(ζj(t− τ))]ds+ ui(t) (12)
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Now we introduce the hybrid feedback controls are
ui(t) = u1i(t) + u2i(t), where u1i(t) = −φi(t)ξi(t) and u2i(t) = −Ψi(t)ξi(t).

ξi(t) = −diξi(t) +
n∑
j=1

cij [fj(ϑj(t))− fj(ζj(t))] +
n∑
j=1

aij [fj(ϑj(t− τ))− fj(ζj(t− τ))]

+

n∧
j=1

uij

∫ ∞

0

kj(s)[fj(ϑj(t− τ))− fj(ζj(t− τ))]ds

+

n∨
j=1

vij

∫ ∞

0

kj(s)[fj(ϑj(t− τ))− fj(ζj(t− τ))]ds− φi(t)ξi(t)−Ψi(t)ξi(t) (13)

Remark 4.1. Motivated by the success of the applications of the Mittag-Leffler functions in many
areas of science and engineering, we present our work here. Applications of Mittag-Leffler functions
in certain areas of physical and applied sciences are also very common. Very recently Chen et al.
[77] formulated and investigated the global Mittag-Leffler stability and synchronization of fractional-
order memristor NNs. Stamova and Stamov [78] studied the impulsive and linear controllers on
Mittag-Leffler synchronization of fractional-order NNs with time-varying delays. For extending the
application of fractional calculus in nonlinear systems, we propose the Mittag–Leffler stability and
the Lyapunov direct method with a view to enrich the knowledge of both system theory and fractional
calculus.

Theorem 4.2. Assume that Assumption (1) and Lemma (4) hold, then the system (10) is Globally
mittag-leffler stable, provided the following conditions holds:

η1(t) > η2(t),

η1(t) = min
1≤i≤

[(di + φi(t) + Ψi(t))−

n∑
j=1

cijFjρ
−1 −

n∑
j=1

cjiFiρ−

n∑
j=1

aijFjρ
−1

+

n∑
j=1

|uij |Fjρ
−1 +

n∑
j=1

|vij |Fjρ
−1] > 0

η2(t) = max
1≤i≤n

[
n∑
j=1

ajiFiρ+
n∑
j=1

|uji|Fiρ+
n∑
j=1

|vji|Fiρ] > 0 (14)

Proof : Let us consider the Lyapunov function is

V (t) =

n∑
i=1

1

2
ξ2i (t) (15)

According to the Caputo fractional-order derivative definition, we have

CDαV (t, ξ(t)) ≤

n∑
i=1

ξi(t)
CDαξi(t)

≤

n∑
i=1

ξi(t)[−diξi(t) +

n∑
j=1

cij [fj(ϑj(t))− fj(ζj(t))]

+

n∑
j=1

aij [fj(ϑj(t− τ))− fj(ζj(t− τ))]

+

n∧
j=1

|uij |

∫ ∞

0

kj(s)[fj(ϑj(t− τ))− fj(ζj(t− τ))]ds



6

+

n∨
j=1

|vij |

∫ ∞

0

kj(s)[fj(ϑj(t− τ))− fj(ζj(t− τ))]ds− φi(t)ξi(t)−Ψi(t)ξi(t)]

= −

n∑
i=1

diξ
2
i (t) +

n∑
i=1

n∑
j=1

cijFj |ξi(t)||ξj(t)|+

n∑
i=1

n∑
j=1

aijFj |ξi(t)||ξj(t− τ)|

+
n∑
i=1

n∑
j=1

|uij |

∫ ∞

0

kj(s)Fj |ξi(s)||ξj(s− τ)|ds

+

n∑
i=1

n∑
j=1

|vij |

∫ ∞

0

kj(s)Fj |ξi(s)||ξj(s− τ)|ds−

n∑
i=1

φi(t)ξ
2
i (t)−

n∑
i=1

Ψi(t)ξ
2
i (t)

≤ −

n∑
i=1

diξ
2
i (t) +

n∑
i=1

n∑
j=1

cijFj [
ρ−1

2
ξ2i (t) +

ρ

2
ξ2j (t)]

+

n∑
i=1

n∑
j=1

aijFj [
ρ−1

2
ξ2i (t) +

ρ

2
ξ2j (t− τ)]

+
n∑
i=1

n∑
j=1

|uij |

∫ ∞

0

kj(s)Fj [
ρ−1

2
ξ2i (s) +

ρ

2
ξ2j (s− τ)]ds

+

n∑
i=1

n∑
j=1

|vij |

∫ ∞

0

kj(s)Fj [
ρ−1

2
ξ2i (s) +

ρ

2
ξ2j (s− τ)]ds−

n∑
i=1

φi(t)ξ
2
i (t)−

n∑
i=1

Ψi(t)ξ
2
i (t)

≤ −

n∑
i=1

diξ
2
i (t) +

n∑
i=1

n∑
j=1

cijFj [
ρ−1

2
ξ2i (t)] +

n∑
i=1

n∑
j=1

cijFj [
ρ

2
ξ2j (t)]

+
n∑
i=1

n∑
j=1

aijFj [
ρ−1

2
ξ2i (t)] +

n∑
i=1

n∑
j=1

aijFj [
ρ

2
ξ2j (t− τ)]

+

n∑
i=1

n∑
j=1

|uij |

∫ ∞

0

kj(s)Fj [
ρ−1

2
ξ2i (s)]ds+

n∑
i=1

n∑
j=1

|uij |

∫ ∞

0

kj(s)Fj [
ρ

2
ξ2j (s− τ)]ds

+

n∑
i=1

n∑
j=1

|vij |

∫ ∞

0

kj(s)Fj [
ρ−1

2
ξ2i (s)]ds+

n∑
i=1

n∑
j=1

|vij |

∫ ∞

0

kj(s)Fj [
ρ

2
ξ2j (s− τ)]ds

−

n∑
i=1

φi(t)ξ
2
i (t)−

n∑
i=1

Ψi(t)ξ
2
i (t)

≤ −

n∑
i=1

diξ
2
i (t) +

n∑
i=1

n∑
j=1

cijFj [
ρ−1

2
ξ2i (t)] +

n∑
i=1

n∑
j=1

cjiFi[
ρ

2
ξ2i (t)]

+

n∑
i=1

n∑
j=1

aijFj [
ρ−1

2
ξ2i (t)] +

n∑
i=1

n∑
j=1

ajiFi[
ρ

2
ξ2i (t− τ)]

+

n∑
i=1

n∑
j=1

|uij |

∫ ∞

0

kj(s)Fj [
ρ−1

2
ξ2i (s)]ds+

n∑
i=1

n∑
j=1

|uji|

∫ ∞

0

kj(s)Fi[
ρ

2
ξ2i (s− τ)]ds

+

n∑
i=1

n∑
j=1

|vij |

∫ ∞

0

kj(s)Fj [
ρ−1

2
ξ2i (s)]ds+

n∑
i=1

n∑
j=1

|vji|

∫ ∞

0

kj(s)Fi[
ρ

2
ξ2i (s− τ)]ds

−

n∑
i=1

φi(t)ξ
2
i (t)−

n∑
i=1

Ψi(t)ξ
2
i (t)
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≤

n∑
i=1

[−(di + φi(t) + Ψi(t)) +

n∑
j=1

cijFj
ρ−1

2
+

n∑
j=1

cjiFi
ρ

2
+

n∑
j=1

aijFj [
ρ−1

2
]]ξ2i (t)

+

n∑
i=1

[

n∑
j=1

ajiFi[
ρ

2
]]ξ2i (t− τ) +

n∑
i=1

[

n∑
j=1

|uij |

∫ ∞

0

kj(s)Fj [
ρ−1

2
]ds

+
n∑
j=1

|vij |

∫ ∞

0

kj(s)Fj [
ρ−1

2
]]ξ2i (s)ds+

n∑
i=1

[
n∑
j=1

|uji|

∫ ∞

0

kj(s)Fi[
ρ

2
]ds

+

n∑
j=1

|vji|

∫ ∞

0

kj(s)Fi[
ρ

2
]]ξ2i (s− τ)ds

≤ −

n∑
i=1

[(di + φi(t) + Ψi(t))−

n∑
j=1

cijFj
ρ−1

2
−

n∑
j=1

cjiFi
ρ

2
−

n∑
j=1

aijFj [
ρ−1

2
]]ξ2i (t)

+

n∑
i=1

[

n∑
j=1

ajiFi[
ρ

2
]]ξ2i (t− τ) +

n∑
i=1

[

n∑
j=1

|uij |

∫ ∞

0

kj(s)Fj [
ρ−1

2
]ds

+
n∑
j=1

|vij |

∫ ∞

0

kj(s)Fj [
ρ−1

2
]]ξ2i (s)ds+

n∑
i=1

[
n∑
j=1

|uji|

∫ ∞

0

kj(s)Fi[
ρ

2
]ds

+

n∑
j=1

|vji|

∫ ∞

0

kj(s)Fi[
ρ

2
]]ξ2i (s− τ)(s)ds

≤ −η1V (t, ξ(t)) + η2 max
t−τ≤s≤t

V (s, ξ(s)), (16)

where,

η1(t) = min
1≤i≤n

[(di + φi(t) + Ψi(t))−

n∑
j=1

cijFjρ
−1 −

n∑
j=1

cjiFiρ−

n∑
j=1

aijFjρ
−1

+

n∑
j=1

|uij |Fjρ
−1 +

n∑
j=1

|vij |Fjρ
−1] > 0,

η2(t) = max
1≤i≤n

[

n∑
j=1

ajiFiρ+

n∑
j=1

|uji|Fiρ+

n∑
j=1

|vji|Fiρ] > 0. (17)

From this estimate, for any solution (13), which satisfies the Razumichin condition

V (s, ξ(s)) ≤ V (t, ξ(t)), t− τ ≤ s ≤ t,

we have

CDαV (t, ξ(t)) ≤ −(η1 − η2)V (t, ξ(t)), t ≥ 0. (18)

According to Lemma 5, the claim of Theorem 4.1 follows.

V (t, ξ(t)) ≤ V (0, ξ(0))Eα(−γt
α), t ≥ 0 (19)

By Lemma 4 and inequality (19), this proves system (10) can be achieved globally Mittag-Leffler
stabilization under the designed control law.
Hence complete the proof.

Theorem 4.3. Assume that Assumption (1) and Lemma (4) hold, then the system (10) is Globally
mittag-leffler stable, provided the following conditions holds:

θ1(t) > θ2(t),
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θ1(t) = min
1≤i≤n

[ω(di + |φi(t)|+ |Ψi(t)|)−

n∑
j=1

|cij |Fjδ1(ω − 1)−

n∑
j=1

|cji|Fi
1

δω−1
1

−

n∑
j=1

|aij |Fj(ω − 1)δ2 + |uij |Fj(ω − 1)δ3 + |vij |Fj(ω − 1)δ3]
|ξi(t)|

ω

ω
> 0,

θ2(t) = max
1≤i≤n

[
n∑
j=1

|aji|Fi
1

δω−1
2

+
n∑
j=1

|uji|Fi
1

δω−1
3

+
n∑
j=1

|vji|Fi
1

δω−1
3

]
|ξi(t− τ)|ω

ω
> 0.

Proof : we define a Lyapunov function

V (t, ξ(t)) =
n∑
i=1

1

ω
|ξi(t)|

ω (20)

According to the Caputo fractional-order derivative definition, we have

CDαV (t, ξ(t)) ≤

n∑
i=1

|ξi(t)|
ω−1[−di|ξi(t)|+

n∑
j=1

|cij |[fj(ϑj(t))− fj(ζj(t))]

+

n∑
j=1

|aij |[fj(ϑj(t− τ))− fj(ζj(t− τ))]

+

n∧
j=1

|uij |

∫ ∞

0

kj(s)[fj(ϑj(s− τ))− fj(ζj(t− τ))]ds

+

n∨
j=1

|vij |

∫ ∞

0

kj(s)[fj(ϑj(s− τ))− fj(ζj(t− τ))]ds+ |φi(t)||ξi(t)|+ |Ψi(t)||ξi(t)|]

≤

n∑
i=1

|ξi(t)|
ω−1[−di|ξi(t)|+

n∑
j=1

|cij |Fj |ξj(t)|+

n∑
j=1

|aij |Fj |ξj(t− τ)|

+
n∑
j=1

|uij |

∫ ∞

0

kj(s)Fj |ξj(s− τ)|ds+
n∑
j=1

|vij |

∫ ∞

0

kj(s)Fj |ξj(s− τ)|ds

+ |φi(t)||ξi(t)|+ |Ψi(t)||ξi(t)|]

≤ −

n∑
i=1

(di + |φi(t)|+ |Ψi(t)|)|ξi(t)|
ω +

n∑
i=1

n∑
j=1

|cij |Fj |ξi(t)|
ω−1|ξj(t)|

+
n∑
i=1

n∑
j=1

|aij |Fj |ξi(t)|
ω−1|ξj(t− τ)|+

n∑
i=1

n∑
j=1

|uij |

∫ ∞

0

kj(s)Fj |ξi(s)|
ω−1|ξj(s− τ)|ds

+

n∑
i=1

n∑
j=1

|vij |

∫ ∞

0

kj(s)Fj |ξi(s)|
ω−1|ξj(s− τ)|ds

(21)

From Lemma 3 we have

|ξi(t)|
ω−1|ξj(t)| ≤

ω − 1

ω
[|ξi(t)|

ω−1δ
ω−1

ω

1 ]
ω

ω−1 +
1

ω
[|ξj(t)|δ

−ω−1

ω

1 ]ω

=
ω − 1

ω
|ξi(t)|

ωδ1 +
1

ω
|ξj(t)|

ω 1

δω−1
1

|ξi(t)|
ω−1|ξj(t− τ)| ≤

ω − 1

ω
[|ξi(t)|

ω−1δ
ω−1

ω

2 ]
ω

ω−1 +
1

ω
[|ξj(t− τ)|δ

−ω−1

ω

2 ]ω
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=
ω − 1

ω
|ξi(t)|

ωδ2 +
1

ω
|ξj(t− τ)|ω

1

δω−1
2∫ ∞

0

|ξi(s)|
ω−1|ξj(s− τ)|ds ≤

∫ ∞

0

ω − 1

ω
[|ξi(s)|

ω−1δ
ω−1

ω

3 ]
ω

ω−1 +
1

ω
[|ξj(s− τ)|δ

−ω−1

ω

3 ]ω

=

∫ ∞

0

ω − 1

ω
|ξi(s)|

ωδ3 +
1

ω
|ξj(s− τ)|ω

1

δω−1
3

(22)

Now substitute the above values in the above equation we get

CDαV (t, ξ(t)) ≤−

n∑
i=1

(di + |φi(t)|+ |Ψi(t)|)|ξi(t)|
ω +

n∑
i=1

n∑
j=1

|cij |Fj [
ω − 1

ω
|ξi(t)|

ωδ1

+
1

ω
|ξj(t)|

ω 1

δω−1
1

] +

n∑
i=1

n∑
j=1

|aij |Fj [
ω − 1

ω
|ξi(t)|

ωδ2 +
1

ω
|ξj(t− τ)|ω

1

δω−1
2

]

+

n∑
i=1

n∑
j=1

|uij |

∫ ∞

0

kj(s)Fj [
ω − 1

ω
|ξi(s)|

ωδ3 +
1

ω
|ξj(s− τ)|ω

1

δω−1
3

]ds

+

n∑
i=1

n∑
j=1

|vij |

∫ ∞

0

kj(s)Fj [
ω − 1

ω
|ξi(s)|

ωδ3 +
1

ω
|ξj(s− τ)|ω

1

δω−1
3

]ds

≤−

n∑
i=1

[di + |φi(t)|+ |Ψi(t)|]|ξi(t)|
ω +

n∑
i=1

n∑
j=1

|cij |Fj [
ω − 1

ω
|ξi(t)|

ωδ1]

+

n∑
i=1

n∑
j=1

|cij |Fj [
1

ω
|ξj(t)|

ω 1

δω−1
1

] +

n∑
i=1

n∑
j=1

|aij |Fj [
ω − 1

ω
|ξi(t)|

ωδ2]

+

n∑
i=1

n∑
j=1

|aij |Fj ][
1

ω
|ξj(t− τ)|ω

1

δω−1
2

] +

n∑
i=1

n∑
j=1

|uij |

∫ ∞

0

kj(s)Fj [
ω − 1

ω
|ξi(s)|

ωδ3]ds

+
n∑
i=1

n∑
j=1

|uij |

∫ ∞

0

kj(s)Fj [
1

ω
|ξj(s− τ)|ω

1

δω−1
3

]ds

+

n∑
i=1

n∑
j=1

|vij |

∫ ∞

0

kj(s)Fj [
ω − 1

ω
|ξi(s)|

ωδ3]ds

+

n∑
i=1

n∑
j=1

|vij |

∫ ∞

0

kj(s)Fj [
1

ω
|ξj(s− τ)|ω

1

δω−1
3

]ds

≤−

n∑
i=1

[di + |φi(t)|+ |Ψi(t)|]|ξi(t)|
ω +

n∑
i=1

n∑
j=1

|cij |Fj [
ω − 1

ω
|ξi(t)|

ωδ1]

+

n∑
i=1

n∑
j=1

|cji|Fi[
1

ω
|ξi(t)|

ω 1

δω−1
1

]

+

n∑
i=1

n∑
j=1

|aij |Fj [
ω − 1

ω
|ξi(t)|

ωδ2] +

n∑
i=1

n∑
j=1

|aji|Fi][
1

ω
|ξi(t− τ)|ω

1

δω−1
2

]

+

n∑
i=1

n∑
j=1

|uij |

∫ ∞

0

kj(s)Fj [
ω − 1

ω
|ξi(s)|

ωδ3]ds
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+

n∑
i=1

n∑
j=1

|uji|

∫ ∞

0

kj(s)Fi[
1

ω
|ξi(s− τ)|ω

1

δω−1
3

]ds

+

n∑
i=1

n∑
j=1

|vij |

∫ ∞

0

kj(s)Fj [
ω − 1

ω
|ξi(s)|

ωδ3]ds

+
n∑
i=1

n∑
j=1

|vji|

∫ ∞

0

kj(s)Fi[
1

ω
|ξi(s− τ)|ω

1

δω−1
3

]ds

≤

n∑
i=1

[−ω(di + |φi(t)|+ |Ψi(t)|) +

n∑
j=1

|cij |Fjδ1(ω − 1)

+

n∑
j=1

|cji|Fi
1

δω−1
1

+

n∑
j=1

|aij |Fjδ2(ω − 1)]
|ξi(t)|

ω

ω
+

n∑
i=1

[

n∑
j=1

|aji|Fi
1

δω−1
2

]
|ξi(t− τ)|ω

ω

+

n∑
i=1

n∑
j=1

∫ ∞

0

kj(s)[|uij |Fj(ω − 1)δ3 + |vij |Fj(ω − 1)δ3]
|ξi(s)|

ω

ω
ds

+
n∑
i=1

n∑
j=1

∫ ∞

0

kj(s)[|uji|Fi(
1

δω−1
3

) + |vji|Fi(
1

δω−1
3

)]
|ξi(s− τ)|ω

ω
ds

≤−

n∑
i=1

[ω(di + |φi(t)|+ |Ψi(t)|)−

n∑
j=1

|cij |Fjδ1(ω − 1)

−

n∑
j=1

|cji|Fi
1

δω−1
1

−

n∑
j=1

|aij |Fjδ2(ω − 1)]
|ξi(t)|

ω

ω
+

n∑
i=1

[

n∑
j=1

|aji|Fi
1

δω−1
2

]
|ξi(t− τ)|ω

ω

+
n∑
i=1

n∑
j=1

∫ ∞

0

kj(s)[|uij |Fj(ω − 1)δ3 + |vij |Fj(ω − 1)δ3]
|ξi(s)|

ω

ω
ds

+

n∑
i=1

n∑
j=1

∫ ∞

0

kj(s)[|uji|Fi(
1

δω−1
3

) + |vji|Fi(
1

δω−1
3

)]
|ξi(s− τ)|ω

ω
ds

≤ −θ1(t)V (t, ξ(t)) + θ2 max
t−τ≤s≤t

V (s, ξ(s)). (23)

where

θ1(t) = min
1≤i≤n

[ω(di + |φi(t)|+ |Ψi(t)|)−

n∑
j=1

|cij |Fjδ1(ω − 1)−

n∑
j=1

|cji|Fi
1

δω−1
1

−
n∑
j=1

|aij |Fj(ω − 1)δ2 + |uij |Fj(ω − 1)δ3 + |vij |Fj(ω − 1)δ3]
|ξi(t)|

ω

ω

θ2(t) = max
1≤i≤n

[

n∑
j=1

|aji|Fi
1

δω−1
2

+

n∑
j=1

|uji|Fi
1

δω−1
3

+

n∑
j=1

|vji|Fi
1

δω−1
3

|ξi(t− τ)|ω

ω

From this estimate, for any solution (13), which satisfies the Razumichin condition

V (s, ξ(s)) ≤ V (t, ξ(t)), t− τ ≤ s ≤ t,

we have
CDαV (t, ξ(t)) ≤ −(η1 − η2)V (t, ξ(t)), t ≥ 0. (24)

According to Lemma 5, the claim of Theorem 4.2 follows.

V (t, ξ(t)) ≤ V (0, ξ(0))Eα(−γt
α), t ≥ 0 (25)
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By Lemma 4 and inequality (25), this proves the system (10) can be achieved globally Mittag-Leffler
stabilization under the designed control law. Hence complete the proof.

Theorem 4.4. Assume that Assumption (1) and Lemma (4) hold, then the system (10) is Globally
mittag-leffler stable, provided the following conditions holds:

η1(t) > η2(t)

η1(t) = min
1≤i≤

[(di + φi +Ψi)−

n∑
j=1

cijFjρ
−1 −

n∑
j=1

cjiFiρ−

n∑
j=1

aijFjρ
−1

+

n∑
j=1

|uij |Fjρ
−1 +

n∑
j=1

|vij |Fjρ
−1] > 0

η2(t) = max
1≤i≤n

[
n∑
j=1

ajiFiρ+

n∑
j=1

|uji|Fiρ+

n∑
j=1

|vji|Fiρ] > 0 (26)

Proof :Let us consider the Lyapunov function is

V (t) =
n∑
i=1

1

2
ξ2i (t) +

n∑
i=1

1

2qi
(φi(t)− φi)

2 +

n∑
i=1

1

2ri
(Ψi(t)−Ψi)

2 (27)

CDαφi(t) = qiξ
2
i (t),

CDαΨi(t) = riξ
2
i (t)

According to the Caputo fractional-order derivative definition, we have

CDαV (t, ξ(t)) ≤
n∑
i=1

ξi(t)
CDαξi(t) +

n∑
i=1

1

qi
(φi(t)− φi)

CDαφi(t) +
n∑
i=1

1

ri
(Ψi(t)−Ψi)

CDαψi(t)

≤

n∑
i=1

ξi(t)[−diξi(t) +

n∑
j=1

cij [fj(ϑj(t))− fj(ζj(t))]

+
n∑
j=1

aij [fj(ϑj(t− τ))− fj(ζj(t− τ))]

+

n∧
j=1

|uij |

∫ ∞

0

kj(s)[fj(ϑj(t− τ))− fj(ζj(t− τ))]ds

+

n∨
j=1

|vij |

∫ ∞

0

kj(s)[fj(ϑj(t− τ))− fj(ζj(t− τ))]ds− φi(t)ξi(t)

−Ψi(t)ξi(t)] +

n∑
i=1

1

qi
(φi(t)− φi)qiξ

2
i (t) +

n∑
i=1

1

ri
(Ψi(t)−Ψi)riξ

2
i (t)

= −

n∑
i=1

diξ
2
i (t) +

n∑
i=1

n∑
j=1

cijFj |ξi(t)||ξj(t)|+

n∑
i=1

n∑
j=1

aijFj |ξi(t)||ξj(t− τ)|

+

n∑
i=1

n∑
j=1

|uij |

∫ ∞

0

kj(s)Fj |ξi(s)||ξj(s− τ)|ds

+
n∑
i=1

n∑
j=1

|vij |

∫ ∞

0

kj(s)Fj |ξi(s)||ξj(s− τ)|ds−

n∑
i=1

φi(t)ξ
2
i (t)−

n∑
i=1

Ψi(t)ξ
2
i (t)

+

n∑
i=1

(φi(t)− φi)ξ
2
i (t) +

n∑
i=1

(Ψi(t)−Ψi)ξ
2
i (t)
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≤ −

n∑
i=1

diξ
2
i (t) +

n∑
i=1

n∑
j=1

cijFj [
ρ−1

2
ξ2i (t) +

ρ

2
ξ2j (t)]

+

n∑
i=1

n∑
j=1

aijFj [
ρ−1

2
ξ2i (t) +

ρ

2
ξ2j (t− τ)]

+
n∑
i=1

n∑
j=1

|uij |

∫ ∞

0

kj(s)Fj [
ρ−1

2
ξ2i (s) +

ρ

2
ξ2j (s− τ)]ds

+

n∑
i=1

n∑
j=1

|vij |

∫ ∞

0

kj(s)Fj [
ρ−1

2
ξ2i (s) +

ρ

2
ξ2j (s− τ)]ds−

n∑
i=1

φi(t)ξ
2
i (t)−

n∑
i=1

Ψi(t)ξ
2
i (t)

+

n∑
i=1

φi(t)ξ
2
i (t)−

n∑
i=1

φiξ
2
i (t) +

n∑
i=1

Ψi(t)ξ
2
i (t)−

n∑
i=1

Ψiξ
2
i (t)

≤ −

n∑
i=1

diξ
2
i (t) +

n∑
i=1

n∑
j=1

cijFj [
ρ−1

2
ξ2i (t)] +

n∑
i=1

n∑
j=1

cijFj [
ρ

2
ξ2j (t)]

+

n∑
i=1

n∑
j=1

aijFj [
ρ−1

2
ξ2i (t)] +

n∑
i=1

n∑
j=1

aijFj [
ρ

2
ξ2j (t− τ)]

+

n∑
i=1

n∑
j=1

|uij |

∫ ∞

0

kj(s)Fj [
ρ−1

2
ξ2i (s)]ds+

n∑
i=1

n∑
j=1

|uij |

∫ ∞

0

kj(s)Fj [
ρ

2
ξ2j (s− τ)]ds

+
n∑
i=1

n∑
j=1

|vij |

∫ ∞

0

kj(s)Fj [
ρ−1

2
ξ2i (s)]ds+

n∑
i=1

n∑
j=1

|vij |

∫ ∞

0

kj(s)Fj [
ρ

2
ξ2j (s− τ)]ds

−

n∑
i=1

φiξ
2
i (t)−

n∑
i=1

Ψiξ
2
i (t)

≤ −

n∑
i=1

diξ
2
i (t) +

n∑
i=1

n∑
j=1

cijFj [
ρ−1

2
ξ2i (t)] +

n∑
i=1

n∑
j=1

cjiFi[
ρ

2
ξ2i (t)]

+

n∑
i=1

n∑
j=1

aijFj [
ρ−1

2
ξ2i (t)] +

n∑
i=1

n∑
j=1

ajiFi[
ρ

2
ξ2i (t− τ)]

+

n∑
i=1

n∑
j=1

|uij |

∫ ∞

0

kj(s)Fj [
ρ−1

2
ξ2i (s)]ds+

n∑
i=1

n∑
j=1

|uji|

∫ ∞

0

kj(s)Fi[
ρ

2
ξ2i (s− τ)]ds

+

n∑
i=1

n∑
j=1

|vij |

∫ ∞

0

kj(s)Fj [
ρ−1

2
ξ2i (s)]ds+

n∑
i=1

n∑
j=1

|vji|

∫ ∞

0

kj(s)Fi[
ρ

2
ξ2i (s− τ)]ds

−

n∑
i=1

φiξ
2
i (t)−

n∑
i=1

Ψiξ
2
i (t)

≤

n∑
i=1

[−(di + φi +Ψi) +

n∑
j=1

cijFj
ρ−1

2
+

n∑
j=1

cjiFi
ρ

2
+

n∑
j=1

aijFj [
ρ−1

2
]]ξ2i (t)

+
n∑
i=1

[
n∑
j=1

ajiFi[
ρ

2
]]ξ2i (t− τ) +

n∑
i=1

[
n∑
j=1

|uij |

∫ ∞

0

kj(s)Fj [
ρ−1

2
]ds

+

n∑
j=1

|vij |

∫ ∞

0

kj(s)Fj [
ρ−1

2
]]ξ2i (s)ds+

n∑
i=1

[

n∑
j=1

|uji|

∫ ∞

0

kj(s)Fi[
ρ

2
]ds



13

+

n∑
j=1

|vji|

∫ ∞

0

kj(s)Fi[
ρ

2
]]ξ2i (s− τ)ds

≤ −

n∑
i=1

[(di + φi +Ψi)−

n∑
j=1

cijFj
ρ−1

2
−

n∑
j=1

cjiFi
ρ

2
−

n∑
j=1

aijFj [
ρ−1

2
]]ξ2i (t)

+
n∑
i=1

[
n∑
j=1

ajiFi[
ρ

2
]]ξ2i (t− τ) +

n∑
i=1

[
n∑
j=1

|uij | int
∞
0 kj(s)Fj [

ρ−1

2
]ds

+

n∑
j=1

|vij |

∫ ∞

0

kj(s)Fj [
ρ−1

2
]]ξ2i (s)ds+

n∑
i=1

[

n∑
j=1

|uji|

∫ ∞

0

kj(s)Fi[
ρ

2
]ds

+

n∑
j=1

|vji|

∫ ∞

0

kj(s)Fi[
ρ

2
]]ξ2i (s− τ)(s)ds

≤ −η1V (t, ξ(t)) + η2 max
t−τ≤s≤t

V (s, ξ(s)), (28)

where,

η1(t) = min
1≤i≤n

[(di + φi +Ψi)−

n∑
j=1

cijFjρ
−1 −

n∑
j=1

cjiFiρ−

n∑
j=1

aijFjρ
−1

+

n∑
j=1

|uij |Fjρ
−1 +

n∑
j=1

|vij |Fjρ
−1] > 0,

η2(t) = max
1≤i≤n

[

n∑
j=1

ajiFiρ+

n∑
j=1

|uji|Fiρ+

n∑
j=1

|vji|Fiρ] > 0. (29)

From this estimate, for any solution (13), which satisfies the Razumichin condition

V (s, ξ(s)) ≤ V (t, ξ(t)), t− τ ≤ s ≤ t,

we have

CDαV (t, ξ(t)) ≤ −(η1 − η2)V (t, ξ(t)), t ≥ 0. (30)

According to Lemma 5, the claim of Theorem 4.3 follows.

V (t, ξ(t)) ≤ V (0, ξ(0))Eα(−γt
α), t ≥ 0 (31)

By Lemma 4 and inequality (31), this proves system (10) can be achieved globally Mittag-Leffler
stabilization under the designed control law.
This completes the proof.

Theorem 4.5. Assume that Assumption (1) and Lemma (4) hold, then the system (10) is Globally
mittag-leffler stable, provided the following conditions holds:

θ1(t) > θ2(t)

θ1(t) = min
1≤i≤n

[ω(di + |φi(t)|+ |Ψi(t)|)−
n∑
j=1

|cij |Fjδ1(ω − 1)−
n∑
j=1

|cji|Fi
1

δω−1
1

−

n∑
j=1

|aij |Fj(ω − 1)δ2 + |uij |Fj(ω − 1)δ3 + |vij |Fj(ω − 1)δ3]
|ξi(t)|

ω

ω

+ min
1≤i≤n

[ρ(di + |φi(t)|+ |Ψi(t)|)−

n∑
j=1

|cij |Fjδ1(ρ− 1)−

n∑
j=1

|cji|Fi
1

δ
ρ−1
1
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−

n∑
j=1

|aij |Fj(ρ− 1)δ2 + |uij |Fj(ρ− 1)δ3 + |vij |Fj(ρ− 1)δ3]
|ξi(t)|

ρ

ρ
> 0,

θ2(t) = max
1≤i≤n

[

n∑
j=1

|aji|Fi
1

δω−1
2

+

n∑
j=1

|uji|Fi
1

δω−1
3

+

n∑
j=1

|vji|Fi
1

δω−1
3

]
|ξi(t− τ)|ω

ω

+ max
1≤i≤n

[
n∑
j=1

|aji|Fi
1

δ
ρ−1
2

+
n∑
j=1

|uji|Fi
1

δ
ρ−1
3

+
n∑
j=1

|vji|Fi
1

δ
ρ−1
3

]
|ξi(t− τ)|ρ

ρ
> 0.

Proof : we define a Lyapunov function

V (t, ξ(t)) =

n∑
i=1

1

ω
|ξi(t)|

ω +

n∑
i=1

1

ρ
|ξi(t)|

ρ (32)

According to the Caputo fractional-order derivative definition, we have

CDαV (t, ξ(t)) ≤

n∑
i=1

|ξi(t)|
ω−1[−di|ξi(t)|+

n∑
j=1

|cij |[fj(ϑj(t))− fj(ζj(t))]

+

n∑
j=1

|aij |[fj(ϑj(t− τ))− fj(ζj(t− τ))]

+
n∧
j=1

|uij |

∫ ∞

0

kj(s)[fj(ϑj(s− τ))− fj(ζj(t− τ))]ds

+

n∨
j=1

|vij |

∫ ∞

0

kj(s)[fj(ϑj(s− τ))− fj(ζj(t− τ))]ds+ |φi(t)||ξi(t)|+ |Ψi(t)||ξi(t)|]

+

n∑
i=1

|ξi(t)|
ρ−1[−di|ξi(t)|+

n∑
j=1

|cij |[fj(ϑj(t))− fj(ζj(t))]

+

n∑
j=1

|aij |[fj(ϑj(t− τ))− fj(ζj(t− τ))]

+

n∧
j=1

|uij |

∫ ∞

0

kj(s)[fj(ϑj(s− τ))− fj(ζj(t− τ))]ds

+
n∨
j=1

|vij |

∫ ∞

0

kj(s)[fj(ϑj(s− τ))− fj(ζj(t− τ))]ds+ |φi(t)||ξi(t)|+ |Ψi(t)||ξi(t)|]

≤

n∑
i=1

|ξi(t)|
ω−1[−di|ξi(t)|+

n∑
j=1

|cij |Fj |ξj(t)|+

n∑
j=1

|aij |Fj |ξj(t− τ)|

+

n∑
j=1

|uij |

∫ ∞

0

kj(s)Fj |ξj(s− τ)|ds+

n∑
j=1

|vij |

∫ ∞

0

kj(s)Fj |ξj(s− τ)|ds

+ |φi(t)||ξi(t)|+ |Ψi(t)||ξi(t)|]

+

n∑
i=1

|ξi(t)|
ρ−1[−di|ξi(t)|+

n∑
j=1

|cij |Fj |ξj(t)|+

n∑
j=1

|aij |Fj |ξj(t− τ)|

+

n∑
j=1

|uij |

∫ ∞

0

kj(s)Fj |ξj(s− τ)|ds+

n∑
j=1

|vij |

∫ ∞

0

kj(s)Fj |ξj(s− τ)|ds

+ |φi(t)||ξi(t)|+ |Ψi(t)||ξi(t)|]
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≤ −

n∑
i=1

(di + |φi(t)|+ |Ψi(t)|)|ξi(t)|
ω +

n∑
i=1

n∑
j=1

|cij |Fj |ξi(t)|
ω−1|ξj(t)|

+
n∑
i=1

n∑
j=1

|aij |Fj |ξi(t)|
ω−1|ξj(t− τ)|+

n∑
i=1

n∑
j=1

|uij |

∫ ∞

0

kj(s)Fj |ξi(s)|
ω−1|ξj(s− τ)|ds

+

n∑
i=1

n∑
j=1

|vij |

∫ ∞

0

kj(s)Fj |ξi(s)|
ω−1|ξj(s− τ)|ds

−

n∑
i=1

(di + |φi(t)|+ |Ψi(t)|)|ξi(t)|
ρ +

n∑
i=1

n∑
j=1

|cij |Fj |ξi(t)|
ρ−1|ξj(t)|

+

n∑
i=1

n∑
j=1

|aij |Fj |ξi(t)|
ρ−1|ξj(t− τ)|+

n∑
i=1

n∑
j=1

|uij |

∫ ∞

0

kj(s)Fj |ξi(s)|
ρ−1|ξj(s− τ)|ds

+

n∑
i=1

n∑
j=1

|vij |

∫ ∞

0

kj(s)Fj |ξi(s)|
ρ−1|ξj(s− τ)|ds

(33)

From Lemma 3 we have

|ξi(t)|
ω−1|ξj(t)| ≤

ω − 1

ω
[|ξi(t)|

ω−1δ
ω−1

ω

1 ]
ω

ω−1 +
1

ω
[|ξj(t)|δ

−ω−1

ω

1 ]ω

=
ω − 1

ω
|ξi(t)|

ωδ1 +
1

ω
|ξj(t)|

ω 1

δω−1
1

|ξi(t)|
ω−1|ξj(t− τ)| ≤

ω − 1

ω
[|ξi(t)|

ω−1δ
ω−1

ω

2 ]
ω

ω−1 +
1

ω
[|ξj(t− τ)|δ

−ω−1

ω

2 ]ω

=
ω − 1

ω
|ξi(t)|

ωδ2 +
1

ω
|ξj(t− τ)|ω

1

δω−1
2∫ ∞

0

|ξi(s)|
ω−1|ξj(s− τ)|ds ≤

∫ ∞

0

ω − 1

ω
[|ξi(s)|

ω−1δ
ω−1

ω

3 ]
ω

ω−1 +
1

ω
[|ξj(s− τ)|δ

−ω−1

ω

3 ]ω

=

∫ ∞

0

ω − 1

ω
|ξi(s)|

ωδ3 +
1

ω
|ξj(s− τ)|ω

1

δω−1
3

|ξi(t)|
ρ−1|ξj(t)| ≤

ρ− 1

ρ
[|ξi(t)|

ρ−1δ
ρ−1

ρ

1 ]
ρ

ρ−1 +
1

ρ
[|ξj(t)|δ

−ρ−1

ρ

1 ]ρ

=
ρ− 1

ρ
|ξi(t)|

ρδ1 +
1

ρ
|ξj(t)|

ρ 1

δ
ρ−1
1

|ξi(t)|
ρ−1|ξj(t− τ)| ≤

ρ− 1

ρ
[|ξi(t)|

ρ−1δ
ρ−1

ρ

2 ]
ρ

ρ−1 +
1

ρ
[|ξj(t− τ)|δ

−ρ−1

ρ

2 ]ρ

=
ρ− 1

ρ
|ξi(t)|

ρδ2 +
1

ρ
|ξj(t− τ)|ρ

1

δ
ρ−1
2∫ ∞

0

|ξi(s)|
ρ−1|ξj(s− τ)|ds ≤

∫ ∞

0

ρ− 1

ρ
[|ξi(s)|

ρ−1δ
ρ−1

ρ

3 ]
ρ

ρ−1 +
1

ρ
[|ξj(s− τ)|δ

−ρ−1

ρ

3 ]ρ

=

∫ ∞

0

ρ− 1

ρ
|ξi(s)|

ρδ3 +
1

ρ
|ξj(s− τ)|ρ

1

δ
ρ−1
3

(34)
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Now substitute the above values in the above equation we get

CDαV (t, ξ(t)) ≤−
n∑
i=1

(di + |φi(t)|+ |Ψi(t)|)|ξi(t)|
ω +

n∑
i=1

n∑
j=1

|cij |Fj [
ω − 1

ω
|ξi(t)|

ωδ1

+
1

ω
|ξj(t)|

ω 1

δω−1
1

] +

n∑
i=1

n∑
j=1

|aij |Fj [
ω − 1

ω
|ξi(t)|

ωδ2 +
1

ω
|ξj(t− τ)|ω

1

δω−1
2

]

+

n∑
i=1

n∑
j=1

|uij |

∫ ∞

0

kj(s)Fj [
ω − 1

ω
|ξi(s)|

ωδ3 +
1

ω
|ξj(s− τ)|ω

1

δω−1
3

]ds

+
n∑
i=1

n∑
j=1

|vij |

∫ ∞

0

kj(s)Fj [
ω − 1

ω
|ξi(s)|

ωδ3 +
1

ω
|ξj(s− τ)|ω

1

δω−1
3

]ds

−

n∑
i=1

(di + |φi(t)|+ |Ψi(t)|)|ξi(t)|
ρ +

n∑
i=1

n∑
j=1

|cij |Fj [
ρ− 1

ρ
|ξi(t)|

ρδ1

+
1

ρ
|ξj(t)|

ρ 1

δ
ρ−1
1

] +

n∑
i=1

n∑
j=1

|aij |Fj [
ρ− 1

ρ
|ξi(t)|

ρδ2 +
1

ρ
|ξj(t− τ)|ρ

1

δ
ρ−1
2

]

+

n∑
i=1

n∑
j=1

|uij |

∫ ∞

0

kj(s)Fj [
ρ− 1

ρ
|ξi(s)|

ρδ3 +
1

ρ
|ξj(s− τ)|ρ

1

δ
ρ−1
3

]ds

+

n∑
i=1

n∑
j=1

|vij |

∫ ∞

0

kj(s)Fj [
ρ− 1

ρ
|ξi(s)|

ρδ3 +
1

ρ
|ξj(s− τ)|ρ

1

δ
ρ−1
3

]ds

≤−

n∑
i=1

[di + |φi(t)|+ |Ψi(t)|]|ξi(t)|
ω +

n∑
i=1

n∑
j=1

|cij |Fj [
ω − 1

ω
|ξi(t)|

ωδ1]

+

n∑
i=1

n∑
j=1

|cji|Fi[
1

ω
|ξi(t)|

ω 1

δω−1
1

]

+
n∑
i=1

n∑
j=1

|aij |Fj [
ω − 1

ω
|ξi(t)|

ωδ2] +
n∑
i=1

n∑
j=1

|aji|Fi][
1

ω
|ξi(t− τ)|ω

1

δω−1
2

]

+

n∑
i=1

n∑
j=1

|uij |

∫ ∞

0

kj(s)Fj [
ω − 1

ω
|ξi(s)|

ωδ3]ds

+

n∑
i=1

n∑
j=1

|uji|

∫ ∞

0

kj(s)Fi[
1

ω
|ξi(s− τ)|ω

1

δω−1
3

]ds

+

n∑
i=1

n∑
j=1

|vij |

∫ ∞

0

kj(s)Fj [
ω − 1

ω
|ξi(s)|

ωδ3]ds

+

n∑
i=1

n∑
j=1

|vji|

∫ ∞

0

kj(s)Fi[
1

ω
|ξi(s− τ)|ω

1

δω−1
3

]ds

−

n∑
i=1

[di + |φi(t)|+ |Ψi(t)|]|ξi(t)|
ρ +

n∑
i=1

n∑
j=1

|cij |Fj [
ρ− 1

ρ
|ξi(t)|

ρδ1]

+

n∑
i=1

n∑
j=1

|cji|Fi[
1

ρ
|ξi(t)|

ρ 1

δ
ρ−1
1

]
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+

n∑
i=1

n∑
j=1

|aij |Fj [
ρ− 1

ρ
|ξi(t)|

ρδ2] +

n∑
i=1

n∑
j=1

|aji|Fi][
1

ρ
|ξi(t− τ)|ρ

1

δ
ρ−1
2

]

+

n∑
i=1

n∑
j=1

|uij |

∫ ∞

0

kj(s)Fj [
ρ− 1

ρ
|ξi(s)|

ρδ3]ds

+
n∑
i=1

n∑
j=1

|uji|

∫ ∞

0

kj(s)Fi[
1

ρ
|ξi(s− τ)|ρ

1

δ
ρ−1
3

]ds

+

n∑
i=1

n∑
j=1

|vij |

∫ ∞

0

kj(s)Fj [
ρ− 1

ρ
|ξi(s)|

ρδ3]ds

+

n∑
i=1

n∑
j=1

|vji|

∫ ∞

0

kj(s)Fi[
1

ρ
|ξi(s− τ)|ρ

1

δ
ρ−1
3

]ds

≤

n∑
i=1

[−ω(di + |φi(t)|+ |Ψi(t)|) +

n∑
j=1

|cij |Fjδ1(ω − 1)

+

n∑
j=1

|cji|Fi
1

δω−1
1

+

n∑
j=1

|aij |Fjδ2(ω − 1)]
|ξi(t)|

ω

ω
+

n∑
i=1

[
n∑
j=1

|aji|Fi
1

δω−1
2

]
|ξi(t− τ)|ω

ω

+

n∑
i=1

n∑
j=1

∫ ∞

0

kj(s)[|uij |Fj(ω − 1)δ3 + |vij |Fj(ω − 1)δ3]
|ξi(s)|

ω

ω
ds

+

n∑
i=1

n∑
j=1

∫ ∞

0

kj(s)[|uji|Fi(
1

δω−1
3

) + |vji|Fi(
1

δω−1
3

)]
|ξi(s− τ)|ω

ω
ds

+
n∑
i=1

[−ρ(di + |φi(t)|+ |Ψi(t)|) +
n∑
j=1

|cij |Fjδ1(ρ− 1)

+

n∑
j=1

|cji|Fi
1

δ
ρ−1
1

+
n∑
j=1

|aij |Fjδ2(ρ− 1)]
|ξi(t)|

ρ

ρ
+

n∑
i=1

[

n∑
j=1

|aji|Fi
1

δ
ρ−1
2

]
|ξi(t− τ)|ρ

ρ

+

n∑
i=1

n∑
j=1

∫ ∞

0

kj(s)[|uij |Fj(ρ− 1)δ3 + |vij |Fj(ρ− 1)δ3]
|ξi(s)|

ρ

ρ
ds

+

n∑
i=1

n∑
j=1

∫ ∞

0

kj(s)[|uji|Fi(
1

δ
ρ−1
3

) + |vji|Fi(
1

δ
ρ−1
3

)]
|ξi(s− τ)|ρ

ρ
ds

≤−

n∑
i=1

[ω(di + |φi(t)|+ |Ψi(t)|)−

n∑
j=1

|cij |Fjδ1(ω − 1)

−
n∑
j=1

|cji|Fi
1

δω−1
1

−
n∑
j=1

|aij |Fjδ2(ω − 1)]
|ξi(t)|

ω

ω
+

n∑
i=1

[
n∑
j=1

|aji|Fi
1

δω−1
2

]
|ξi(t− τ)|ω

ω

+

n∑
i=1

n∑
j=1

∫ ∞

0

kj(s)[|uij |Fj(ω − 1)δ3 + |vij |Fj(ω − 1)δ3]
|ξi(s)|

ω

ω
ds

+

n∑
i=1

n∑
j=1

∫ ∞

0

kj(s)[|uji|Fi(
1

δω−1
3

) + |vji|Fi(
1

δω−1
3

)]
|ξi(s− τ)|ω

ω
ds
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−

n∑
i=1

[ρ(di + |φi(t)|+ |Ψi(t)|)−

n∑
j=1

|cij |Fjδ1(ρ− 1)

−
n∑
j=1

|cji|Fi
1

δ
ρ−1
1

−

n∑
j=1

|aij |Fjδ2(ρ− 1)]
|ξi(t)|

ρ

ρ
+

n∑
i=1

[

n∑
j=1

|aji|Fi
1

δ
ρ−1
2

]
|ξi(t− τ)|ρ

ρ

+
n∑
i=1

n∑
j=1

∫ ∞

0

kj(s)[|uij |Fj(ρ− 1)δ3 + |vij |Fj(ρ− 1)δ3]
|ξi(s)|

ρ

ρ
ds

+

n∑
i=1

n∑
j=1

∫ ∞

0

kj(s)[|uji|Fi(
1

δ
ρ−1
3

) + |vji|Fi(
1

δ
ρ−1
3

)]
|ξi(s− τ)|ρ

ρ
ds

≤ −θ1(t)V (t, ξ(t)) + θ2 max
t−τ≤s≤t

V (s, ξ(s)). (35)

where

θ1(t) = min
1≤i≤n

[ω(di + |φi(t)|+ |Ψi(t)|)−

n∑
j=1

|cij |Fjδ1(ω − 1)−

n∑
j=1

|cji|Fi
1

δω−1
1

−

n∑
j=1

|aij |Fj(ω − 1)δ2 + |uij |Fj(ω − 1)δ3 + |vij |Fj(ω − 1)δ3]
|ξi(t)|

ω

ω

+ min
1≤i≤n

[ρ(di + |φi(t)|+ |Ψi(t)|)−

n∑
j=1

|cij |Fjδ1(ρ− 1)−

n∑
j=1

|cji|Fi
1

δ
ρ−1
1

−

n∑
j=1

|aij |Fj(ρ− 1)δ2 + |uij |Fj(ρ− 1)δ3 + |vij |Fj(ρ− 1)δ3]
|ξi(t)|

ρ

ρ

θ2(t) = max
1≤i≤n

[

n∑
j=1

|aji|Fi
1

δω−1
2

+

n∑
j=1

|uji|Fi
1

δω−1
3

+

n∑
j=1

|vji|Fi
1

δω−1
3

|ξi(t− τ)|ω

ω

+ max
1≤i≤n

[
n∑
j=1

|aji|Fi
1

δ
ρ−1
2

+
n∑
j=1

|uji|Fi
1

δ
ρ−1
3

+
n∑
j=1

|vji|Fi
1

δ
ρ−1
3

|ξi(t− τ)|ρ

ρ

From this estimate, for any solution (13), which satisfies the Razumichin condition

V (s, ξ(s)) ≤ V (t, ξ(t)), t− τ ≤ s ≤ t,

we have

CDαV (t, ξ(t)) ≤ −(η1 − η2)V (t, ξ(t)), t ≥ 0. (36)

According to Lemma 5, the claim of Theorem 4.4 follows.

V (t, ξ(t)) ≤ V (0, ξ(0))Eα(−γt
α), t ≥ 0 (37)

By Lemma 4 and inequality (37), this proves the system (10) can be achieved globally Mittag-Leffler
stabilization under the designed control law. Hence complete the proof.

Remark 4.6. In the FCNNs, the fuzzy minimum feed-forward refers to taking the minimum value of
the connection parameters with the fuzzy AND operation, and the fuzzy maximum feed-forward refers
to taking the maximum value of the connection parameters with the fuzzy OR operation. The fuzzy
minimum feedback refers to taking the minimum value of the delay connection parameter with the fuzzy
AND operation, and the fuzzy maximum feedback refers to the maximum value of the delay connection
parameter with the fuzzy OR operation. There are many other fuzzy logics, such as fuzzy AND, fuzzy
OR, fuzzy NOT, fuzzy NAND, fuzzy NOR, fuzzy XOR, fuzzy XNOR, complex fuzzy logic and etc. It
is worth highlighting that our work can be applied to FCNNs with more complex fuzzy logic.
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Remark 4.7. Neural networks usually have a spatial extension due to the presence of a multitude of
parallel pathways with a variety of axon sizes and length and hence there is a distribution of propagation
delays over a period of time. It is worth noting that although the signal propagation is sometimes
instantaneous and can be modelled with discrete delays, it may also be distributed during a certain
time period, so the distributed delays should be incorporated in the model. In other words, it is often
the case that the neural network model possesses both discrete and distributed delays. In recent years,
the stability of Hopfield neural networks, cellular neural networks and bidirectional associative memory
neural networks with distributed delays has been discussed (see [40, 59] and refernces threin).

Remark 4.8. In recent days, stability analysis of fuzzy cellular neural networks have been extensively
studied by te researchers. Stability analysis of fuzzy cellular neural networks with time delay in the
leakage term and impulsive perturbations investigated in [79]. Finite-time synchronization of delayed
fuzzy cellular neural networks with discontinuous activations is studied (see [80] and refernces there in).
In these works integer order is considered in our paper fractional order is consideered. Great efforts
have been made in study of fractional order neural networks bythe researchers. See for exxample,
Adaptive control for fractional order induced chaotic fuzzy cellular neural networks [81], asymptotic
stability of delayed fractional-order fuzzy neural networks with impulse effects [82], Mittag-Leffler
stability of fractional-order Hopfield neural networks [83], Synchronization of fractional fuzzy cellular
neural networks with interactions [84] have been invesitgated. In our paper stability fractional order
fuzzy cellular neural networks with hybrid control is investigated.

Remark 4.9. In [85], Xu et al. investigated complete synchronization of fractional order complex
networks via pinning adaptive and impulsive control strategy. In the past few years, due to the lim-
ited theory to deal with finite time stability of fractional order systems, synchronization research of
fractional order systems is only the beginning [86] - [87]. In [88], Velmurugan et al. studied synchro-
nization of fractional order neural networks by employing linear feedback control strategy. In [89],
Ding et al. designed a novel controller based on feedback control strategy and discontinuous control
strategy, and investigated stability of the considered fractional order neural networks. As is known
to all, it is more perfect if the designed controller both realize the network synchronization objective
and reduce the corresponding control cost. Motivated by the above discussions, we designed a novel
hybrid feedback controller, which is based on a simple discontinuous control strategy and study stability
problem of fractional order cellular neural networks networks.

Remark 4.10. It is well known that every control strategy has its own advantages and disadvantages.
Therefore, in some cases, hybrid control strategies are necessary to control some complex systems
to achieve synchronization or other properties. Since fuzzy cellular neural networks may experience
instantaneous perturbation or abrupt changes at certain instances, hybrid impulsive and other control
strategies could be used to control them to the synchronous state. However, to authors’ knowledge,
there have few research achievements on the stability of fuzzy cellular neural networks by means of
hybrid control strategies at present. It is still an open problem that deserves further investigation,
which motivated our research in this paper.

5. Numerical Example

In this section, two examples are given to illustrate the effectiveness of proposed Global Mittag-
Leffler stability schemes.
Example 1: For n=4, consider the following fractional-order fuzzy cellular neural networks,

CDαζi(t) = −diζi(t) +
2∑
j=1

cijfj(ζj(t)) +
2∑
j=1

aijfj(ζj(t− τ) +
2∑
j=1

hijµj

+
2∧
j=1

uij

∫ ∞

0

kj(s)fj(ζj(s− τ))ds+
2∧
j=1

pijµj +
n∨
j=1

vij

∫ ∞

0

kj(s)fj(ζj(s− τ))ds
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+

2∨
j=1

Qijµj + Ii, i = 1, 2, (38)

The parameters of (13) error system are assumed that a11 = 0.4, a12 = 0.6, a13 = 0.9, a14 = 1.2,
a21 = 0.8, a22 = 0.9, a23 = 2.3, a24 = 1.5, a31 = 0.7, a32 = 1.8, a33 = 0.5, a34 = 0.7 a41 = 1.3,
a42 = 0.5, a43 = 0.2, a44 = 0.9, c11 = 1.5, c12 = 1.8, c13 = 0.7, c14 = 1.3 c21 = 2.9, c22 = 2.8, c23 = 0.9
c24 = 0.7 c31 = 1.8, c32 = 1.5, c33 = 0.7, c34 = 0.9 c41 = 2.8, c42 = 2.9, c43 = 0.7, c44 = 1.3, u11 = 0.9,
u12 = 1.2, u13 = 2.1, u14 = 3.4, u21 = 2.1, u22 = 3.4, u23 = 1.2, u24 = 0.9, u31 = 2.1, u32 = 1.2,
u33 = 0.9, c34 = 1.7 u41 = 1.7, u42 = 1.7, u43 = 1.2, u44 = 0.9, v11 = 1.8, v12 = 2.2, v13 = 0.7,
v14 = 2.7, v21 = 2.2, v22 = 0.9, v23 = 0.5, v24 = 1.2, v31 = 1.7, v32 = 2.2, v33 = 0.7, v34 = 0.9
v41 = 0.9, v42 = 0.5, v43 = 1.8, v44 = 1.7, d1 = 5, d2 = 7, d3 = 7, d4 = 5, Ψ1 = 0.6, Ψ2 = 0.7,
Ψ3 = 0.5, Ψ4 = 0.4, φ1 = 1.4, φ2 = 3.1,φ3 = 2.7, φ4 = 3.7, α = 0.97, f(t) = tanh(t).
The corresponding response system is described by

CDαϑi(t) = −diϑi(t) +

2∑
j=1

cijfj(ϑj(t)) +

2∑
j=1

aijfj(ϑj(t− τ) +

2∑
j=1

hijµj

+

2∧
j=1

uij

∫ ∞

0

kj(s)fj(ϑj(s− τ))ds+

2∧
j=1

pijµj +

2∨
j=1

vij

∫ ∞

0

kj(s)fj(ϑj(s− τ))ds

+

2∨
j=1

Qijµj + Ii + ui(t), (39)

where aij , uij , vij , di, cij , and Ii are the same as in system (39), and the hybrid feedback controllers
is as follows: ui(t) = u1i(t) + u2i(t), where u1i(t) = −φi(t)ξi(t) and u2i(t) = −Ψi(t)ξi(t). where
ξi(t) = ϑi(t)− ζi(t) for i=1,2. According to the developed idea in Theorem 4.1, it asks that

η1(t) = min
1≤i≤n

[(di + φi(t) + Ψi)−

n∑
j=1

cijFjρ
−1 −

n∑
j=1

cjiFiρ−

n∑
j=1

aijFjρ
−1

+
n∑
j=1

uijFjρ
−1 +

n∑
j=1

vijFjρ
−1] = 12.33 > 0,

η2(t) = max
1≤i≤n

[

n∑
j=1

ajiFiρ+ ujiFiρ+

n∑
j=1

vjiFiρ] = 12.18 > 0.

Then it follows from Theorem 4.1 that system (38) can be achieved global Mittag-Leffler stabilization
under the designed hybrid feedback control law.

Example 2: For n=2, consider the following fractional-order fuzzy cellular neural networks,

CDαζi(t) = −diζi(t) +

2∑
j=1

cijfj(ζj(t)) +

2∑
j=1

aijfj(ζj(t− τ) +

2∑
j=1

hijµj

+

2∧
j=1

uij

∫ ∞

0

kj(s)fj(ζj(s− τ))ds+
2∧
j=1

pijµj +
n∨
j=1

vij

∫ ∞

0

kj(s)fj(ζj(s− τ))ds

+

2∨
j=1

Qijµj + Ii, i = 1, 2, (40)

where α = 0.97, f(t) = tanh(t)
The parameters of (13) error system are assumed that a11 = 0.9, a12 = 0.8, a13 = 0.4, a14 = 0.6,

a21 = 0.4, a22 = 0.8, a23 = 0.7, a24 = 0.3, a31 = 0.3, a32 = 0.7, a33 = 0.7, a34 = 0.5 a41 = 0.5,
a42 = 0.8, a43 = 0.3, a44 = 0.5, c11 = 0.4, c12 = 0.5, c13 = 0.4, c14 = 1.3 c21 = 0.7, c22 = 0.8, c23 = 0.5
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Figure 1. State trajectories of the FCNN system in Example 1

c24 = 0.7 c31 = 0.4, c32 = 0.7, c33 = 0.9, c34 = 0.3 c41 = 0.3, c42 = 0.8, c43 = 0.5, c44 = 0.7, u11 = 0.9,
u12 = 1.1, u13 = 1.3, u14 = 0.7, u21 = 1.3, u22 = 0.9, u23 = 0.8, u24 = 1.2, u31 = 1.2, u32 = 0.7,
u33 = 1.1, u34 = 1 u41 = 1.3, u42 = 1, u43 = 0.5, u44 = 0.3, v11 = 0.7, v12 = 1.1, v13 = 1, v14 = 1.3,
v21 = 1, v22 = 0.3, v23 = 0.7, v24 = 0.2, v31 = 0.4, v32 = 0.8, v33 = 0.9, v34 = 1.2 v41 = 1.1, v42 = 0.2,
v43 = 0.7, v44 = 1.2, d1 = 9, d2 = 9, d3 = 7, d4 = 7, Ψ1 = 2.7, Ψ2 = 3.1, Ψ3 = 4.5, Ψ4 = 2.5, φ1 = 5.3,
φ2 = 4.7,φ3 = 5.3, φ4 = 5.1, α = 0.97, f(t) = tanh(t).
ω = 2, δ1 = δ2 = δ3 = 1, Fi = 1, (i = 1, 2, 3, 4).
The corresponding response system is described by

CDαϑi(t) = −diϑi(t) +

2∑
j=1

cijfj(ϑj(t)) +

2∑
j=1

aijfj(ϑj(t− τ) +

2∑
j=1

hijµj

+

2∧
j=1

uij

∫ ∞

0

kj(s)fj(ϑj(s− τ))ds+

2∧
j=1

pijµj +

2∨
j=1

vij

∫ ∞

0

kj(s)fj(ϑj(s− τ))ds

+

2∨
j=1

Qijµj + Ii + ui(t), (41)

where aij , uij , vij , di, cij , and Ii are the same as in system (41), and the hybrid feedback controllers
is as follows: ui(t) = u1i(t) + u2i(t), where u1i(t) = −φi(t)ei(t) and u2i(t) = −Ψi(t)ei(t). where
ξi(t) = ϑi(t)− ζi(t) for i=1,2. According to the developed idea in Theorem 4.2, it asks that

θ1(t) = min
1≤i≤n

[(di + |φi(t)|+ |Ψi(t)|)−
n∑
j=1

|cij |Fjδ1(ω − 1)−
n∑
j=1

|cji|Fi
1

δω−1
1
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Figure 2. State trajectories of the FCNN system in Example 2

+
n∑
j=1

|aij |Fj(ω − 1)δ2 + |uij |Fj(ω − 1)δ3 + |vij |Fj(ω − 1)δ3] = 10.40 > 0.

θ2(t) = max
1≤i≤n

[
n∑
j=1

|aji|Fi
1

δω−1
2

+
n∑
j=1

|uji|Fi
1

δω−1
3

+
n∑
j=1

|vji|Fi
1

δω−1
3

] = 10 > 0.

Then it follows from Theorem 4.2 that system (40) can be achieved global Mittag-Leffler stabiliza-
tion under the designed hybrid feedback control law.

6. Conclusion

In this paper, Global Mittag-Leffler stability of fractional order fuzzy cellular neural networks with
distributed delays via hybrid feedback controllers is addressed. We proposed the definition of Global
Mittag-Leffler stability and the fractional Lyapunov direct method, which enriches the knowledge of
both the system theory and the fractional calculus. This papers serves as a first step in presenting
sufficient conditions for global Mittag-Leffler stability for a generalized fuzzy cellular fractional-order
neural network with distributed delay. The main theoretical findings of this paper are that hybrid
feedback control law. We extend the concept of Lyapunov functions for a fuzzy cellular fractional-
order neural network. Under the assumption of Lipschitz continuity of activation functions, we have
proved the Global Mittag-Leffler stability of the proposed model, which implies faster convergence
rate of the network model than the Lyapunov convergence. An illustrative examples was provided to
demonstrate the applicability of the proposed approach.
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Figure 1

State trajectories of the FCNN system in Example 1

Figure 2

State trajectories of the FCNN system in Example 2


