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Abstract

This paper deals with generalized centro-invertible matrices intro-
duced by the authors in [Generalized centro-invertible matrices with ap-
plications, Applied Mathematics Letters, 38, 106–109, 2014]. As a first
result, we state the coordinability between the classes of involutory ma-
trices, generalized centro-invertible matrices, and {K}-centrosymmetric
matrices. Then, some characterizations of generalized centro-invertible
matrices are obtained. A spectral study of generalized centro-invertible
matrices is given. In addition, we prove that the sign of a generalized
centro-invertible matrix is {K}-centrosymmetric and that the class of gen-
eralized centro-invertible matrices is closed under the matrix sign func-
tion. Finally, some algorithms have been developed for the construction
of generalized centro-invertible matrices.
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1 Introduction

Centrosymmetric matrices are those complex matrices A ∈ Cn×n such that
AJn = JnA where Jn ∈ Cn×n is the matrix with 1’s on the secondary diagonal
and 0’s otherwise. An important property of centrosymmetric matrices is that if
A is a centrosymmetric matrix with γ linearly independent eigenvectors, then γ
linearly independent eigenvectors of A can be chosen to be symmetric or skew-
centrosymmetric. The particular case of matrices that commute with a permu-
tation matrix was studied in [13] by Stuart and Weaver. This class of matrices
has been widely studied by considering their applications [4, 14, 18]. In [1], Abu-
Jeib used them to analyze some spectral properties of regular magic squares.
After applying the Sinc collocation method to Sturm-Liouville problems, the re-
sulting matrices are centrosymmetric. Eigenspectrum properties of symmetric
centrosymmetric matrices presented in [6] are applied for solving a generalized
eigensystem of smaller dimensions than the original ones. Moreover, algorithms
for solving centrosymmetric linear systems of equations are presented in [5]. Not
only direct problems have been solved by using centrosymmetric matrices, but
also the inverse eigenproblem and its approximation have been considered by
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Bai in [2]. By generalizing centrosymmetric matrices, centrohermitian matrices
are defined as those matrices A ∈ Cm×n satisfying JmAJn = A, where A stands
for the conjugate of the corresponding entries of A. Each square centrohermitian
matrix is similar to a matrix with real entries and a full information about the
spectral properties of square centrohermitian matrices is given, for instance, in
[12]. Moreover, m-involutions (i.e., Km = I) that commute (and anti-commute)
with a diagonalizable matrix were studied in [17].

In addition, a more general situation where the equation KA = As+1K is
studied for involutory matrices K has been analyzed in [8, 10] for nonnegative
integer values of s. They are called {K, s+ 1}-potent matrices and when s = 0
it is called a {K}-centrosymmetric matrix. Complementing this study, the case
s = −2, that corresponds to generalized centro-invertible matrices, has been
considered in [11]. In addition, some applications for image blurring/deblurring
were developed. Clearly, {K, s+1}-potent matrices generalize centrosymmetric
ones to a wider class of matrices.

On the other hand, the sign function is studied in [7]. It is observed that
in general, sign(A) is a nonprimary square root of the identity. However, the
square root can be obtained from the sign function. It is also shown that the
sign function has applications in several areas. For example, it plays an im-
portant role in iterative methods for matrix roots and the polar decomposition.
Moreover, it is useful in applications to Riccati equations, the eigenvalue prob-
lem, and lattice quantum chromodynamics. Furthermore, it is well-known that
every square matrix A is {sign(A)}-centrosymmetric.

This paper presents a deeper study of generalized centro-invertible matrices.
In Section 2, we state the coordinability between the classes of involutory matri-
ces, generalized centro-invertible matrices, and {K}-centrosymmetric matrices.
Then, some characterizations of generalized centro-invertible matrices are ob-
tained. In Section 3, a spectral study of generalized centro-invertible matrices is
given. The inverse problem associated to generalized centro-invertible matrices
is analyzed in Section 4. Section 5 is devoted to design some algorithms for
solving both the direct and the inverse problem, and illustrating examples are
presented. Section 6 studies the relation between generalized centro-invertible
matrices and the sign function. In particular, we prove that the sign of a
generalized centro-invertible matrix is {K}-centrosymmetric and that the class
of generalized centro-invertible matrices is closed under the matrix sign func-
tion. Finally, Section 7 includes the form to extend our results to the problem
KAK = A−(s+1).

2 Generalized centro-invertible matrices

In [15, 16], Wikramaratna studied all matrices X such that X−1 = XR, where
XR = JXJ , for J being the interchange matrix (that is, J is the matrix with
1’s on the secondary diagonal and 0’s otherwise). In that paper, the author
focuses his study on matrices over the integers modulo m, since his goal was to
apply them to cryptography.
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We recall that for a given involutory matrix K ∈ Cn×n, a matrix A ∈ Cn×n

is called generalized centro-invertible if KAK = A−1 [11]. It is clear that this
class of matrices is a subclass of nonsingular matrices with determinant ±1.

Let GCIK be the set defined by

GCIK = {A ∈ Cn×n : KAK = A−1};

and let I,P ⊂ Cn×n be the sets of all complex involutory and idempotent
matrices, respectively.

Next, we relate these three sets.

Theorem 1 The sets GCIK , I, and P are equipotent.

Proof. It is easy to see that the map Ψ : GCIK → I given by A 7→ KA is
well-defined since KAK = A−1 implies [Ψ(A)]2 = (KA)2 = In, so Ψ(A) ∈ I.
Moreover, it is immediate that Ψ is one-to-one and surjective (because of the
nonsingularity of K and Ψ(K−1B) = B for every B ∈ I). Thus, Ψ is a bijection.
Hence, GCIK ≃ I.

Notice that, even more, it can be said: Ψ is an involution since Ψ2(A) =
K(KA) = A, for every A ∈ GCIK .

On the other hand, we consider the function ξ : GCIK → P given by
ξ(A) = 1

2 (In − KA) for A ∈ GCIK . It is well-defined because KAK = A−1

implies ξ2(A) = 1
4 (In −KA−KA+ (KA)2) = 1

2 (In −KA) = ξ(A). Moreover,
injectiveness of ξ is trivial and for B ∈ GCIK and A = K(In − 2B) we have
ξ(A) = B. Hence, GCIK ≃ P. �

Remark 2 Notice that GCIK * I and GCIK * P as matrices

A =
1

3

[
4 1

−1 2

]
and K =

[
0 1
1 0

]

allow us to check. Similarly, I * GCIK as it can be verified with

A =

[
1 0
0 −1

]
and K =

[
1 1
0 −1

]
.

Finally, any idempotent singular matrix allows us to show that P * GCIK .
Hence, GCIK , I, and P are equipotent classes of different each other sets.

Next we give a characterization of matrices in GCIK .

Theorem 3 Let A ∈ Cn×n. Then the following conditions are equivalent:

(a) A ∈ GCIK .

(b) (KA)2 = In.

(c) There exists a nonsingular matrix P ∈ Cn×n such that

A = KP

[
I O
O −I

]
P−1.
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(d) There exists an idempotent matrix B ∈ Cn×n such that KA+ 2B = In.

Proof. (a) ⇐⇒ (b) Is easy to see by Definition.
(b) ⇐⇒ (c) Is an immediate consequence from the fact (KA)2 = In if and

only if there exists a nonsingular matrix P ∈ Cn×n such that

KA = P

[
I O
O −I

]
P−1. (1)

(a) ⇐⇒ (d) Follows from Theorem 1. �

The following result gives a necessary condition for A to be in GCIK .

Proposition 4 If A ∈ GCIK and KA has p eigenvalues equal to 1 then
trace(KA) ≤ n. Moreover, trace(KA) > 0 (resp., < 0 or = 0) if p > n/2
(resp., p < n/2 or p = n/2).

Proof. By Theorem 3, there is B ∈ Cn×n such that B2 = B andKA+2B = In.
By taking the trace in both sides we have trace(KA) + 2trace(B) = n. Since

trace(B) = rank(B) we arrive at rank(B) = n−trace(KA)
2 . Hence, trace(KA) ≤

n. By counting 1’s and −1’s in the representation (1) we obtain the sign of the
trace of KA. �

Despite KA and AK not being necessarily equal, a dual result to Theorem
3 can be stated for AK instead of KA.

On the other hand, it is well known that for an involutory matrix K ∈ Cn×n,
there exists a nonsingular matrix P ∈ Cn×n such that

K = P

[
I O
O −I

]
P−1. (2)

Theorem 5 Let A ∈ Cn×n and K be factorized as in (2). Then A ∈ GCIK
if and only if there exist matrices M , N , R, and S of appropriate sizes (for M
being a square matrix) such that

A = P

[
M N
R S

]
P−1 (3)

where the block matrices satisfy: (i) M2 − NR = I, (ii) MN = NS, (iii)
RM = SR, and (iv) S2 −RN = I.

Proof. We start by writing K as in (2) and considering the partition for A
given in (3). From Theorem 3, condition (KA)2 = In yields

[
M2 −NR MN −NS
−RM + SR −RN + S2

]
= In.

Then conditions on M , N , R, and S are necessary. The sufficiency of these
conditions is evident taking into account that (KA)2 = In implies the nonsin-
gularity of A. �

By σ(A) we will denote the spectrum of A ∈ Cn×n.
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Corollary 6 Let A ∈ Cn×n be such that A ∈ GCIK . The blocks M , N , R,
and S of Theorem 5 satisfy the following statements:

(a) trace(M2) = trace(N2).

(b) trace(M3)− trace(M) = trace(S3)− trace(S) = trace(NSR).

(c) det(M) = ±det(S). Consequently, M and S are either both nonsingular or
both singular.

(d) One of the following conditions holds:

(i) If α ∈ σ(M) then ±α ∈ σ(S) ∪ {1}.

(ii) If β ∈ σ(S) then ±β ∈ σ(M) ∪ {1}.

(e) NS2 =M2N .

(f) NR and M commute as well as RN and S.

Proof. (a) Subtracting (iv) from (i) in Theorem 5 and taking the trace we get
trace(M2) = trace(N2) since trace(NR) = trace(RN).

(b) Postmultiplying M2−NR = I by M , S2−RN = I by S and using that
trace(NSR) = trace(RNS) we get (b).

(c) By (i), (det(M))2 = det(M2) = det(I + NR). Similarly, by (iv),
(det(S))2 = det(S2) = det(I + RN). Since the Sylvester’s formula guarantees
that det(I +NR) = det(I +RN), we get det(M) = ±det(S).

(d) From (i) and (iv) we have σ(NR) = σ(M2 − I) and σ(RN) = σ(S2 −
I), respectively. The matrices RN ∈ Cs×s and NR ∈ Cℓ×ℓ have the “same
spectrum” counting multiplicities (except for some additional eigenvalues equal
to 0). Without any loss of generality, we assume s ≥ ℓ. So, if s = ℓ, for a given
α ∈ σ(M), it is clear that α2 − 1 ∈ σ(M2 − I). The Jordan canonical forms of
M and S yield to α2 − 1 = β2 − 1 for some β ∈ σ(S). In this case, β = ±α.
If s > ℓ then again β = ±α and, moreover, there exist s − ℓ eigenvalues α’s
∈ {−1, 1}.

(e) Pre-multiplying (iv) by N , post-multiplying (i) by N , and then subtract-
ing them we get NS2 =M2N .

(f) Follows directly from (ii) and (iii). �

Schur complement gives another approach to matrices in GCIK . For a
nonsingular matrix M , we denote the Schur complement of M in Z by Z/M =
S −RM−1N where

Z =

[
M N
R S

]
,

for S being also a square matrix. In this case, det(Z) = det(M) det(Z/M) and

[
M N
R S

]
−1

=

[
M−1 +M−1N(Z/M)−1RM−1 −M−1N(Z/M)−1

−(Z/M)−1RM−1 (Z/M)−1

]
.

(4)
Analogously, the Schur complement of S in Z is Z/S =M −NS−1R.
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Theorem 7 Let K be factorized as in (2) and A ∈ Cn×n such that

A = P

[
M N
R S

]
P−1

for some blocks M , N , R, and S of adequate sizes. If A ∈ GCIK then

(a) M 6= O and S 6= O.

(b) only one of the following conditions holds:

(i) M and S are singular.

(ii) M and S are nonsingular, M +N(Z/M)−1R =M3, R = (Z/M)RM ,
N =MN(Z/M), (Z/M)S = I, S+R(Z/S)−1N = S3, N = (Z/S)NS,
R = SR(Z/S), and (Z/S)M = I.

Proof. (a) Assume that M = O. By Theorem 5 we get NR = −I, NS = O,
SR = O, and S2−RN = I. Multiplying the last equality by S on the right side
and using NS = O, we arrive at S3 = S. If S is nonsingular then R = O, which
contradicts NR = −I. So, S is singular and has index 1. Thus, there exists a
nonsingular matrix PS such that

S = PS

[
D O
O O

]
P−1
S

where D is a nonsingular (diagonal) matrix. Now we partition

R = PS

[
R1 R2

R3 R4

]
P−1
S and N = PS

[
N1 N2

N3 N4

]
P−1
S

according to the sizes of S. From SR = O we get R1 = O and R2 = O and, from
NS = O we get N1 = O and N3 = O. Since NR = −I, we have N2R3 = −I and
N4R4 = −I, that is, R4 = −N−1

4 . By substituting in S2 − RN = I we arrive
at R3N2 = O. Multiplying this last equality on the right hand side by R3, we
obtain R3 = O, which contradicts N2R3 = −I. Hence, M 6= O. Analogously, it
can be shown that S 6= O.

(b) Since A is nonsingular, if M is nonsingular then Z/M also is. Now, if
we consider K factorized as in (2),

KAK = P

[
M −N
−R S

]
P−1

and by means of the Banachiewicz-Schur formula (4), the equality KAK = A−1

provides the conditions related to matrix M . Similarly, the conditions related
to matrix S can be stated. �

Remark 8 It is easy to see that the conditions obtained in Theorem 5 are equiv-
alent to those given in (b) of Theorem 7.
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3 Spectral analysis of matrices in GCIK

This section studies the spectral analysis of generalized centro-invertible ma-
trices. On the one hand, we recall that for a given matrix in A ∈ GCIK ,
the following fact is true: σ(KA) = σ(AK) ⊆ {−1, 1}. On the other hand,
by using properties of the trace function, if KAK = A−1 then trace(A−1) =
trace(K(AK)) = trace((AK)K) = trace(A) and then

n∑

i=1

λi =

n∑

i=1

λ−1
i ,

where σ(A) = {λ1, . . . , λn}. This information can be more detailed as we obtain
in the following result.

Theorem 9 Let A ∈ Cn×n be such that A ∈ GCIK . Then there exist nonzero
complex scalars λ1, . . . , λp such that

σ(A) ⊆ {λ1, λ
−1
1 , . . . , λp, λ

−1
p , 1,−1}

with

(a) λi 6= λj for i 6= j, i, j = 1, . . . , p.

(b) λi 6= λ−1
i for i = 1, . . . , p.

(c) For i = 1, . . . , p, λi ∈ σ(A) ⇐⇒ λ−1
i ∈ σ(A).

Proof. Since similar matrices have the same spectrum, if A ∈ GCIK then
σ(A) = σ(A−1). Now, if λ ∈ σ(A) then two situations may occur:

• λ−1 = λ. Hence, λ = ±1.

• λ−1 6= λ. Then, there exists µ ∈ σ(A) − {λ} such that λ−1 = µ. That
is, if λ ∈ σ(A) = σ(A−1) then it is clear that λ−1 ∈ σ(A). Hence, both
λ, λ−1 ∈ σ(A).

�

Remark 10 Notice that Theorem 9 it is not saying that the eigenvalues λ’s of
A must have algebraic multiplicity one. By considering the matrices

A =




a 0 0 0
0 1/a 0 0
0 0 a 0
0 0 0 1/a


 and K =




0 1 0 0
1 0 0 0
0 0 0 1
0 0 1 0


 ,

where a ∈ C− {0,±1}, we have an example of a matrix A ∈ GCIK with a and
1/a being repeated eigenvalues.

Moreover, nothing may be said about the algebraic multiplicity of 1 and −1
when they belong to σ(A). Particularizing to a = 1 or a = −1 the matrix A
above, we obtain a simple example for this last situation.
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In [8], it was shown that for a {K, s+ 1}-potent matrix A (that is, KAK =

As+1, with s ≥ 1), it follows that A(s+1)2 = A. This fact was crucial to show
that, in that case, A is diagonalizable. Now, our question is the following: Is it
possible to find a power t ∈ N such that At+1 = A if A belongs to GCIK? The
answer is negative as we can see in the following example. The matrix

A =
1

3

[
4 1

−1 2

]

belongs to GCIK for

K =

[
0 1
1 0

]
.

However, it is possible to show by induction that

At+1 −A =
t

3

[
1 1

−1 −1

]
6= O, for all t ∈ N.

Even more, A is not diagonalizable since its Jordan canonical form is given by

A =

[
1
3 1

− 1
3 0

] [
1 1
0 1

] [
0 −3
1 1

]
.

With the intention of finding a similar result to [8, Theorem 2], it is necessary
to investigate how to relate matrices in GCIK to diagonalization. Although a
matrix may be in GCIK not being diagonalizable, a similar relation as the
aforementioned in [8] by using the projectors of a spectral decomposition of A
can be established in case of A being diagonalizable.

Before doing that, we recall the following well-known result. Here, δij rep-
resents the Kronecker delta.

Lemma 11 [3] Let A ∈ Cn×n with k distinct eigenvalues λ1, . . . , λk. Then
A is diagonalizable if and only if there exist disjoint projectors P1, P2, . . . , Pk,
that is PiPj = δijPi for i, j ∈ {1, 2, . . . , k}, such that A =

∑k
j=1 λjPj and

In =
∑k
j=1 Pj. Moreover, these projectors are uniquely determined.

Theorem 12 Let A ∈ Cn×n be a matrix in GCIK . If A is diagonalizable with
spectrum as in Theorem 9 then

(i) KPiK = P̃i for all i = 1, . . . , p.

(ii) KPjK = Pj for all j ∈ {p+ 1, p+ 2}.

where P1, P̃1, . . . , Pp, P̃p, Pp+1, Pp+2 are the projectors associated to the eigen-
values λ1, λ

−1
1 , . . . , λp, λ

−1
p , 1,−1, respectively (see Lemma 11).

Proof. By hypothesis, matrix A can be expressed as

A = P diag
(
λ1Ir1 , λ

−1
1 Ir1 , . . . , λpIrp , λ

−1
p Irp , Irp+1

,−Irp+2

)
P−1

= λ1P1 + λ−1
1 P̃1 + · · ·+ λpPp + λ−1

p P̃p + Pp+1 − Pp+2,
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where P1, P̃1, . . . , Pp, P̃p, Pp+1, Pp+2 are the projectors associated to the eigen-
values λ1, λ

−1
1 , . . . , λp, λ

−1
p , 1,−1, respectively. Without loss of generality, we

assume that all of these eigenvalues are in the spectrum. It is then clear that
the inverse of matrix A is given by

A−1 = λ−1
1 P1 + λ1P̃1 + · · ·+ λ−1

p Pp + λpP̃p + Pp+1 − Pp+2.

Since A ∈ GCIK , from KAK = A−1 we get

KP1K = P̃1,

...

KPpK = P̃p,

KPp+1K = Pp+1,

KPp+2K = Pp+2.

For i = 1, . . . , p, p + 1, p + 2 we have (KPiK)
2
= KP 2

i K = KPiK, from
where every KPiK is idempotent. �

Example 13 By applying Theorem 12 to the diagonal matrix

A =

[
2 0
0 1/2

]
= 2

[
1 0
0 0

]
+

1

2

[
0 0
0 1

]
,

where the projector associated to the eigenvalue 2 is called P1 and the corre-
sponding to 1/2 is P̃1. Clearly, σ(A) = {2, 1/2} and KP1K = P̃1 for

K =

[
0 1
1 0

]
.

Hence, A ∈ GCIK .

We close this section with the following two properties: If A ∈ Cn×n is nonsin-
gular and K ∈ Cn×n is involutory then:

(a) PAP−1 ∈ GCIK if and only if A ∈ GCIP−1KP for all nonsingular P ∈
Cn×n.

(b) A ∈ GCIK if and only if PAP−1 ∈ GCIPKP−1 for all nonsingular P ∈
Cn×n.

Clearly, those properties extend examples like the last one from diagonal to
diagonalizable matrices.
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4 The inverse problem

Up to now, we have treated the problem of studying matrices A such that
KAK = A−1 for a given involutory matrix K. This section is devoted to
the inverse problem, that is, to find matrices K satisfying the previous matrix
relation for a given matrix A.

The next result gives explicit representations for the involutory matrices K
such that a given matrix A be in GCIK .

Theorem 14 Let A ∈ Cn×n be a diagonalizable matrix (i.e., A = PDP−1,
with P nonsingular). Then there exists an involutory matrix K such that A
belongs to GCIK with spectrum as in Theorem 9 if and only if

K = P

([
O K1

K−1
1 O

]
⊕ · · · ⊕

[
O Kp

K−1
p O

]
⊕Kp+1 ⊕Kp+2

)
P−1, (5)

for some arbitrary nonsingular matrices K1, . . . ,Kp of sizes r1× r1, . . . , rp× rp,
respectively, K2

p+1 = Irp+1
and K2

p+2 = Irp+2
.

Proof. Assume that A ∈ Cn×n is a diagonalizable matrix and that there exists
an involutory matrix K ∈ Cn×n such that A ∈ GCIK . The proof will be carried
out by considering firstly some special cases. By applying Theorem 9 we know
that every eigenvalue λi has the same algebraic multiplicity as its inverse λ−1

i .

• Case 1: A has two nonzero distinct eigenvalues λ and µ and their inverses.
In this case,

A = P




λIr1 O O O
O λ−1Ir1 O O
O O µIr2 O
O O O µ−1Ir2


P

−1, λ 6= µ.

The matrix A can be written as

A = λP1 + λ−1P2 + µP3 + µ−1P4,

where Pi = PEiP
−1, E1 = diag(Ir1 , O,O,O), E2 = diag(O, Ir1 , O,O),

E3 = diag(O,O, Ir2 , O), and E4 = diag(O,O,O, Ir2).

The inverse of A is given by

A−1 = λ−1P1 + λP2 + µ−1P3 + µP4.

From KAK = A−1 we have that λKP1K + λ−1KP2K + µKP3K +
µ−1KP4K = λ−1P1 + λP2 + µ−1P3 + µP4. The uniqueness of the spec-
tral decomposition gives KP1K = P2 and KP3K = P4. It is trivial that
KPiK is idempotent.
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Now we denote M = P−1KP . By multiplying KP1 = P2K by P−1 on
the left hand side and by P on the right hand side we obtain

M




Ir1 O O O
O O O O
O O O O
O O O O


 =




O O O O
O Ir1 O O
O O O O
O O O O


M,

where M is partitioned in blocks of adequate sizes as follows

M =




M11 M12 M13 M14

M21 M22 M23 M24

M31 M32 M33 M34

M41 M42 M43 M44


 .

We can easily obtain M11 = O, M31 = O, M41 = O, M22 = O, M23 = O,
and M24 = O. By substituting them in M and proceeding in a similar
way with KP3 = P4K we arrive at M13 = O, M33 = O, M42 = O, and
M44 = O. Then

K = P




O M12 O M14

M21 O O O
O M32 O M34

O O M43 O


P

−1.

Since K is involutory,

K = P




O M12 O O
M−1

12 O O O
O O O M34

O O M−1
34 O


P

−1.

• Case 2: A has a nonzero eigenvalue as well as its inverse and, moreover,
the eigenvalues 1 and −1. As in Case 1, λ and λ−1 have the same algebraic
multiplicity. Thus,

A = P




λIr1 O O O
O λ−1Ir1 O O
O O Ir2 O
O O O −Ir3


P

−1.

Again, we write M = P−1KP and partition

M =




M11 M12 M13 M14

M21 M22 M23 M24

M31 M32 M33 M34

M41 M42 M43 M44


 .
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Now, proceeding similarly as in Case 1 we get

K = P




O M12 O O
M−1

12 O O O
O O M34 O
O O O M44


P

−1.

Now, it is clear that the general case can be obtained by a combination of the
cases studied previously.

The converse is trivial. �

Some examples illustrating the solution of the inverse problem will be given
in the next section.

5 Algorithms and numerical examples

The algorithms designed in this section can easily be implemented on a com-
puter. We have used the MATLAB package R2016a version 9.0. We will present
some numerical examples in order to show the performance of our algorithms
and demonstrate their applicability. The computational cost of all our Algo-
rithms is O(n3).

The first algorithm solves the direct problem from a numerical point of
view. In other words, this is a procedure to obtain examples of generalized
centro-invertible matrices in a very easy way.

Algorithm 1

Input: An involutory matrix K ∈ Cn×n.

Output: A matrix A belonging to GCIK .

Step 1 Generate an arbitrary nonsingular matrix P ∈ Cn×n.

Step 2 Fix the number of 1’s corresponding to the parameter r;
the number of −1’s is n− r.

Step 3 Compute the matrix A = KP

[
Ir O
O −In−r

]
P−1.

End.

Example 15 For the given involutory matrix

K =
1

2




1 0 0
0 0 1
0 1 0


 ,

Algorithm 1 has randomly generated the nonsingular matrix

P =
1

2




−2 −1 1
2 0 1

−4 −1 −4


 ,
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and then the following generalized centro-invertible matrix is obtained

A =
1

2




1 1 1
4 −4 −2

−1 3 1


 .

Next, for a given nonsingular matrix A ∈ Cn×n we wonder about the exis-
tence of an involutory matrix K ∈ Cn×n such that A ∈ GCIK . Theorem 14
gives the response for diagonalizable matrices.

Consider the following example. For the given matrix

A =

[
1 1
1 0

]
,

it would exist a matrixK such thatKAK = A−1 if and only if InKA = A−1KIn
which is equivalent to

(
AT ⊗ In − In ⊗A−1

)
v(K) = 0,

where AT denotes the transpose of A and v(K) the column vector obtained by
stacking the columns of the matrix K on top of one another (see [3]). In this
example, by making some computations it is easily seen that its unique solution
is K = O, which is not involutory. So, not always such a matrix K exists.

However, this procedure allows us to construct an algorithm avoiding the use
of the diagonalization which, furthermore, allows us to drop out the hypothesis
of diagonalization extending Theorem 14 to the general case.

Algorithm 2

Input: A matrix A ∈ Cn×n for some integer n ≥ 2.

Outputs: All the involutory matrices K ∈ Cn×n such that A ∈
GCIK , if any such K exist.

Step 1 Compute A−1 by solving linear systems Ax = ei, where ei
are the canonical vectors of Cn.

Step 2 Construct the matrix M := AT ⊗ In − In ⊗A−1.

Step 3 Find the general solution v to Mv = 0. The n2 × 1 vector
v will depend on d = dim(ker(M)) arbitrary parameters.

Step 4 If v = 0, or equivalently, if d = 0, then go to Step 8.

Step 5 Treating v as v = v(K) for an n × n complex matrix K
containing d parameters, recover K from v.

Step 6 Determine the allowed values for the d arbitrary parameters
so that K2 = In. If there are no allowed parameter values, then
go to Step 8.

13



Step 7 The output is the set of all of the matrices K whose param-
eter values are allowed. Go to End.

Step 8 “There is no involutory matrix K ∈ Cn×n such that A ∈
GCIK .”

End

The following is an example of a matrix A with repeated eigenvalues of a
diagonalizable matrix.

Example 16 Let

A =




2 + 2i 7
4 + 9

4 i 0 7
4 + 9

4 i
0 2 + 2i 0 0
0 7

4 + 9
4 i

1
4 − 1

4 i 0
0 − 7

4 − 9
4 i 0 1

4 − 1
4 i




with σ(A) = {2 + 2i, 14 − 1
4 i)} both with algebraic multiplicity equals to 2. All

the matrices K such that A ∈ GCIK are given by Algorithm 2 as follows:

K =




1 0 −2z − 2w − zw − 4 −(z + 1)(w + 2)
0 1 −z − 2 −z − 1
z+1
z+2 −w z+1

z+2 −z − 2 − (z+1)2

z+2

−1 w z + 2 z




where z, w ∈ C with z 6= −2.

As a variant of the algorithm given above we present the following one for
diagonalizable matrices.

Algorithm 3

Input: A diagonalizable matrix A ∈ Cn×n for some n ≥ 2.

Outputs: All the involutory matrices K ∈ Cn×n such that A ∈
GCIK , if any such K exist.

Step 1 Diagonalize A = PDP−1.

Step 2 Construct M := In ⊗Ds+1 −D ⊗ I.

Step 3 Find the general solution v to Mv = 0. The n2 × 1 vector
v will depend on d = dim(ker(M)) arbitrary parameters.

Step 4 If v = 0, or equivalently, if d = 0, then go to Step 8.

Step 5 Treating v as v = v(K) for an n × n complex matrix K
containing d parameters, recover K from v.

Step 6 Determine the allowed values for the d arbitrary parameters
so that K2 = In. If there are no allowed parameter values, then
go to Step 8.

14



Step 7 The output is the set of all of the matrices K whose param-
eter values are allowed. Go to End.

Step 8 “There is no involutory matrix K ∈ Cn×n such that A ∈
GCIK .”

End

We consider an example of a non-diagonalizable matrix with repeated eigen-
values.

Example 17 Consider the matrix

A =




2 1 0 0
0 2 0 0
0 0 1/2 1
0 0 0 1/2


 .

Algorithm 3 gives the following matrices K such that KAK = A−1:

K =




0 0 − 1
4z

w
4z2

0 0 0 1
z

−4z w 0 0
0 z 0 0


 ,

for both arbitrary z ∈ C− {0} and w ∈ C.

Finally, we consider an example of a non-diagonalizable matrix A having the
distinguished eigenvalues 1’s.

Example 18 By applying Algorithm 3 to the matrix

A =
1

3

[
4 1

−1 2

]

we get the following involutory matrices such that A ∈ GCIK :

K =

[
−z −z − 1
z − 1 z

]
,

with arbitrary z ∈ C.

6 Relation with the matrix sign function

Throughout this section, S ∈ Cn×n is assumed to have no eigenvalues on the
imaginary axis. Hence, S is nonsingular and the matrix sign function will be
well-defined.

As it was defined by Higham in [7], if S = ZJZ−1 is a Jordan canonical
form arranged so that J = diag(J1, J2), where the eigenvalues of J1 ∈ Cp×p lie
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in the open left half-plane and those of J2 ∈ C(n−p)×(n−p) lie in the open right
half-plane, then

sign(S) := Z

[
−Ip O
O In−p

]
Z−1.

Notice that in general AK 6= KA for a matrix A ∈ GCIK . A first property
is given in the following result.

Theorem 19 If A ∈ GCIK then KA and AK are fixed points of the matrix
sign function.

Proof. By Theorem 3, if A ∈ GCIK then KA is similar to the direct sum
diag(−Ip, In−p), that is

KA = P

[
−Ip O
O In−p

]
P−1,

for some nonsingular matrix P ∈ Cn×n. So, KA has no eigenvalues on the
imaginary axis. Now, it is evident that sign(KA) = KA holds. The proof is
similar for AK. �

We now prove that the sign of a generalized centro-invertible matrix is a
{K}-centrosymmetric matrix and that the class of generalized centro-invertible
matrices is closed under the matrix sign function.

Theorem 20 Let A ∈ Cn×n be such that A ∈ GCIK and A has no eigenvalues
on the imaginary axis. Then:

(a) the sign of A is a {K}-centrosymmetric matrix.

(b) sign(A) ∈ GCIK .

Proof. By the assumption, for some nonsingular matrix P ∈ Cn×n we have

A = P

[
J1 O
O J2

]
P−1,

where J1 ∈ Cp×p, J2 ∈ C(n−p)×(n−p), and

σ(J1) ⊆ {z ∈ C : Real(z) < 0}, σ(J2) ⊆ {z ∈ C : Real(z) > 0}.

Clearly,

A−1 = P

[
J−1
1 O
O J−1

2

]
P−1.

For a nonzero complex number α+ iβ we have

Real

(
1

α+ iβ

)
=

α

α2 + β2
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and so we get

σ(J−1
1 ) ⊆ {z ∈ C : Real(z) < 0}, σ(J−1

2 ) ⊆ {z ∈ C : Real(z) > 0}.

Then,

sign(A) = P

[
−Ip O
O In−p

]
P−1 = sign(A−1).

Moreover, from A−1 = KAK we obtain sign(A−1) = Ksign(A)K. Hence,
sign(A)K = Ksign(A) because K2 = In. So, (a) holds.

Item (b) follows from (a) and using the property sign(A−1) = [sign(A)]−1. �

Remark 21 Notice that the converse of Theorem 20 is not valid because sign(.)
is not a one-to-one function as it can be seen in the following example.

Let

A =




−1 + i − 1
2 + 3

2 i −2 + i − 1
4 + 3

4 i
0 1 0 0
0 0 1 0
0 −3− i 0 − 1

2 − 1
2 i




and the involutory matrix

K =




1 3 3 0
0 2 1 0
0 −3 −2 0
2 −6 0 −1


 .

A Jordan canonical form of A is given by A = PJP−1 where

J =




−1 + i 0 0 0
0 − 1

2 − 1
2 i 0 0

0 0 1 0
0 0 0 1


 , P =




1 1 −1 0
0 0 0 1
0 0 1 0
0 −2 0 −2


 .

Then

sign(A) = P




−1 0 0 0
0 −1 0 0
0 0 1 0
0 0 0 1


P

−1 =




−1 0 −2 0
0 1 0 0
0 0 1 0
0 −4 0 −1


 .

We have Ksign(A) = sign(A)K but

(KA)2 =




−1− 4i −4− 3i −2− 4i −2− 3
2 i

0 1 0 0
0 0 1 0

−4− 8i −12− 4i −4− 8i −5− 2i


 6= I4,

which proves that A /∈ GCIK .
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The following example illustrates the results obtained in this section.

Example 22 Let A be the same matrix as in Remark 21 and the involutory
matrix

K =




1
2 − 3

2 − 1
2 − 3

4
0 1 0 0
0 0 1 0

−1 −3 −1 − 1
2


 .

Then, A ∈ GCIK and by Theorem 19

sign(KA) = KA =




− 1
2 + 1

2 i
1
2 + 3

2 i − 3
2 + 1

2 i
1
4 + 3

4 i
0 1 0 0
0 0 1 0

1− i −1− i 1− i 1
2 − 1

2 i


 .

It can be also checked that Ksign(A) = sign(A)K and sign(A) ∈ GCIK as
Theorem 20 assures and, moreover, a Jordan canonical form for KA is given
by

KA =




3
4 − 1

4 i
1
4 + 1

4 i −1 i
0 0 0 1
0 0 1 0

− 1
2 + 1

2 i
1
2 − 1

2 i 0 0







−1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1







1 −i 1 − 1
2 i

1 −i 1 1 + 1
2 i

0 0 1 0
0 1 0 0


 .

7 Final comments

In [8, 9, 10] the authors introduced and investigated matrices A such that
KAK = As+1 for a fixed K involutory and a natural s ≥ 1. In those pa-
pers, it was proved that those matrices are always diagonalizable and a deep
spectral theory was developed for them as well as the relation with several well-
known classes of matrices. In addition, some algorithms were given to construct
those matrices.

Lastly, in [11], the case for nonsingular matrices was analyzed. Some appli-
cations were given for the study of blurring/deblurring images where nonsingu-
larity is crucial.

It is clear that a combination of both situations may be developed in a very
similar way. That is, we can define matrices A such that KAK = A−(s+1) for a
fixed K involutory and a natural s ≥ 1. In this manner, all integer powers will
be covered. The class of these matrices will be called GCIK,−s.

It can be easily demonstrated that GCIK,−s is a subclass of nonsingular
matrices whose determinant is a root of unity of order s+ 2.

In order to characterize matrices in GCIK,−s, first of all it is observed that

KAK = A−(s+1) is equivalent to A = A(s+1)2 . Thus, the eigenvalues are roots
of unity of order (s+1)2−1; the set of all of these roots is denoted by Ω(s+1)2−1

where ωs is a primitive one.

18



Then, it should be stated a bijection as in [8]. In fact, let ψ : {1, 2, . . . , (s+
1)2 − 2} → {1, 2, . . . , (s + 1)2 − 2} be defined by ψ(j) = bj where bj is the
smallest nonnegative integer such that bj ≡ −j(s+1) [mod ((s+1)2−1)]. This
function is a bijection.

Now, we establish the characterization.

Theorem 23 Let A ∈ Cn×n and s be a positive integer number. Then, the
following conditions are equivalent:

(a) A ∈ GCIK,−s.

(b) A is diagonalizable, σ(A) ⊆ Ω(s+1)2−1, KPjK = Pψ(j) for j ∈ {1, 2, . . . , (s+
1)2−2} and KP(s+1)2−1K = P(s+1)2−1 with ψ being the bijection previously
defined and P1, P2, . . . , P(s+1)2−1 are the projectors of the spectral decompo-

sition associated to the eigenvalues ωs, ω
2
s , . . . , ω

(s+1)2−2
s , 1, respectively.

(c) A(s+1)2 = A, KPjK = Pψ(j) for j ∈ {1, 2, . . . , (s+1)2−2} and KP(s+1)2−1K =
P(s+1)2−1 with ψ being the bijection previously defined and P1, P2, . . . , P(s+1)2−1

are the projectors of the spectral decomposition associated to the eigenvalues

ωs, ω
2
s , . . . , ω

(s+1)2−2
s , 1, respectively.

Curiously, matrices in GCIK,−s are back within the set of diagonalizable
ones.

Although they are not included in this paper, following the same lineaments
as in [8, 9, 10], we can reproduce most of the results given there.
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