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1 Comments and notations

We made corrections only on Theorem 7 from Section “4.2 Extended Kaczmarz
single - projection algorithm” of the original paper. We will refer to the equations,
results, and references from the original paper by adding the sign (¥). Else, they are
related to this Erratum.

2 Erratum to Theorem *7
Theorem 1 The algorithm MREK has linear convergence.

Proof Let (x*);>0 be the sequence generated with the MREK algorithm. According
to the selection procedure (*44) of the projection index ix and (*9), we successively
obtain (see also Section 1 of the paper [*1])
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We have the following elementary inequality.

Lemma 1 Let o, B be real numbers such that
ael0,1], =—land B —a =«p. )

Then
(r +m)? > arf — pry, Vri,rm e R. 3)

This gives us the following result.

Corollary 1 Let o, 8 be as in (2). Then
Ix+yll*>alx|?=BIyl% Vx,y e R 4

Proof Indeed, we observe that, in the hypothesis (2), we have

Ix+y 12 —allx > +B8 1y I*=Il VI —ax —/1+By |*> 0. 0
Therefore, from (1) and (4), we obtain
_ o _ B
— WA T =P < == AT b P =Y 1P )
m m

In [*19], Proposition 1, Eq. (5§9) (for w = 1) it is proved the equality

— 2
((Aik9 xk l) _bik)
1Az 112

Ik —x 2= 2 —x 2 = + 1l v 112, (©6)

where L

e T Vi,
I A 127

and x € LSS(A; D) is such that Pyr(4)(x) = PN(A)(xO). If § is the smallest nonzero

singular value of A (therefore also of AT) and because PN(A)(xk) = PN(A)()CO),
Vk > 0 it holds that x* — x € R(AT) (see also [*1]), hence

| AXF — b |2 > 82 || x5 —x | ®)

Vi (N

Then, from (1), (6), and (5), the obvious inequality

I r— k2
Iy 1P< ——,
. I A, 112
and (8) we get
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m-M " m
where
M= max | A; >, p= min | A |*. (10)
1<i<m 1<i<m
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In [*19], Lemma 2 it is proved that
s2\*
I y* —r|* < (1——) I y®—r |1 Yk > 0. (11)
n

Then, from (*5) and (11), we obtain
52 1 52\
Ik —x |2 < (1 = “—) It —x 2 — (1 +3> (1 = —) 1y —r 2.
mM w m n

(12)
If we introduce the notations

82 ~ 82 1
G=1-— 0, 1), f=1-= €0, 1), c=—(1+5> Iy0—r|I* (13)
m-M n " m
from (9) — (10), we obtain

Ix*—xP<a | x" x> +85C, vk > 1. (14)

From (14), a recursive argument gives us

k—1
Ik —x P <@ 12" —x > +) apic
j=0
or, for v = max{&, 8} € [0, 1)
IxF—x |2 < ¥ (|| O +Ck) k> 1. (15)

If we define e = vk (|| x0—x |? +Ck) , Yk > 1, we obtain that limy_, o 61;_:1 =
v € [0, 1), which gives us the linear convergence for MREK algorithm and completes
the proof. O

Typos mistakes

1. On page 9, at the end of the proof of Corollary 1, replace the equation

€
"5 e0,1),Vn > 1.
€nl—1
by the equation
€
" sel0,1),Vn > 1.
€Em-1I

2. On page 11, in equation (45), instead of

k 1 /2 2 2
B[ —xsl] = (1- 5 (1+ 2hatk*(A) xes |2,
()

write

k 2] 72 2
B[l — sl = (1 - /22<A)> (1 + 282 (A) s,
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3. On page 10, after the equation (42), please write:
Note. We used formula (40) to update the vector y<~

k—1 ]
s Ak .

1 instead of the formula

I A2
because we supposed that | A7 |= 1,V j =1, ..., n. This can be achieved by a
scalling of A of the form
A =— AD, withD:diag( ! , ! e ! ),
AN 1A% I A™ ||

which transforms the initial problem (10) into the equivalent one

| (AD)(D™'x) = b = min || (ADYD™'D) b ||

4. On page 14, second line from top, instead of the formula

k+r—j o k4T —j—1 _
X I —x= Pir_j (x -0+ Yikyr—j-1

the formula

KKFT=i = P; ()ck“tj*1

—X) + Vigyr -
5. On page 14, the fourth line from top, instead of the formula

k+I—j

r

T = P00 P,-k(xk —X) —i—zﬂjyz’mrﬂ‘
j=1

please write

r
kI k
S =Pypo-o Pt =)+ ) Mviyr— .
j=l1
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