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Abstract

We study when the existence of an increasing selection can be derived from the mono-
tonicity of a multifunction w.r.t. an extension of the basic order from points to subsets. The
most interesting results emerge when the target is a lattice and monotonicity is interpreted
in one of the ways suggested by A.F. Veinott, Jr. An increasing selection exists if (1) the
multifunction is weakly ascending while every value satisfies a completeness condition, e.g., is
chain-complete, or (2) the multifunction is ascending while the target is a sublattice of the
Cartesian product of a finite number of chains.
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1 Introduction

We denote BX the set of all nonempty subsets of a given set X. A mapping T → BX is called
a multifunction (from T to X). A selection from a multifunction F : T → BX is a mapping
f : T → X such that f(t) ∈ F (t) for every t ∈ T .

Given a poset X, a binary relation ≥∗ on BX is called an extension of the basic order (from
points to subsets) if

{y} ≥∗ {x} ⇐⇒ y ≥ x

for all y, x ∈ X. Let T be a poset too. A multifunction F : T → BX is increasing w.r.t. ≥∗ if
F (t′) ≥∗ F (t) whenever t′ > t. Note the strict inequality in the last condition; it is natural when
dealing with binary relations that need not be reflexive.

This paper strives to derive the existence of increasing selections from the monotonicity of a
multifunction w.r.t. various (natural) extensions of the basic order. Besides monotonicity, we allow
“point-wise” restrictions on the multifunction, usually, some sort of the completeness of values.
However, we never impose more complicated restrictions as was typical in the pioneering works
on the subject [17, 3]. We also briefly address the possibility to extend a “partial” increasing
selection to the whole domain, especially, the existence of an increasing selection with a given
value at a given point.

The most interesting results emerge when X is a lattice rather than just a poset and the
basic order is extended to BX in one of the ways suggested by Veinott [20]. Funnily, none of the
extensions need be reflexive, and only one of them is transitive. On the other hand, there is an
extension of the order to BX , which coincides with one of Veinott’s when X is a chain, is a partial
order for any poset X, and ensures the existence of an increasing selection from every increasing
multifunction without any further assumptions.

An interest in the existence of increasing selections can be justified, e.g., by the fact that
most fundamental fixed point theorems based on monotonicity [18, 1, 11] relate to single-valued
functions. In game theory, the existence of a Nash equilibrium in a game with “strategic comple-
mentarities” is usually obtained by applying Tarski’s fixed point theorem to increasing selections
from the best response correspondences [19, 12, 21], even though there are fixed point theorems
in the literature that can work in the absence of increasing selections, see, e.g., [17, Theorem 1.1]
or [16, Lemma 2.8]. There is also a growing literature on aggregative games [14, 5, 6, 7, 8, 2, 4],
where the existence of an equilibrium can be derived from a wider range of monotonicity con-
ditions (e.g., the best responses may be increasing in some variables and decreasing in others).
Every result of this kind needs monotone selections.

A poset X is called chain-complete upwards/downwards if supY /inf Y exists in X for every
chain Y ∈ BX ; in this case, Y ∈ BX is chain-subcomplete upwards/downwards if supZ ∈ Y /
inf Z ∈ Y for every chain Z ∈ BY ⊆ BX . A poset X is called chain-complete if it is chain-complete
both upwards and downwards; Y ∈ BX is then chain-subcomplete if it is chain-subcomplete both
upwards and downwards.

Given a poset X and Y ∈ BX , we introduce a notation for the subsets of maximal/minimal
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elements of Y , denoting

Y + := {x ∈ Y | @y ∈ Y [y > x]}; Y − := {x ∈ Y | @y ∈ Y [y < x]}. (1)

A subset Y ∈ BX is called supported below/above if Y − 6= ∅ /Y + 6= ∅. By Zorn’s Lemma, if a
poset is chain-complete downwards/upwards, then it is supported below/above.

2 Lattices as targets

Veinott [20] defined four extensions of the order from a lattice X to BX (Y, Z ∈ BX):

Y ≥∧ Z  ∀y ∈ Y ∀z ∈ Z [y ∧ z ∈ Z]; (2a)

Y ≥∨ Z  ∀y ∈ Y ∀z ∈ Z [y ∨ z ∈ Y ]; (2b)

Y ≥Vt Z  [Y ≥∧ Z & Y ≥∨ Z]; (2c)

Y ≥wV Z  ∀y ∈ Y ∀z ∈ Z [y ∨ z ∈ Y or y ∧ z ∈ Z]. (2d)

The relation ≥Vt is antisymmetric and transitive on BX ; it is reflexive on sublattices. Neither
≥wV, nor ≥∧ or ≥∨ need even be transitive. Multifunctions increasing w.r.t. ≥Vt (≥wV) were called
(weakly) ascending in [20].

Proposition 2.1. Let X be a lattice, T be a poset, F : T → BX be increasing w.r.t. ≥∧, and
every F (t) (t ∈ T ) be supported below. Then there exists an increasing selection from F .

Proof. Clearly, any selection from F− is increasing (here and further on, F−(t) is the set of
minimal elements of F (t)).

Remark. Proposition 2.1 remains meaningful and valid when X is a semilattice. Naturally, the
dual version is valid as well.

Theorem 1. Let X be a lattice, T be a poset, F : T → BX be increasing w.r.t. ≥wV, and every
F (t) (t ∈ T ) be chain-complete upwards and supported below. Then there exists an increasing
selection from F .

The proof is deferred to Section 4.1. Again, the dual version is valid as well.

Remark. Theorem 3.2 of [20] established the existence of an increasing selection from a weakly
ascending multifunction under more stringent assumptions: X was a complete lattice and every
F (t) was chain-subcomplete in X. Unfortunately, that result seems to have never been published
at all.

The upward chain-completeness of every F (t) in Theorem 1 cannot be replaced with just being
supported above. The existence of an increasing selection with a given value at a given point also
cannot be asserted.
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Example 2.2. Let X := [−1, 1] and F : X → BX be this: F (0) := X \ {0}; F (x) := {x/2} for
x ∈ X \ {0}. Clearly, every F (x) is supported both above and below, whereas F is increasing
w.r.t. ≥wV; however, F admits no increasing selection, nor fixed point for that matter.

Example 2.3. Let X := {0, 1} and F : X → BX be this: F (0) := X; F (1) := {0}. Clearly, F is
increasing w.r.t. ≥wV (even ≥∧); however, F admits no increasing selection such that f(0) = 1.

Naturally, Theorem 1 applies when T is an arbitrary poset and every F (t) is finite. Alterna-
tively, we can drop all restrictions on values F (t) and assume that T is finite instead.

Proposition 2.4. Let X be a lattice, T be a finite poset, and F : T → BX be increasing w.r.t.
≥wV. Then there exists an increasing selection from F .

The proof is deferred to Section 4.2.

Remark. The validity of Proposition 2.4 was mentioned in [20], but a different proof was sug-
gested.

The finiteness of T in Proposition 2.4 cannot be replaced with, say, chain-completeness.

Example 2.5. Let X := [0, 1] ⊂ R, T := {(0, 0)} ∪ {(t1, t2) ∈ R2 | t1, t2 > 0 & t1 + t2 = 1} ⊂ R2,
and F : T → BX be defined as follows: F (0, 0) := ]0, 1] and F (t1, t2) := {t1} when t1 > 0. Thus,
F is increasing w.r.t. ≥wV, T is a poset without infinite chains (hence chain-complete), X is a
complete chain, and every F (t) is chain-subcomplete upwards. However, there is no increasing
selection.

When it comes to monotonicity w.r.t. ≥Vt, we can drop all restrictions on T and F (t), and
only impose a peculiar restriction on X.

Theorem 2. Let X be a sublattice of the Cartesian product of a finite number of chains. Let T
be a poset and F : T → BX be increasing w.r.t. ≥Vt. Let t0 ∈ T and x0 ∈ F (t0). Then there exists
an increasing selection f from F such that f(t0) = x0.

The proof is deferred to Section 4.3.

3 General posets as targets

If X is a poset, but not a lattice, relations (2) need not make any sense. However, some analogs
can be defined (again, Y, Z ∈ BX):

Y >Up Z  ∀y ∈ Y \ Z ∀z ∈ Z [y > z]; (3a)

Y >Dn Z  ∀y ∈ Y ∀z ∈ Z \ Y [y > z]; (3b)

Y > Z  [Y >Up Z & Y >Dn Z]; (3c)

Y >w Z  ∀y ∈ Y \ Z ∀z ∈ Z \ Y [y > z]. (3d)

All relations (3) are reflexive; only (3c) is also transitive and anti-symmetric, i.e., a partial order.

4



Proposition 3.1. If both Y,Z ∈ BX are chains, then each relation (3) implies the corresponding
relation (2). If Y ∪ Z is a chain, then each relation (2) implies the corresponding relation (3).

A straightforward proof is omitted.
To my knowledge, relations (3) are not popular in the literature. LiCalzi and Veinott [10]

considered the conjunction of (2c) with the requirement that y and z are comparable in the basic
order whenever y ∈ Y and z ∈ Z; this relation is equivalent to the conjunction of (3c) with the
same requirement. Much more popular are these extensions of the basic order to BX :

Y ≥inf Z  ∀y ∈ Y ∃z ∈ Z [y ≥ z]; (4a)

Y ≥sup Z  ∀z ∈ Z ∃y ∈ Y [y ≥ z]; (4b)

Y ≥ Z  [Y ≥sup Z & Y ≥inf Z]. (4c)

Y >> Z  ∀y ∈ Y ∀z ∈ Z [y ≥ z]. (5)

All of them are transitive; all relations (4) are also reflexive.

Proposition 3.2. For any Y, Z ∈ BX , each of the first three relations (2), as well as each of
the first three relations (3), implies the corresponding relation (4). The relation (5) implies all
relations (2), (3), and (4).

A straightforward proof is omitted.
If T is a poset, then F : T → BX is increasing w.r.t. >> if and only if every selection from F

is increasing. Assuming the Axiom of Choice, we obtain the existence of an increasing selection,
as well as the possibility to extend any partial selection to the whole T .

Proposition 3.3 ([17, Theorem 1.7]). Let T and X be posets; let F : T → BX be increasing
w.r.t. ≥inf ; let every F (t) contain the least point,

∧
F (t). Then F admits an increasing selection.

Without any restriction on F (t), Proposition 3.3 is wrong, as was shown in [17, p. 307]. More-
over, its rather strong assumption on F (t) cannot be relaxed even under monotonicity w.r.t.
≥.

Example 3.4. Let X := N3 ∩ [0, 5]3 ⊂ R3, T := {(0, 0), (0, 1), (1, 0), (1, 1)} ⊂ R2, and
F : T → BX be defined by F (0, 0) := {(0, 2, 2), (2, 0, 0)}, F (1, 0) := {(1, 4, 3), (4, 1, 3)}, F (0, 1) :=
{(3, 4, 1), (1, 3, 4)}, and F (1, 1) := {(3, 5, 3), (5, 3, 5)}. It is easily checked that F is increasing
w.r.t. ≥; every F (t) is supported both below and above. However, there exists no increasing
selection from F : if r(0, 0) = (0, 2, 2), then r(1, 0) = (1, 4, 3) and r(0, 1) = (1, 3, 4); however, there
is no x ∈ F (1, 1) such that x ≥ r(1, 0) and x ≥ r(0, 1). Supposing r(0, 0) = (2, 0, 0), we obtain a
similar contradiction.

The existence of an increasing selection from a multifunction increasing w.r.t. ≥inf or ≥sup is
ensured if either property, “being finite” and “being a chain,” applies to either T or every F (t).
However, it may not exist when both X and T are infinite chains, even when F is increasing w.r.t.
≥ [16, Example 2.3].
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Proposition 3.5. If X is a poset, T is a finite chain, and F : T → BX is increasing w.r.t. ≥inf ,
then F admits an increasing selection. Moreover, whenever x0 ∈ F (maxT ), there is an increasing
selection f from F such that f(maxT ) = x0.

Straightforward recursion along T (downwards).

Proposition 3.6. If X and T are posets, F : T → BX is increasing w.r.t. ≥inf , and every F (t)
is a finite chain, then F admits an increasing selection. Moreover, whenever T+ defined by (1) is
not empty, T ∗ ⊆ T+, and g : T ∗ → X is a selection from the restriction of F to T ∗, there exists
an increasing selection f from F such that f(t) = g(t) for every t ∈ T ∗.

Proof. The first statement immediately follows from Proposition 3.3. To prove the second, we
replace F with F ∗ defined as follows: F ∗(t) := {g(t)} if t ∈ T ∗; F ∗(t) := {x ∈ F (t) | ∀t′ ∈ T ∗ [t′ >
t ⇒ g(t′) ≥ x]} otherwise. We have F ∗(t) 6= ∅ because F (t) is a finite chain; F ∗ obviously remains
increasing w.r.t. ≥inf . Therefore, the first statement applies to F ∗.

Proposition 3.7. If X is a poset, T is a chain, F : T → BX is increasing w.r.t. ≥inf , and
every F (t) is finite, then F admits an increasing selection. Moreover, whenever maxT exists and
x0 ∈ F (maxT ), there is an increasing selection f from F such that f(maxT ) = x0.

The proof is deferred to Section 4.4.

Proposition 3.8. Let X be a poset, T be a finite poset, F : T → BX be increasing w.r.t. ≥inf ,
each F (t) be a chain, T ∗ ⊆ T+ [defined by (1)], and g : T ∗ → X be a selection from the restriction
of F to T ∗. Then there exists an increasing selection f from F such that f(t) = g(t) for every
t ∈ T ∗.

Proof. We start with setting f(t) := g(t) for every t ∈ T ∗. Since all t, t′ ∈ T ∗ are incomparable,
there is no problem with monotonicity. Defining T1 := T \T ∗, we denote S(t) := {t′ ∈ T ∗ | t′ > t}
for every t ∈ T+

1 . For every t ∈ T+
1 and t′ ∈ S(t), we pick ξ(t, t′) ∈ F (t) such that ξ(t, t′) ≤ f(t′).

Then we set f(t) := mint′∈S(t) ξ(t, t′) for every t ∈ T+
1 ; by definition, f is increasing on T ∗ ∪ T+

1 .
Now we define T2 := T1 \ T+

1 and continue the procedure until T is exhausted.

Proposition 3.9. If X is a poset, T is a finite chain, F : T → BX is increasing w.r.t. ≥, t0 ∈ T ,
and x0 ∈ F (t0), then F admits an increasing selection f such that f(t0) = x0.

Immediately follows from Proposition 3.5 and its dual.

Proposition 3.10. Let X and T be posets, F : T → BX be increasing w.r.t. ≥, and every F (t)
be a finite chain; let T0 ∈ BT be such that t ∈ T0 whenever t′ < t < t′′ and t′, t′′ ∈ T0, and
let g : T0 → X be an increasing selection from the restriction of F to T0. Then there exists an
increasing selection f from F such that f(t) = g(t) for every t ∈ T0.

Easily follows from Proposition 3.6 and its dual.
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Proposition 3.11. If X is a poset, T is a chain, F : T → BX is increasing w.r.t. ≥, every F (t)
is finite, t0 ∈ T , and x0 ∈ F (t0), then F admits an increasing selection f such that f(t0) = x0.

Immediately follows from Proposition 3.7 and its dual.

Proposition 3.12. Let X be a poset, T be a finite poset, F : T → BX be increasing w.r.t. ≥,
and each F (t) be a chain; let T0 ∈ BT be such that t ∈ T0 whenever t′ < t < t′′ and t′, t′′ ∈ T0,
and let g : T0 → X be an increasing selection from the restriction of F to T0. Then there exists
an increasing selection f from F such that f(t) = g(t) for every t ∈ T0.

Easily follows from Proposition 3.8 and its dual.
It may be possible to relax the assumptions in Propositions 3.5– 3.12; however, one could

hardly go very far. For instance, finiteness cannot be replaced with the absence of infinite chains.

Example 3.13. Let X := {(x−1,−2−x)}x∈R,−1<x<0∪{(−1, 1), (1,−1)}∪{(x+1, 2−x)}x∈R, 0<x<1

⊂ R2 and T := [−1, 1], both with the natural order. T is a chain; X contains no infinite
chain. Let F : T → BX be defined by: F (−1) := {(x − 1,−2 − x)}x∈R,−1<x<0; F (t) :=
{(x− 1,−2− x)}x∈R, t<x<0 ∪ {(1,−1)} whenever −1 < t < 0; F (0) := {(−1, 1), (1,−1)}; F (t) :=
{(x + 1, 2− x)}x∈R, t<x<1 ∪{(−1, 1)} whenever 0 < t < 1; F (1) := {(x + 1, 2− x)}x∈R, 0<x<1. F is
increasing w.r.t. ≥; however, if we assume that f : T → X is an increasing selection from F , we
immediately obtain f(t) = (1,−1) for some t < 0 and f(t) = (−1, 1) for some t > 0.

Example 3.14. Let X := Z with the natural order and T := {>,⊥} ∪ {tkh}k∈N, 0≤h<2k with this
order: > > tkh > ⊥ for each tkh ∈ T \{>,⊥}, tkh′ > tkh whenever h′ > h, and tk

′
h′ is incomparable with

tkh whenever k′ 6= k (actually, T can be imbedded into R2, but that would not make things clearer).
X is a chain, T contains no infinite chain. Let F : T → BX be defined by: F (>) := F (⊥) := Z,
F (tkh) := 2Z whenever h ∈ 2Z, and F (tkh) := 2Z + 1 whenever h /∈ 2Z. F is increasing w.r.t. ≥,
but admits no increasing selection for the same reason as in [16, Example 2.3].

By Proposition 3.2, Propositions 3.3 and 3.5 – 3.12 apply to monotonicity w.r.t. (3a) – (3c).
Concerning the latter relation, we have a much stronger result, which appears to be new.

Theorem 3. If X and T are posets, F : T → BX is increasing w.r.t. >, t0 ∈ T , and x0 ∈ F (t0),
then F admits an increasing selection f such that f(t0) = x0.

Proof. Invoking Zermelo’s Theorem, we assume X well ordered with an orderÀ (generally, having
nothing to do with the basic order on X). Moreover, we assume that x0 = minX (in the sense of
À).

Now we define f(t) := minF (t) (w.r.t. À); it exists and is unique for every t ∈ T . f is a
selection from F by definition; moreover, f(t) = x0 whenever x0 ∈ F (t). Let t′ > t, y = f(t′) and
x = f(t). Since F is increasing w.r.t. >, we have y > x unless y ∈ F (t′) ∩ F (t) 3 x. In the latter
case, we must have y = x = min(F (t′) ∩ F (t)). Thus, f is increasing.
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Relation (3d) has no analog among relations (4). If every F (t) is a chain, then Proposition 3.1
allows us to invoke Theorem 1 if every F (t) is complete, or Proposition 2.4 if T is finite. If T is
a chain, then some analogs of Propositions 3.5 and 3.7 can be obtained.

Let X be a poset, T be a chain, and F : T → BX be increasing w.r.t. >w. For any t̄ ∈ T and
x̄ ∈ F (t̄) we define F t̄,x̄ : T → 2X by:

F t̄,x̄(t) 





{x ∈ F (t) | x ≥ x̄}, t > t̄;
{x̄}, t = t̄;
{x ∈ F (t) | x ≤ x̄}, t < t̄.

(6)

Lemma 3.15. For every t 6= t̄, either F t̄,x̄(t) 6= ∅ or F (t) ⊂ F (t̄).

Lemma 3.16. The mapping F t̄,x̄ : T → 2X is increasing w.r.t. >w.

Both proofs are straightforward.

Proposition 3.17. If X is a poset, T is a finite chain, and F : T → BX is increasing w.r.t. >w,
then F admits an increasing selection.

Proof. First, we pick t̄ ∈ T such that F (t̄) is minimal w.r.t. inclusion, and pick x̄ ∈ F (t̄) arbitrarily.
By Lemmas 3.15 and 3.16, F t̄,x̄ is a multifunction increasing w.r.t. >w. Then we apply the same
construction to the restriction of F t̄,x̄ to T \ {t̄}, and repeat until T is exhausted.

Proposition 3.18. If X is a poset, T is a chain, F : T → BX is increasing w.r.t. >w, and every
F (t) is finite, then F admits an increasing selection.

The proof is deferred to Section 4.5.

Example 3.19. Let X := T := {(0, 0), (0, 1), (1, 0)} ⊂ R2, and F : T → BX be defined by
F (0, 0) := {(0, 1), (1, 0)}, F (1, 0) := {(1, 0)}, and F (0, 1) := {(0, 1)}. It is easily checked that F is
increasing w.r.t. >Up. Both X and T are finite, but T and F (0, 0) are not chains. Clearly, there
exists no increasing selection from F .

Example 3.20. Let X := {(k,−k)}k∈N ⊂ R2 and T := N, both with the natural orders. T is a
chain; X contains no infinite chain. Let F : T → BX be defined by F (m) := {(k,−k)}k∈N, k≥m.
F is increasing w.r.t. >Up; however, there is no increasing selection from F .

Finally, Example 2.3 shows that the existence of an increasing selection with a given value at
a given point cannot be guaranteed even when both X and T are finite chains.

4 Proofs

4.1 Proof of Theorem 1

We define F as the set of mappings G : T → BX such that:

∀t ∈ T [F−(t) ⊆ G(t) ⊆ F (t)]; (7a)

8



∀t ∈ T ∀y, x ∈ F (t)
[
[y > x & y ∈ G(t)] ⇒ x ∈ G(t)

]
; (7b)

∀t ∈ T [G(t) is chain-subcomplete upwards in F (t)]; (7c)

G is increasing w.r.t. ≥wV . (7d)

Clearly, F ∈ F 6= ∅. We define Ḡ : T → BX by

Ḡ(t) :=
⋂

G∈F

G(t) (8)

for every t ∈ T .

Lemma 4.1.1. Ḡ ∈ F.

Proof. Conditions (7a), (7b), and (7c) are satisfied trivially; only (7d) deserves some attention.
Let t′ > t, y ∈ Ḡ(t′), and x ∈ Ḡ(t); then y ∈ G(t′) and x ∈ G(t) for every G ∈ F. If y ∧ x ∈ F (t),
then y ∧ x ∈ G(t) for every G ∈ F by (7b) for G, hence y ∧ x ∈ Ḡ(t). Otherwise, y ∨ x ∈ G(t′)
for every G ∈ F by (7d) for G, hence y ∨ x ∈ Ḡ(t′). Since y and x were arbitrary, Ḡ(t′) ≥wV Ḡ(t),
hence Ḡ ∈ F indeed.

For every G ∈ F and t ∈ T , we have G+(t) 6= ∅ since G(t) is chain-complete upwards.

Lemma 4.1.2. If G ∈ F, t′ > t, y ∈ G+(t′) and x ∈ F−(t), then y ≥ x.

Proof. Otherwise, we would have y∨x > y and y∧x < x; therefore, y∨x /∈ G(t′) and y∧x /∈ F (t),
contradicting our assumption G(t′) ≥wV G(t) ⊆ F (t).

For any G ∈ F, we define its transformation G∗ : T → BX by

G∗(t) := {x ∈ G(t) | ∀t′ > t ∀y ∈ G+(t′) [y ≥ x]}. (9)

Lemma 4.1.3. For every G ∈ F, there holds G∗ ∈ F.

Proof. Condition (7a) immediately follows from Lemma 4.1.2 and (9); (7b) is obvious. To check
(7c), we fix t ∈ T and consider a chain Z ⊆ G∗(t); we have to show that supZ ∈ G∗(t) (“sup”
here means the least upper bound in F (t); it may depend on t). Suppose x := supZ /∈ G∗(t),
i.e., there are t′ > t and y ∈ G+(t′) such that y � x; then we have x > y ∧ x. On the other hand,
y ∧ x ∈ G(t) ⊆ F (t) because G(t′) ≥wV G(t) and y ∈ G+(t′); for every z ∈ Z, we have x ≥ z
by the definition of x and y ≥ z because z ∈ G∗(t), hence y ∧ x ≥ z as well. Clearly, we have a
contradiction with the definition of x.

Finally, let us check (7d); let t′ > t, y ∈ G∗(t′), and x ∈ G∗(t). If y ∧ x ∈ G(t), then
y∧x ∈ G∗(t) by (7b) for G∗. Otherwise, y∨x ∈ G(t′). For every t′′ > t′ and z ∈ G+(t′′), we have
z ≥ x because x ∈ G∗(t), and z ≥ y because y ∈ G∗(t′). Therefore, z ≥ y ∨ x; since t′′ and z were
arbitrary, y ∨ x ∈ G∗(t′).

9



Lemma 4.1.4. Ḡ = Ḡ∗.

Immediately follows from (8), (9), and Lemma 4.1.3.
Finally, let f : T → X be an arbitrary selection from Ḡ+. Lemma 4.1.4 and (9) immediately

imply that f is increasing.

4.2 Proof of Proposition 2.4

For every t ∈ T , we denote T ↓(t) := {t′ ∈ T | t′ < t}; for every t ∈ T and x∗ ∈ X, F ↓(t; x∗) :=
{x ∈ F (t) | x ≤ x∗}.
Lemma 4.2.1. For every t∗ ∈ T+ [the latter defined by (1)], there exists x∗ ∈ F (t∗) such that
F ↓(t;x∗) 6= ∅ for every t ∈ T ↓(t∗).

Proof. For every x ∈ F (t∗), we denote S(x) := {t ∈ T ↓(t∗) | F ↓(t; x) 6= ∅}. Then we pick x0 ∈
F (t∗) arbitrarily and define a sequence x0, x1, . . . by recursion. Let xk ∈ F (t∗) have been defined.
If S(xk) = T ↓(t∗), we take xk as x∗ and finish the process; otherwise, we pick t ∈ T ↓(t∗) \ S(xk)
arbitrarily. We have F (t∗) ≥wV F (t); picking z ∈ F (t) arbitrarily, we apply (2d) with y = xk.
Since F ↓(t; xk) = ∅, we have z∧xk /∈ F (t), hence z∨xk ∈ F (t∗). Defining xk+1 := z∨xk > xk, we
obtain S(xk) ⊂ S(xk+1). Since T is finite, the sequence must stabilize at some stage, i.e., reach
the situation S(xk) = T ↓(t∗).

Now the proposition is proven with straightforward induction in #T . Picking t∗ ∈ T+ arbi-
trarily and x∗ as in Lemma 4.2.1, we define F̄ : T \ {t∗} → X by F̄ (t) := F ↓(t; x∗) for t ∈ T ↓(t∗)
and F̄ (t) := F (t) otherwise. Obviously, F̄ (t) is increasing w.r.t. ≥wV, hence it admits an increasing
selection f by the induction hypothesis. Adding f(t∗) := x∗, we obtain an increasing selection
from F on T .

4.3 Proof of Theorem 2

The argument is similar to the proof of Theorem 3, but a bit more complicated. Let X ⊆∏
m∈M Cm, where each Cm is a chain. We assume M totally ordered, say, M = {0, 1, . . . , m̄};

then, invoking Zermelo’s Theorem, we assume each Cm well ordered with an orderÀm. Moreover,
we assume that x0

m = min Cm (in the sense of Àm) for each m ∈ M . Given y 6= x, we define
D(y, x) := {m ∈ M | ym 6= xm}, d := min D(y, x), and y À x  yd Àd xd.

Lemma 4.3.1. X is well ordered by À.

Proof. Being a lexicographic combination, À is clearly an order. For every Y ∈ BX , we define
c1 := min{y1 | y ∈ Y }, c2 := min{y2 | y ∈ Y & y1 = c1}, etc. (the minima are w.r.t. À1, À2,
etc.); then (c1, c2, . . . , cm̄) is the minimum of Y w.r.t. À.

Lemma 4.3.2. Let x, y ∈ X and y � x. Then x À y ∧ x ⇐⇒ y ∨ x À y.
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Proof. Denoting D− := {m ∈ M | ym < xm}, we immediately see that D− = D(y, y ∨ x) =
D(x, y ∧ x); let d := minD−. If xd Àd yd, then x À y ∧ x and y ∨ x À y. If yd Àd xd, then
y À y ∨ x and y ∧ x À x.

Remark. We might say that À is “quasimodular.”

Now we define f(t) := minF (t) (w.r.t. À); it exists and is unique. f is a selection from F by
definition; moreover, f(t) = x0 whenever x0 ∈ F (t). Let us show that f is increasing. Let t′ > t,
y = f(t′) and x = f(t); since F is increasing w.r.t. ≥Vt, we have y ∧ x ∈ F (t) and y ∨ x ∈ F (t′).
If y � x, then x 6= y ∧ x and y 6= y ∨ x, hence y ∧ x À x and y ∨ x À y by the definition of f .
Thus, we have a contradiction with Lemma 4.3.2.

4.4 Proof of Proposition 3.7

Lemma 4.4.1. Let T ′ ⊆ T , G : T ′ → BX be increasing w.r.t. ≥inf , maxT ′ exist, and y ∈
G(maxT ′). For every t ∈ T ′, we define

Gy
←(t) :=

{
{y} t = maxT ′;
{x ∈ G(t) | y ≥ x}, t < maxT ′.

(10)

Then Gy
← : T ′ → BX is increasing w.r.t. ≥inf .

The straightforward proof is omitted.
We define F as the set of mappings G : T → BX such that:

∀t ∈ T [G(t) ⊆ F (t)]; (11a)

G is increasing w.r.t. ≥inf . (11b)

Clearly, F ∈ F 6= ∅. We introduce a partial order on F by G′ ≥ G  ∀t ∈ T [G′(t) ⊆ G(t)].

Lemma 4.4.2. There exists a maximal Ḡ ∈ F, i.e., ∀G ∈ F [G ≥ Ḡ ⇒ G = Ḡ].

Proof. Let {Gα}α∈A be a chain in F. For every t ∈ T , we define G+(t) :=
⋂

α∈A Gα(t). Since F (t)
itself is finite, G+(t) = ∅ would imply Gα(t) = ∅ for some α ∈ A. Clearly, G+ ∈ F. A reference to
Zorn’s Lemma finishes the proof.

For any G ∈ F, we define its transformation by

G∗(t) := {x ∈ G(t) | ∀t′ > t ∃y ∈ G(t′) [y ≥ x]}. (12)

Lemma 4.4.3. For every G ∈ F and t ∈ T , there holds G∗(t) 6= ∅.
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Proof. Supposing the contrary, we may pick τ(x) > t for every x ∈ G(t) such that the inequality
y ≥ x does not hold for any y ∈ G(τ(x)). Since G(t) is finite, it can be numbered, G(t) =
{x1, . . . , xm}, such that τ(xk) ≥ τ(xk+1) for each k = 1, . . . ,m − 1. Then we pick y1 ∈ τ(x1)
arbitrarily, and recursively construct a sequence y1, . . . , ym such that yk ∈ G(τ(xk)) and yk ≥ yk+1

for each k; this is possible because G(τ(xk)) ≥inf G(τ(xk+1)). Since G(τ(xm)) ≥inf G(t), there
must be xk ∈ G(t) such that ym ≥ xk, but then yk ≥ xk, which contradicts the definition of τ .

Lemma 4.4.4. For every G ∈ F, there holds G∗ ∈ F.

Proof. By Lemma 4.4.3, G∗ maps T to BX ; (11a) is obvious. To check (11b), let t′′ > t′ and
y ∈ G∗(t′′) ⊆ G(t′′). We define T ′ := {t ∈ T | t ≤ t′′}; clearly, t′′ = maxT ′, hence Lemma 4.4.1
is applicable to the restriction of G∗ to T ′, giving us an appropriate G′. Now we can reproduce
the definition of F (F′, so to speak) and of the transformation, and then apply Lemma 4.4.3 with
t = t′, obtaining x ∈ G′∗(t′) ⊆ G∗(t′). By (10), y ≥ x.

Lemma 4.4.5. If Ḡ ∈ F is maximal in F, then Ḡ is increasing w.r.t. ≥.

Proof. By (12) and Lemma 4.4.4, Ḡ∗ = Ḡ. By the same (12), this means that Ḡ is increasing
w.r.t. ≥.

Lemma 4.4.6. If Ḡ ∈ F is maximal in F, then #Ḡ(t) = 1 for every t ∈ T .

Proof. Fixing t̄ ∈ T and y ∈ Ḡ(t̄) arbitrarily, we define T ′ := {t ∈ T | t ≤ t̄} and T ′′ :=
{t ∈ T | t ≥ t̄}; clearly, t̄ = maxT ′ = minT ′′. We define G′ := Gy

← : T ′ → BX by (10), and
G′′ := Gy

→ : T ′′ → BX dually; by Lemma 4.4.1 and its dual version, G′ is increasing w.r.t. ≥inf ,
whereas G′′ is increasing w.r.t. ≥sup. By Lemma 4.4.5 applied to G′, and its dual version applied
to G′′, there are multifunctions Ḡ′ : T ′ → BX and Ḡ′′ : T ′′ → BX , both increasing w.r.t. ≥, such
that Ḡ′(t) ⊆ Ḡ(t) for every t ∈ T ′, Ḡ′′(t) ⊆ Ḡ(t) for every t ∈ T ′′, and Ḡ′(t̄) = Ḡ′′(t̄) = {y}.
Denoting G their combination, i.e., G(t) := Ḡ′(t) for t ≤ t̄ and G(t) := Ḡ′′(t) for t ≥ t̄, we see
that G ∈ F and G ≥ Ḡ. Since Ḡ is maximal, G = Ḡ, hence Ḡ(t̄) = G(t̄) = {y}.

Now the first statement of Proposition 3.7 immediately follows from Lemma 4.4.6. To prove
the second statement, we first apply Lemma 4.4.1 to F itself as G, T as T ′, and x0 ∈ maxT as y;
then we replace F with F ′ defined by (10) in the definition of F and all the following constructions.

4.5 Proof of Proposition 3.18

We define F as the set of mappings G : T → BX such that:

∀t ∈ T [G(t) ⊆ F (t)]; (13a)

G is increasing w.r.t. >w . (13b)

Clearly, F ∈ F 6= ∅. We introduce a partial order on F by G′ ≥ G  ∀t ∈ T [G′(t) ⊆ G(t)].
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Lemma 4.5.1. There exists a maximal Ḡ ∈ F, i.e., ∀G ∈ F [G ≥ Ḡ ⇒ G = Ḡ].

The proof is virtually identical with that of Lemma 4.4.2.
For the rest of the proof, we fix an arbitrary maximal Ḡ ∈ F.

Lemma 4.5.2. Whenever Ḡ(t̄) is minimal w.r.t. inclusion among Ḡ(t) (t ∈ T ), there holds
Ḡ(t̄) = {x̄}. Besides, x ≥ x̄ whenever x ∈ Ḡ(t) and t > t̄, while x ≤ x̄ whenever x ∈ Ḡ(t) and
t < t̄.

Proof. Let us pick x̄ ∈ Ḡ(t̄) arbitrarily and consider Ḡt̄,x̄ defined by (6). By Lemmas 3.15 and 3.16,
Ḡt̄,x̄ ∈ F, hence Ḡt̄,x̄ = Ḡ, hence Ḡ(t̄) = {x̄}. The second statement immediately follows from (6)
and Ḡt̄,x̄ = Ḡ.

By induction in m ∈ N, we prove the following statement: Whenever #Ḡ(t̄) ≤ m, there holds
Ḡ(t̄) = {f(t̄)} such that x ≥ f(t̄) for x ∈ Ḡ(t) and t > t̄, and x ≤ f(t̄) for x ∈ Ḡ(t) and t < t̄.
When m = 1, Lemma 4.5.2 applies.

Suppose that our statement holds for m and let #Ḡ(t̄) = m + 1. We pick x̄ ∈ Ḡ(t̄) arbitrarily
and consider Ḡt̄,x̄ defined by (6); it is increasing w.r.t. >w by Lemma 3.16. Let t > t̄; by the
induction hypothesis, we have either #Ḡ(t) ≥ m + 1 or #Ḡ(t) = 1. In the first case, we apply
Lemma 3.15 to t̄ and t; in the second, Lemma 4.5.2 to t and t̄. The case of t < t̄ is treated dually.
Again, Ḡt̄,x̄ ∈ F, hence Ḡt̄,x̄ = Ḡ. Setting f(t̄) = x̄, we see that our statement holds for m + 1 as
well.

Once the induction process is finished, we have Ḡ(t) = {f(t)} for every t ∈ T , and f is an
increasing selection from F .

5 Concluding remarks

5.1. To my knowledge, there is no example of an ascending multifunction without an increasing
selection. However, the current proof of Theorem 2 is useless even if X is a sublattice of the
Cartesian product of an infinite number of chains, to say nothing of a non-distributive lattice.
Vladimir Danilov (personal communication, 2007) proved the theorem for an arbitrary lattice X,
but a countable poset T .

5.2. The strategy sets in game models are often sublattices of Rm, so Theorem 2 is sufficient to
prove the existence of a Nash equilibrium under strategic complementarity; only the existence of
the best responses is needed, not their (sub)completeness.

5.3. An anonymous referee suggested another reason to be interested in increasing selections:
monotone comparative statics of optima (or equilibria). There are conditions on the objective
function that ensure the monotonicity of optima w.r.t. relations (2) or their analogs [10, 13, 15, 9].
The possibility to derive the existence of monotone selections from such monotonicity adds more
“flesh” to those results. On the other hand, as the same referee noted, our main results establish
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just the existence of the selections without saying anything specific about them. Unfortunately,
even in the case of, more or less, constructive proofs (e.g., Theorem 1), it is not at all clear which
choices from each particular F (t) are compatible with monotonicity and which are not.

5.4. It is interesting to note that both relations (2) and (3) form isomorphic lattices (with the
logical implication as order), which are not sublattices of the lattice of all binary relations on BX .
Another isomorphic lattice can be obtained by supplementing (4) with this relation

Y ≥w Z  ∃y ∈ Y ∃z ∈ Z [y ≥ z], (4d)

which was considered in [10]. Then Proposition 3.2 becomes valid w.r.t. all the four relations (3).
However, this kind of monotonicity does not ensure the existence of an increasing selection even
when both X and T are finite chains.

5.5. All relations (2), (3) and (5), unlike (4), hold vacuously if Y or Z is empty. On the other
hand, if (3c) or (5) is extended to 2X , its transitivity is lost. (Besides, correspondences with
empty values cannot admit increasing selections.)
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