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José Luis Garćıa-Dorado and Luis de Pedro

Networking Research Group, Escuela Politécnica Superior
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Abstract

The in-advance reservation of bandwidth capacity philosophy of Optical Burst Switching
architectures via Burst-Control Packets brings high flexibility in the separation of network
resources for services with different Quality-of-Service requirements. In this light, real-time
applications can periodically be guaranteed a certain amount of bandwidth reservation for
the transmission of traffic with Constant Bit Rate requirements (for instance IP Television,
VoIP, etc), whilst the remaining capacity may be used for transmission of best-effort traffic
of the so-called elastic applications (emailing, web browsing, etc). The Polymorphous, Agile
and Transparent Optical Networks (PATON) architecture [1] proposes periodic reservation of
time-slots over one or several wavelengths of an optical fibre, yet remaining gaps in between
them for transmission of best-effort traffic.

This work presents a novel analysis of the performance perceived by best-effort traffic which
are given full access to optical switching only during a portion of the total time. The following
analyses the non-blocking probability among best-effort data bursts that share such available
gaps in between the periods of CBR traffic. An exact expression of the non-blocking probability
is derived when a single wavelength is used for CBR traffic, along with a lower bound for the case
when CBR traffic is transmitted using multiple wavelengths. These results can be of further
interest in the optimal design of OBS architectures where the transmission of high-priority
real-time traffic and best-effort data coexist over the same wavelength.

Keywords: Optical Burst Switching, IP Television, Service differentiation, CBR traffic.

1 Introduction

The Dense Wavelength Division Multiplexing (DWDM) technique [2] for optical data switching
enables the possibility of data transmission of up to hundreds of Gbps over the same optical fibre [3].
Optical Burst Switching (OBS) technology allows a high-level utilisation of the optical bandwidth
at a moderate cost complexity by aggregation of incoming packets into larger units called data
bursts and their further all-optical transmission across the network [4, 5].

In OBS employing JET signalling [6], a wavelength transmission time is reserved in advanced via
the so-called Burst-Control Packet (BCP). The BCP is sent an offset time ahead to configure the
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core nodes in the source-destination path. Such an in-advance reservation nature of OBS brings high
flexibility in the separation of network resources for services with different QoS requirements. This
is the key idea of the recent proposal of Polymorphous, Agile and Transparent Optical Networks
(PATON) architecture [1], a new optical architecture that allows not only to establish lightpaths just
like in Optical Circuit Switching (OCS) or burst services (OBS), but also to perform Time Division
Multiplexing (TDM) circuits with subwavelength capacity. Fig. 1 illustrates a core Polymorphous
OBS (POBS) node which deals with TDM reservation (synchronous fixed time slots reserved,
denoted by 1), a complete wavelength reservation (full wavelength capacity reserved, denoted by
2) and asynchronous traffic bursts (single asynchronous reservations, denoted by 3).
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Figure 1: PATON architecture

In PATON, the Burst Control Packets have some common information for all kind of services
(such as routing information, initial and final time slot, and offset value), but also they contain
specific information for each particular service, such as the reservation period and length for such
TDM services. Hence, with the PATON architecture, disparate services, say audio, video, grid
and storage, may coexist over the same underlying network infrastructure. Furthermore, services
with different reservation strategies can be assigned resources over the same wavelength, as shown in
Fig. 1. Additionally, the reservation mechanism may vary depending on the service. For instance, for
TDM traffic it is necessary to apply a two-way reservation algorithm, whereas one-way reservation
mechanisms suffice for oportunistic Best-Effort data bursts.

For instance, let us consider the case of network operators which are willing to provide an
IP Television (IPTV) service to their customers. Typically, this service would require a periodic
reservation of bandwidth for the transmission of the video content. This could be addressed by the
periodic reservation of a TDM circuit over a single wavelength. Given the high-capacity provided by
every wavelength, the gaps in between such periodic reservations could be used for the transmission
of OBS best-effort traffic. It is then interesting to study the performance perceived by such best-
effort data bursts, assuming that the TDM circuit is given preference. However, to the best of the
authors’ knowledge, there is no related study concerning this matter.

A number of optical-based technologies have been proposed to combine both periodic TDM
reservations with asynchronous best-effort traffic, see for instance the Synchronous OBS (SOBS) [7],
Wavelength-Routed OBS (WR-OBS) [8], and Synchronous-Stream OBS (SS-OBS) [9]. The main
aspects of SOBS are included in the PATON architecture, except the fact that SOBS does not
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permit complete wavelength reservations, just like OCS. On the other hand, WR-OBS assumes
two-way reservation mechanism with no wavelength conversion capabilities, hence very different
from the PATON architecture. Finally, SS-OBS only considers synchronous reservations, whereby
both synchronous and asynchronous traffic is aggregated into synchronous optical bursts.

Thus, all these three technologies are different from the PATON technology since none of them
cover all the aspects and services of PATON, say full wavelength reservation, sub-wavelength syn-
chronous reservations and asynchronous best-effort traffic within the same architecture. For this
reason, the forthcoming performance analysis is focused on the PATON architecture shown in Fig. 1.

Concerning performance analysis, in [7], the authors realise that generally the data payload is
very small compared to the setup time of the switch fabric, and address the problem of grooming
of both synchronous and asynchronous data bursts using Fiber Delay Lines (FDLs) in attempt
to maintain a high level of network utilisation. Then, the throughput of both types of traffic is
evaluated for different grooming policies via simulation, but no analytical study was performed. In
our approach, we assume no FDLs are provided.

The following presents a novel analytical study of the performance perceived by the best-effort
traffic, while it shares wavelength capacity with periodic reservations. The remainder of this work
is thus organised as follows: Section 2 provides a detailed mathematical study of the non-blocking
probability perceived by the best-effort traffic. Section 3 aims to show the validity of the equations
obtained with simulated results. Finally, Section 4 concludes this work with a brief discussion and
final remarks.

2 Analysis

2.1 Notation and preliminaries

The following studies the non-blocking probability of best-effort data bursts that arrive in the
gaps between two periods of TDM data transmission over a M -wavelength optical fibre. Such
TDM-reserved periods are assumed to be of length Ton, whereas the empty gaps between them are
denoted by either Toff or just T . The data bursts are assumed to be generated by a size-based burst
assembler [10, 11], which outputs data bursts of fixed-size B bytes. For convenience, D = B/C shall
denote the transmission time of a data burst of B bytes over a wavelength of capacity C bytes/sec.

For instance, Fig. 2 shows the case of three data bursts arriving between two on-time intervals,
over the same wavelength. In what follows, xi shall refer to the arrival time of the i-th data burst,
sorted such that x1 < x2 < . . . < xn assuming n arrivals. In this example, no blocking occurs
between any of the three data bursts, since x2 > x1 + D and x3 > x2 + D.��� �� ��

������� � �
Figure 2: Example of three data bursts arriving in between two TDM reserved periods

Let n refer to the number of packets arriving within an off-time interval of length T . Assuming
data bursts arrive following a Poissonian basis (often true for highly multiplexed traffic at small
timescales [12]), the probability to have exactly n burst arrivals is given by
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P (N = n) =
(λT )n

n!
e−λT , n = 0, 1, . . . (1)

Under the assumption of n burst arrivals, the joint probability density function of the n arrivals
over a period of time T is given by

fn(x1, . . . , xn) =
n!

Tn
(2)

and the probability density function of the k-th arrival (k = 1, . . . , n) is given by order statistics [13]

fxk
(x) =

n!

(k − 1)!(n − k)!

1

T

( x

T

)k−1
(

T − x

T

)n−k

(3)

Additionally, it is worth noticing that the k-th data burst arrives before time τ with probability

P (xk < τ) =

∫ τ

0

fxk
(x)dx

=

∫ τ

0

n!

(k − 1)!(n − k)!

1

T

( x

T

)k−1
(

T − x

T

)n−k

dx

=
B τ

T
(k, n + 1 − k)

B(k, n + 1 − k)
(4)

where B(a, b) refers to the beta function, and Bx(a, b) denotes the incomplete beta function evalu-
ated at x. This is

B(a, b) =
Γ(a)Γ(b)

Γ(a + b)
=

(a − 1)!(b − 1)!

(a + b − 1)!
(5)

Bx(a, b) =

∫ x

0

ua−1(1 − u)b−1du (6)

With these former assumptions, the following provides: (1) an exact equation for the non-
blocking probability between data bursts over a one-wavelength (M = 1) optical fibre; and, (2) a
lower bound for the non-blocking probability when several wavelengths are available (M > 1).

2.2 Case for a single wavelength

The non-blocking probability of n D-sized optical burst arrivals over a period of time T gives the
probability to have such n bursts successfully allocated within [0, T ], that is, none of them overlap
with any of the others. This metric is rather different than the well-known blocking probability
since the latter gives the probability to have a given random arrival blocked, and it is easier to
derive analytically.

Actually, the analysis of such non-blocking probability arises by integrating the joint-probability
distribution of n arrivals (Eq. 2) over the appropriate time intervals:

Let pn denote the non-blocking probability of n arrivals over [0, T ]. For n = 1 arrival, such
non-blocking probability is given by

p1 =

∫ T−D

0

f1(x1)dx1 =

∫ T−D

0

1

T
dx1 =

T − D

T
(7)
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Note that the integral range for x1 is [0, T −D], since if x1 ∈ [T −D,T ] the data burst is blocked
by the subsequent TDM reservation (see Fig. 3).

	
 ��
 ������� ��
Figure 3: Case of n = 1 arrival (M = 1)

For n = 2 arrivals, the non-blocking probability among bursts is given by

p2 =

∫ T−D

D

dx2

∫ x2−D

0

f2(x1, x2)dx1 =

∫ T−D

D

dx2

∫ x2−D

0

2!

T 2
dx1 =

=
2!

T 2

∫ T−D

D

(x2 − D)dx2 =
2!

T 2

(T − 2D)2

2
=

(

T − 2D

T

)2

(8)

It is worth noticing that the first data burst must not arrive after x2 −D, otherwise it contends
with the second burst. Additionally, the second burst must arrive before T − D in order to avoid
contention with the subsequent TDM period, and it also must not arrive before D since it must
leave a gap for the first data burst (see Fig. 4). This explains the integral limits [0, x2 − D] for x1

and [D,T − D] for x2.

�� ��� ������� �� ���
Figure 4: Case of n = 2 arrivals (M = 1)

Similarly, for n = 3 arrivals

p3 =

∫ T−D

2D

dx3

∫ x3−D

D

dx2

∫ x2−D

0

3!

T 3
dx1 =

3!

T 3

∫ T−D

2D

dx3

∫ x3−D

D

(x2 − D)dx2 =

=
3!

T 3

∫ T−D

2D

(x3 − 2D)2

2
dx3 =

3!

T 3

(T − 3D)3

2 · 3
=

(

T − 3D

T

)3

(9)

Following this reasoning, for any number of arrivals n, it can be shown that

pn =

(

T − nD

T

)n

(10)

Finally, since the number n of burst arrivals follows a Poisson process with rate λ, the total non-
blocking probability must take into account the probability of each case above, times the probability
of such case to occur, that is, such number of bursts n to arrive. This is
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Pnb,M=1 =

⌊ T
D
⌋

∑

n=0

(

T − nD

T

)n
(λT )n

n!
e−λT =

⌊ T
D
⌋

∑

n=0

(λ(T − nD))
n

n!
e−λT (11)

The sum above only takes into account the case of up to n = ⌊ T
D
⌋ arrivals. This is because when

more than such number of bursts happen to arrive, two or more bursts will certainly contend.
The following considers the case where multiple wavelengths are available for the transmission

of asynchronous best-effort traffic, which are allocated following a round-robin fashion.

2.3 Case for multiple wavelengths with round-robin allocation

This section provides a lower bound of the non-blocking probability when multiple wavelengths are
available for the allocation of best-effort traffic, that is, the probability to have a set of n arrivals and
none of them contend with any of the others when M > 1 wavelengths are available. Essentially,
this lower bound is based on the fact that, given n, 0 ≤ n ≤ M⌊ T

D
⌋ arrivals and M wavelengths,

there is no blocking if the xk+M burst arrives D units of time after the arrival of xk, which means
xk+M > xk +D, for all k = 1, . . . , n−M . Again, it is important to note that the arrivals are sorted,
namely x1 ≤ x2 ≤ . . . ≤ xn.

For instance, let us assume that the TDM traffic uses two wavelengths, as shown in Fig. 5. Let
n refer to the number of burst arrivals, and let us consider a round-robin policy for the allocation
of data bursts on each wavelength. Following this, the first burst shall be allocated over the first
wavelength, and the second arrival shall go to the second wavelength. After this, the third arrival
shall be allocated over the first wavelength again, because it is more likely to find it empty than to
find the second wavelength available, since the first data burst arrived earlier than the second one.
Following this reasoning, the forth burst arrival shall go to the second wavelength again, and so on.

� � !� ""�# $%&' � !�#
$% $%&(

Figure 5: Example of three data bursts arriving to a M = 2-wavelength optical fibre

Hence, no blocking occurs in the fibre if the xk and the xk+M arrivals do not contend, for all k
ranging k = 1, . . . , n−M . The conditions to be met by the xk arrival values for k = n−M +1, . . . , n
are rather different, and just consist on arriving earlier than T − D. For clarity, each of these
individual probabilities shall be denoted as pk. That is, pk stands for the probability that burst k
does not contend with burst k + M .

First, let us analyse the blocking probability between xk and xk+M , for k = 1, . . . , n − M . To
do so, let y refer to the arrival time of the k-th burst, xk. As shown previously, its probability
density function (PDF) follows
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fxk
(y) =

(n − k)!

(k − 1)!(n − k)!

1

T

( y

T

)k−1
(

T − y

T

)n−k

(12)

Assuming this, there is blocking if the k + M -th data burst arrives before y + D (see Fig. 6).
The probability density function of the k + M -th data burst, assuming the k-th burst arrives at
time t = y is given by

fxk+M |xk=y(x) =
(n − k)!

(M − 1)!(n + 1 − k − M)!

×
1

T − y

(

x

T − y

)M−1(
T − y − x

T − y

)n−k−M

(13)

which accounts for the PDF of the M -th arrival in a set of n − k over the interval [0, T − y] (see
Fig. 6).

D

Ton

D

xk xk+M

k-1 arrivals

t=y t=x

n-k arrivals

T0

Figure 6: Notation for the xk and the xk+M arrivals

Therefore, there is no blocking between the k-th and the k + M -th bursts if there is a gap of at
least D units of time between them, that is, with probability

∫ T−y

D

fxk+M |xk=y(x)dx = 1 −

∫ D

0

fxk+M |xk=y(x)dx

= 1 −
B D

T−y
(M,n + 1 − k − M)

B(M,n + 1 − k − M)
(14)

The above provides the non-blocking probability between xk and xk+M assuming that xk arrives
at time t = y. However, we must take into account the non-blocking probability assuming all the
possible time arrivals for xk, in other words, to evaluate such probability for any of the possible
values of y. Hence
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pk =

∫ yk
fin

yk
ini

1

B(k, n + 1 − k)

1

T

( y

T

)k−1
(

T − y

T

)n−k
(

1 −
B D

T−y
(M,n + 1 − k − M)

B(M,n + 1 − k − M)

)

dy

=

∫ yk
fin

yk
ini

1

B(k, n + 1 − k)

1

T

( y

T

)k−1
(

T − y

T

)n−k

dy −

−

∫ yk
fin

yk
ini

1

B(k, n + 1 − k)

1

T

( y

T

)k−1
(

T − y

T

)n−k B D
T−y

(M,n + 1 − k − M)

B(M,n + 1 − k − M)
dy =

= I1 − I2 (15)

The values of yk
ini and yk

fin are explained in Section 2.4. For now, we only assume that yk
ini refers

to the minimum possible arrival value and yk
fin to the maximum arrival value for xk such that no

blocking occurs.
Solving both integrals (I1 and I2) separately yields

I1 =

∫ yk
fin

yk
ini

1

B(k, n + 1 − k)

1

T

( y

T

)k−1
(

T − y

T

)n−k

dy

=
1

B(k, n + 1 − k)

(

B yk
fin
T

(k, n + 1 − k) − B yk
ini
T

(k, n + 1 − k)

)

(16)

and

I2 =

∫ yk
fin

yk
ini

1

B(k, n + 1 − k)

1

T

( y

T

)k−1
(

T − y

T

)n−k B D
T−y

(M,n + 1 − k − M)

B(M,n + 1 − k − M)
dy

(17)

To proceed with I2, we shall note that the incomplete beta function can be reformulated as

Bx(a, b) = xa

(

1

a
+

b−1
∑

i=1

∏i

j=1(j − b)

i!(a + i)
xi

)

, a ∈ Z+ (18)

Following this

I2 =
1

B(k, n + 1 − k)B(M, b)
I ′2 (19)

where b = n + 1 − k − M . I ′2 is thus given by

I ′2 =

∫ yk
fin

yk
ini

1

T

( y

T

)k−1
(

T − y

T

)n−k (
D

T − y

)M
(

1

M
+

b−1
∑

i=1

∏i

j=1(j − b)

i!(M + i)

(

D

T − y

)i
)

dy

=

∫ yk
fin

yk
ini

1

T

( y

T

)k−1
(

T − y

T

)n−k−M (

D

T

)M
1

M
dy + (20)

+

∫ yk
fin

yk
ini

1

T

( y

T

)k−1
(

T − y

T

)n−k−M (

D

T

)M b−1
∑

i=1

∏i

j=1(j − b)

i!(M + i)

(

D

T − y

)i

dy (21)

= I ′21 + I ′22
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Again, solving both (I ′21 and I ′22) separately

I ′21 =

∫ yk
fin

yk
ini

1

T

( y

T

)k−1
(

T − y

T

)n−k−M (

D

T

)M
1

M
dy

=
1

M

(

D

T

)M (

B yk
fin
T

(k, b) − B yk
ini
T

(k, b)

)

(22)

and

I ′22 =
b−1
∑

i=1

∏i

j=1(j − b)

i!(M + i)

(

D

T

)M+i ∫ yk
fin

yk
ini

1

T

( y

T

)k−1
(

T − y

T

)n−k−M−i

dy

=
b−1
∑

i=1

∏i

j=1(j − b)

i!(M + i)

(

D

T

)M+i(

B yk
fin
T

(k, b − i) − B yk
ini
T

(k, b − i)

)

(23)

All the equations above together yield

pk =
1

B(k, n + 1 − k)

(

B yk
fin
T

(k, n + 1 − k) − B yk
ini
T

(k, n + 1 − k)

)

−

−
1

B(k, n + 1 − k)B(M, b)

1

M

(

D

T

)M (

B yk
fin
T

(k, b) − B yk
ini
T

(k, b)

)

−
1

B(k, n + 1 − k)B(M, b)

b−1
∑

i=1

∏i

j=1(j − b)

i!(M + i)

(

D

T

)M+i(

B yk
fin
T

(k, b − i) − B yk
ini
T

(k, b − i)

)

for k < n − M (24)

where b = n + 1 − k − M .
The values of pk for k = M − n, . . . , n are much easier to obtain, since the k-th arrival only

needs to be checked whether or not it arrives before T − D giving

pk =

BT−D
T

(k, n + 1 − k) − B yk
ini
T

(k, n + 1 − k)

B(k, n + 1 − k)
for k > n − M (25)

2.4 Values for yk

ini
and yk

fin

As stated before, the non-blocking probability has been obtained by integrating the joint probability
density function of xk and xk+M , over the range of values yk

ini to yk
fin. The reason for this is that

xk cannot take every possible value in the range [0, T ], since some values may produce blocking.
For instance, if M = 3, x1, x2 and x3 may arrive at time t = 0 and onwards, since x1 will be

allocated on the first wavelength, x2 on the second one, and x3 on the third one. Thus yk
ini = 0

for all of them. However, the fourth arrival x4 should not arrive before time yk
ini = D, because it

would be allocated on wavelength number one and must leave at least a gap of D for x1. The same
reasoning applies to x5 and x6, which must have yk

ini = D. Similarly, the value of yk
ini for x7, x8

and x9 would be yk
ini = 2D, and so forth. Finally, for any value of k and M , yk

ini is given by
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yk
ini = ⌊

k − 1

M
⌋D, k = 1, 2, . . . , n (26)

The same reasoning applies to yk
fin, which yields

yk
fin = T − ⌈

n − k + 1

M
⌉D, k = 1, 2, . . . , n (27)

2.5 Lower bound

Note that the integration limits derived above produce a best-case non-blocking probability. Ac-
tually, the integration region defined by the former limits is S = {yk

ini ≤ xk ≥ yk
fin, 1 ≤ k ≤ n},

whereas the real integration region is S
′ = {x1 ≤ x2 ≤ . . . ≤ xn, 1 ≤ k ≤ n}, which is smaller.

Consequently, the product

L
(n)
b =

n
∏

k=1

pk (28)

provides a lower bound, which can be used to derive the following non-blocking probability lower
bound

Pnb,M>1 ≥

M⌊ T
D
⌋

∑

n=0

L
(n)
b

λT

n!
e−λT (29)

under the assumption of Poissonian burst arrivals with rate λ.
The experiments section investigates the accuracy of such approximation and shows the condi-

tions under which the lower bound approaches the real values.

2.6 Bursts arriving during the on-interval

As stated in the introduction we assume that no optical buffering is available, hence, data bursts
arriving during the on-intervals are dropped. The non-blocking probability as derived above does
not take into account this issue. Essentially, the non-blocking probability in the on-period is simply
given by the probability of no arrivals in a Poisson process during Ton, that is: e−λTon . Thus,
the total non-blocking probability is the product of both non-blocking probabilities in the on- and
off-intervals.

3 Experiments and results

The next experiments aim to validate the exact equation for the non-blocking probability derived
in Section 2.2, and to assess on the validity of the lower bound obtained in Section 2.3 as a possible
approximation for the non-blocking probability for cases where multiple wavelengths use TDM
reservations.

3.1 Scenario definition

In the following, we assess the validity of the equations obtained above in a scenario whereby an ISP
provider is willing to provide IP Television (IPTV) to its customers using the PATON architecture.
At present, a number of ISP providers are currently providing IPTV over ADSL.
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Basically, we use the following parameters, which have been obtained from a trace kindly donated
by one of such IPTV providers. Such trace showed a number of MPEG-2 encoded TV channels with
a bitrate of 4.16 Mbps per channel, according to the Standard Definition Television (SDTV) [14].
Also, each TV channel appeared as a Constant Bit Rate (CBR) stream with packet interarrival
times of 2.5 ms. In the following, we assume Nch = 192 as the number of TV channels to be
transmitted over a fibre length with M ∈ {1, 2, 4, 8} wavelengths of 10 Gbps capacity.

In this example, the bandwidth consumed by the TDM reservations is

192 channels × 4.16 Mbps/channel = 798.72 Mbps

If allocated in a single wavelength, this amount constitutes

798.72 Mbps

10 Gbps
≈ 8%

of its total capacity.
If allocated over M wavelengths, the amount above should be divided by M . As shown, a

typical TDM service of IPTV provisioning only comprises a small portion of the total amount of
bandwidth available in an optical fibre, and it makes sense to fulfill the remaining capacity with
best-effort asynchronous traffic, as noted in [1].

Fig. 7 shows the values of Ton and Toff in a scenario where the 192 TV channels are allocated
over a single wavelength (left), or split into M = 4 wavelengths (right). For M = 1, the calculus is
as follows

)*+,-*+.. / 0123456 ) ) 111*+,/ 789 : *;89 / <10 34=>?
)*+,-*+.. / 01234

5@56 ) ) 111*+,/ 789 : *;89 A B / <1<2 34
=>C

)) ) 1115D )) ) 1115E )) ) 111
Figure 7: Allocation of 192 IPTV channels in a single wavelength (left), and over four wavelengths
(right)

Ton = 2.5 ms × 8% = 0.2 ms

Toff = 2.5 ms × 92% = 2.3 ms

For any value of M , this is

Ton = 2.5 ms ×
Nch · 4.16 Mbps

M · C

Toff = 2.5 ms − Ton
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Concerning the size of asynchronous best-effort data bursts D, we assume that bursts aggregate
a number of Npackets ∈ {150, 300, 600} packets of 1024 bytes/packet on average. For the case of
Npackets = 150 packets, this gives

D =
150 × 1024 · 8 bits/burst

10 Gbps
≈ 0.125 ms

Finally, we denote ρ as the utilisation factor for such best-effort traffic

ρ =
λD

M

assumming data bursts arrive following a Poisson process with rate λ bursts/sec.

3.2 Numerical example for M = 1

This experiment assumes Toff = 2.3 ms and D ∈ {0.025, 0.125, 0.25, 0.5} ms in the single-wavelength
example of Fig. 7 (left). Fig. 8 shows the values of pn in Eq. 10 assuming n arrivals.
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Figure 8: Non-blocking probability with M = 1, Toff = 2.3 ms and D = 0.025 (top-left), D = 0.125
(top-right), D = 0.25 (bottom-left) and D = 0.5 (bottom-right)

Two conclusions arise from this plot: (1) pn is larger for small bursts, since they are easier to
allocate along Toff; and (2), the smaller the number of bursts n to fit in Toff the better (higher
values of pn).
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M = 1, Toff = 2.3ms
D = 0.125ms D = 0.25ms D = 0.5ms

ρ = 0.01 ps = 0.9885 ps = 0.9892 ps = 0.9897
pth = 0.9884 pth = 0.9893 pth = 0.9897

ρ = 0.10 ps = 0.7812 ps = 0.8453 ps = 0.8803
pth = 0.7805 pth = 0.8457 pth = 0.8803

ρ = 0.25 ps = 0.3563 ps = 0.5435 ps = 0.6724
pth = 0.3556 pth = 0.5435 pth = 0.6719

ρ = 0.50 ps = 0.0485 ps = 0.1887 ps = 0.3732
pth = 0.0483 pth = 0.1891 pth = 0.3740

ρ = 0.75 ps = 0.0039 ps = 0.0512 ps = 0.1873
pth = 0.0039 pth = 0.0514 pth = 0.1870

Table 1: Simulated and theoretical results obtained for M = 1

Table 1 shows the non-blocking probability values obtained via simulation (ps in the table) and
theoretically (pth in the table) for several ρ and D values. As shown, the simulated results match
exactly the non-blocking probability values obtained given by Eq. 11.

Clearly, the non-blocking probability decreases for higher utilisation factors, regardless of the
values of D. However, under the same load ρ, it is generally easier (higher non-blocking probability)
to fit large bursts than smaller ones. The main reason for this is that, although they are larger,
these are few in number. The conclusion is that it is preferred to set the burst assemblers at core
nodes to output large data bursts since they offer higher non-blocking probability.

3.3 Numerical example for M > 1

The purpose of this section is two-fold. First, it aims to show the accuracy of the lower bound
obtained in the analysis; and secondly, it gives insight into the values of ρ, D and Toff for which
the lower bound gives an accurate approximation of the actual non-blocking probability.

Fig. 9 shows the values of pk in a simulation scenario with M = 2, Toff = 2.4 ms and different
values of D, as obtained following Eqs. 24 and 25. The results only show the values of pk for k =
1, . . . , 8. As shown in the plots, the lower bound always gives a smaller value than the one obtained
via simulation. This can be explained in terms of the integration regions considered in Section 2.4.
As the number of arrivals grows, the difference between the real and approximate integration
regions increases, which results in a larger deviation between the theoretical and simulation results.
Additionally, the lower bound approaches the simulated values when the number of burst arrivals
is small, and specially, when D ≪ T .

The same conclusions arise from Fig. 10, where the same experiment was run but for M = 8

wavelengths, and assuming up to n = 32 arrivals. Again, the lower-bound L
(n)
b almost matches the

real results for low values of D and of n and separates from it, as any of these two values grows.
However, the lower bound is very conservative for small T/D (Fig. 10: top-right, bottom-left, and
especially bottom-right).

Concluding, the accuracy of the lower bound L
(n)
b depends on three parameters: assumed num-

ber of arrivals n, the relationship T/D, and mostly on the number of wavelengths M . In the first
case, in low-loaded scenarios (few burst arrivals) the lower bound approximates the real non-blocking
probability more accurately than in high-loaded scenarios. In this case (low-loaded scenarios), the
lower bound constitutes a good approximation the smaller T

D
and the number of wavelengths M ,
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Figure 9: Non-blocking probability with M = 2, Toff = 2.4 and D = 0.025 (top-left), D = 0.125
(top-right), D = 0.25 (bottom-left) and D = 0.5 (bottom-right)
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Figure 10: Non-blocking probability with M = 8, Toff = 2.475 and D = 0.025 (top-left), D = 0.125
(top-right), D = 0.25 (bottom-left) and D = 0.5 (bottom-right)
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since the region of integration considered in the lower bound is closer to the real one (see Sec-
tion 2.4). Table 2 summarises these ideas.

ρ = 0.01 ρ = 0.1 ρ = 0.25 ρ = 0.5 ρ = 0.75

M = 2 D = 0.125 ps = 0.9809 ps = 0.7753 ps = 0.3336 ps = 0.0212 ps = 3.68 · 10−4

Lb = 0.9800 Lb = 0.7611 Lb = 0.2972 Lb = 0.0144 Lb = 1.90 · 10−4

D = 0.25 ps = 0.9801 ps = 0.8014 ps = 0.4604 ps = 0.0985 ps = 0.0113
Lb = 0.9800 Lb = 0.7878 Lb = 0.4299 Lb = 0.0793 Lb = 7.89 · 10−3

D = 0.5 ps = 0.9804 ps = 0.8094 ps = 0.5472 ps = 0.2137 ps = 0.0639
Lb = 0.9801 Lb = 0.8028 Lb = 0.5204 Lb = 0.1911 Lb = 0.0539

M = 4 D = 0.125 ps = 0.9604 ps = 0.6678 ps = 0.2930 ps = 0.0121 ps = 3.05 · 10−5

Lb = 0.9601 Lb = 0.6246 Lb = 0.1913 Lb = 0.0021 Lb = 1.03 · 10−6

D = 0.25 ps = 0.9621 ps = 0.6728 ps = 0.3324 ps = 0.0451 ps = 1.60 · 10−3

Lb = 0.9602 Lb = 0.6311 Lb = 0.2390 Lb = 0.0148 Lb = 2.25 · 10−4

D = 0.5 ps = 0.9607 ps = 0.6673 ps = 0.3535 ps = 0.0855 ps = 0.0122
Lb = 0.9603 Lb = 0.6400 Lb = 0.2787 Lb = 0.0437 Lb = 3.99 · 10−3

M = 8 D = 0.125 ps = 0.9809 ps = 0.7753 ps = 0.3336 ps = 0.0212 ps = 3.68 · 10−4

Lb = 0.9205 Lb = 0.3524 Lb = 0.0345 Lb = 2.55 · 10−5 Lb = 3.74 · 10−11

D = 0.25 ps = 0.9809 ps = 0.7753 ps = 0.3336 ps = 0.0212 ps = 3.68 · 10−4

Lb = 0.9208 Lb = 0.3619 Lb = 0.0421 Lb = 2.14 · 10−4 Lb = 8.23 · 10−8

D = 0.5 ps = 0.9809 ps = 0.7753 ps = 0.3336 ps = 0.0212 ps = 3.68 · 10−4

Lb = 0.9213 Lb = 0.3794 Lb = 0.0562 Lb = 0.0010 Lb = 7.30 · 10−6

Table 2: Simulated and theoretical results obtained for M = 2, M = 4 and M = 8

4 Summary and conclusions

This work presents a novel (possibly first) study of the performance observed by asynchronous
best-effort traffic fitted in between the gaps of periodic TDM reservations in the Polymorphous
OBS architecture proposed in [1]. Particularly, an exact equation of the non-blocking probability
is obtained for a single-wavelength, along with a lower bound when best-effort traffic is allocated
following a round-robin policy along multiple wavelengths. The results show that such lower bound-
ary approaches the exact values when the data burst sizes are not much smaller than the gaps in
between the TDM reservations, and particularly accurate when a few wavelengths are used in this
purpose.

Additionally, the equations have been validated in a scenario whereby an ISP aims to provide IP
Television to their customers. The parameters used for the simulation are close to reality and have
been derived from a trace donated by one of the Spanish IPTV service providers, thus validating
the results in a real scenario. The numerical example shows the feasibility in the coexistance of
multiple transmission strategies over DWDM (Polimorphous OBS) given the high-capacity nature
of optical fibres. The equations derived can be further applied to the dimensioning and planning
of several aspects of such POBS architecture.

The blocking effects can be alleviated by means of buffering blocked bursts and further re-
schedule them in subsequent available off-time intervals. The analysis of such a queue has been a
matter of study in the past, see [15] and references therein. However, note that the distinguishing
feature of this study is the evaluation of non-blocking probabilities during off periods.
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