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Abstract We consider classical message transmission under entanglement assistance for compound mem-
oryless and arbitrarily varying quantum channels. In both cases, we prove general coding theorems to-
gether with corresponding weak converse bounds. In this way, we obtain single-letter characterizations
of the entanglement-assisted classical capacities for both channel models. Moreover, we show that the
entanglement-assisted classical capacity does exhibit no strong converse property for some compound
quantum channels for the average as well as the maximal error criterion. A strong converse to the entangle-
ment-assisted classical capacities does hold for each arbitrarily varying quantum channel.

1 Introduction

Entanglement is well-known as a valuable communication resource in quantum information theory. Be-
side several tasks, such as quantum teleportation [10], where entanglement is an indispensable resource
to run successful protocols, entanglement also has impact as an additional resource in quantum chan-
nel coding scenarios. An early example where additional entanglement has such an effect is the noiseless
dense-coding protocol [9], where a shared maximally entangled pair of qubits in addition to a noiseless
qubit channel allow perfect transmission of four bits. That is two times as much as when doing mes-
sage transmission over that channel without further entanglement. A Shannon-theoretic refinement of
this idea was introduced in [11] (see also [28]), where the classical message transmission capacity of (po-
tentially noisy) memoryless quantum channels under free supply of additional shared entanglement was
determined. The entanglement-assisted classical message transmission capacity of a memoryless quantum
channel was characterized by the input-state maximized quantum mutual information of that channel.
This result has a blood-stirring effect on the information-theorist for at least two reasons.
On one hand, additional entanglement allows to achieve substantially higher transmission rates for some
channels. On the other hand, the capacity is characterized by a handy single-letter formula, a feature which
is not shared by most of the known capacities for quantum communication tasks.
An extension of the mentioned results to multi-user situations led the authors of [29] to a characteriza-
tion of the entanglement-assisted message transmission capacity region of memoryless quantummultiple-
access channels. The codes derived therein to prove the coding theorem shed further light on the utility of
entanglement-assisted message transmission codes. It is possible to derive coding constructions and proto-
cols for several other important quantum communication tasks, by making entanglement-assisted classical
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message transmission codes coherent [22], [30]. In this way, entanglement-assisted message transmission
codes fill a prominent position within the so-called “family of quantum protocols” [21].
All mentioned results were derived under the idealized conditions that the transmission channel is mem-
oryless, and the generating channel map which governs the statistics of the system is perfectly known to
sender and receiver. Both of the mentioned restrictions will be hardly fulfilled in real-world communica-
tion systems. In this paper, we pursue a way in direction of partly dropping the mentioned conditions. We
investigate the task of entanglement-assisted message transmission assuming the users to be connected by
either a compound memoryless quantum channel 1 or an arbitrarily varying quantum channel (AVQC).
If the communication parties are confronted with a compound memoryless quantum channel, the trans-
mission is governed bymemoryless extensions of a generating channel map for each blocklength. However,
sender and receiver have no perfect knowledge of the actual generatingmap. They are rather provided with
a set of confidence of channel maps, where each of them is possibly generating the transmission. There-
fore, they are forced to use coding procedures that are universal in the sense that they are asymptotically
perfectly reliable for each of the possible realizations of the channel statistics.
The AVQC model confronts the users with a substantially increased level of system uncertainty. Each use
of the channel can be driven by an arbitrary channel map from a prescribed set of channels, where most of
the possible realizations are not even memoryless. It is instructive for the AVQC model to regard a third,
malicious party being involved in the scenario. This third party acting as a jammer may choose the channel
map for each use of the channel freely from a prescribed set to attack the transmission goals of the sending
and receiving parties connected by the channel.
The contributions of the paper are the following. We prove a coding theorem for entanglement-assisted
message transmission over any given compound memoryless quantum channel, and a corresponding con-
verse bound which determine the entanglement-assisted classical capacity of compoundmemoryless chan-
nels for the average as well as the maximal transmission error as a criterion in terms of a single-letter
formula.
Considering the AVQC model, we use the entanglement-assisted message transmission codes derived for
the compound quantum channel. Applying quantum versions of the so-called robustification and elimi-
nation methods from [4], we prove a coding theorem for entanglement-assisted message transmission over
AVQCs. Together with the corresponding converse bound, we establish a single-letter characterization of
the entanglement-assisted message transmission capacity also for the AVQC.
From the obtained capacity characterization, we infer two remarkable features of the entanglement-assisted
classical capacities of AVQCs. The capacity is additive, and continuous, which implies stability of the ca-
pacity under perturbation of the AVQC-generating set of channels. Both do not hold in general for the
unassisted classical message transmission capacities of AVQCs [18].
The question whether or not several coding theorems in quantum information theory can be supplied
with a so-called strong converse recently has received increasing interest among quantum information
theorists. We show, by providing a counterexample that if the average transmission error is considered as
criterion of reliability, no such strong converse can hold in general for the entanglement-assisted classical
capacity of compound channels. A general strong converse statement does also not hold for the maximal
error-criterion, which we show by demonstrating that under entanglement assistance both error criteria
are essentially equivalent for compound quantum channels. We complete the set of statements on both
channel models by providing a general strong converse statement for AVQCs. This is one more remark-
able feature of entanglement assistance. For the unassisted classical capacities of AVQCs it is an open
question, whether or not such a statement does hold. Even for classical AVQCs a general strong converse
for the unassisted message transmission capacity, by now, is not more than a conjecture [5].

Related work

The task of entanglement-assisted message transmission was first considered by Bennett et al. [11] (see
also [28]). Therein, the classical message transmission capacity of a perfectly known memoryless quantum
channel was determined. The multi-user capacity for entanglement-assisted message transmission was
characterized in [29], where a refined coding strategy was presented. The coding theorem for (unassisted)
classical message transmission over compound quantum channels was derived in [31], while a coding
theorem for the genuine quantum capacities without entanglement assistance of a compound quantum

1 During the final stage of preparation of this work, the authors became aware of the paper [14]. Some results we present regarding
the entanglement-assisted classical capacity of compound quantum channels are also contained therein, with substantially different
proof techniques.
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channel were proven in [16]. Later on, the same authors together with R. Ahlswede also derived coding
theorems for the unassisted quantum capacities of arbitrarily varying quantum channels [6]. The tech-
niques used in this paper, in fact, strongly rely on the arguments used therein. To prove a coding theorem
for the entanglement-assisted classical capacities of compound channels, we use capacity achieving codes
for certain compound classical-quantum channels. Such codes were derived in [24], [15], [20] before. In
this paper, we use codes from the more recent work [31] instead, which achieve the message transmission
capacities of general (not necessarily finite or countable compound channels) with exponentially decreas-
ing errors. From [6] we borrow a variation of the famous robustification and elimination techniques which
in turn originally were introduced in [4], as a method to prove the coding theorem for arbitrarily varying
classical channels. Another, very nice approach to derive good codes for entanglement-assisted classical
message transmission can be found in [29], where the capacity region for entanglement-assisted message
transmission over quantum multiple access channels was derived. The coding strategy to prove the latter
result relied on a packing lemma together with a very powerful while elementary encoder construction,
which also added a nice method of proof for the single user setting. We exploit this approach, and show
that the encoding construction is also reasonable to derive sufficient codes for entanglement-assisted mes-
sage transmission over compound quantum channels.
It was shown in [12] that the entanglement-assisted classical capacity even obeys a general strong converse
property for perfectly known memoryless quantum channels, i.e. all code sequences achieving rates above
capacity are asymptotically completely useless (i.e. their transmission errors approach one in the asymp-
totic limit). A different proof for this result was given recently in [23].
While the present paper was assembled, the authors learned of the paper [14], which has some overlap
in results with the present one. Therein, several entanglement-assisted capacities of compound quantum
channels were determined. However, the results were proven there with a different approach, employing
results from one-shot information theory to derive a coding theorem for entanglement-assisted entang-
lement transmission, which in turn led them to a proof of the classical entanglement-assisted capacities.
Here, we take the opposite route. We derive a coding theorem for entanglement-assisted message transmis-
sion from universal codes for unassisted message transmission over compound classical-quantum chan-
nels. Moreover, the techniques employed in this work allow to derive codes for entanglement-assisted
message transmission over compound quantum channels which have sufficient error performance to use a
variant of the robustification approach [3] which allows us to prove a coding theorem for arbitrarily vary-
ing quantum channels. To derive coding theorems regarding the entanglement-assisted capacities for the
latter channel model is also stated as open problem in [14].

2 Notation and conventions

All Hilbert spaces appearing in this work are considered to be finite dimensional complex vector spaces.
L(H) is the set of linear maps and S (H) the set of states (density matrices) on a Hilbert space H in our
notation. We denote the set of quantum channels, i.e. completely positive and trace preserving (c.p.t.p.)
maps from L(H) to L(K) by C(H,K).
Regarding states on multiparty systems, we freely make use of the following convention for a system
consisting of some parties X,Y ,Z , for instance, we denoteHXYZ :=HX⊗HY⊗HZ , and denote the marginals
by the letters assigned to subsystems, i.e. σXZ := trHY (σ) for σ ∈ S (HXYZ ) and so on.
The von Neumann entropy of a quantum state ρ is defined

S(ρ) := −tr(ρ logρ), (1)

where we denote by log(·) and exp(·) the base two logarithms and exponentials throughout this paper. The
quantum mutual information of a quantum state ρ ∈ S (HA), and a channel N ∈ C(HA,HB) is defined by

I(ρ,N ) := S(ρ) + S(N (ρ))− S(N ⊗ id(|ψ〉〈ψ|)), (2)

where ψ is the state vector of an arbitrary purification of ρ. The quantum mutual information is well-
defined by (2), because the r.h.s. is known to not depend on the choice of the purification ψ. We denote
the set of classical probability distributions on a set S by P(S). The l-fold Cartesian product of S will
be denoted S l and sl := (s1, ..., sl ) will be a notation for elements of S l . For each positive integer n, the
shortcut [n] is used to abbreviate the set {1, ...,n}. For a set A we denote the convex hull of A by conv(A). If
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I := {Ns}s∈S ⊂ C(H,K) is a finite set of quantum channels, the convex hull can be written as

conv(I) =















Ñp ∈ S (H) : Ñp =
∑

s∈S
p(s)Ns , p ∈ P(S)















. (3)

We use the diamond norm ‖ · ‖^ to measure the distance between quantum channels. For a linear map
N : L(H)→L(K), its diamond norm is defined

‖N ‖^ := sup
n∈N

max
a∈L(Cn⊗H)
‖a‖1=1

‖id
C

n ⊗N (a)‖1, (4)

where id
C

n is our notation for the identical channel, i.e. id
C

n(x) = x for each x ∈ L(Cn). By D^, we denote
the Hausdorff distance which is generated by ‖·‖^. For any two sets I,I′ ⊂ C(H,K), their Hausdorff distance
is defined by

D^(I,I
′ ) := max

{

sup
N∈I

inf
N ′∈I′

‖N −N ′‖^, sup
N ′∈I′

inf
N∈I
‖N −N ′‖^

}

. (5)

By Sn, we denote the group of permutations on n elements, in this way σ(sn) = (sσ(1), ..., sσ(n)) for each
sn = (s1, ..., sn) ∈ Sn and permutation σ ∈ Sn.

3 Basic definitions and main results

In this section, we give concise definitions for the coding scenarios we consider, and state the main results
of this paper. First we introduce the compound memoryless quantum channel and AVQC models. Let for
the rest of this section I := {Ns}s∈S ⊂ C(HA,HB) be a given set of c.p.t.p. maps with a set S of parameters
not necessarily finite or countable.
The compound quantum channel generated by I is given by the set {N ⊗ns : s ∈ S,n ∈ N}. This definition is
understood as follows. For each blocklength n, the transmission is governed by N ⊗ns , where s can be any
member of the index set S.
The AVQC generated by I is given by the set {Nsn : sn ∈ Sn, n ∈N}, where the definitions

Nsn :=Ns1 ⊗ · · · ⊗Nsn (sn = (s1, . . . , sn) ∈ Sn)
apply. The AVQC models a rather pessimistic transmission situation. The channel map governing in the
transmission can vary over the set I in each use of the channel. AVQCs can be thought as modelling
an adversarial attack on the transmission. A jammer may confront the communication parties with an
arbitrary channel from I for each channel use.

3.1 Compound memoryless quantum channels

In the following, we define the coding procedures allowed for entanglement-assisted message transmis-
sion.

Definition 1 An (n,L,M)-code for entanglement-assisted (EA) message transmission over the compound quan-
tum channel I is a triple C := (Ψ,Em,Dm)Mm=1, where with additional Hilbert spaces KA, KB (under control
of A,B)

– Ψ ∈ S (KA ⊗KB) is a pure quantum state,
– Em ∈ C(KA,H⊗nA ) for all m ∈ [M],

– Dm ∈ L(H⊗nB ⊗KB), 0 ≤Dm ≤ 1 for all m ∈ [M],
∑M
m=1Dm ≤ 1, and

– L := dimKA.
Using the shortcut Dc

m := 1−Dm for each m ∈ [M], we define the functions

e(n,C,I) := sup
s∈S

1

M

M
∑

m=1

tr
{

Dc
m(N ⊗ns ◦ Em ⊗ idKB )(Ψ)

}

(average error), and

e(n,C,I) := sup
s∈S

max
m∈[M]

tr
{

Dc
m(N ⊗ns ◦ Em ⊗ idKB )(Ψ)

}

(maximal error). (6)
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It might seem somewhat unusual that we regard the pure state allowed for assistance of the transmission
as a feature of the code. This has its only reason in notational convenience.

Definition 2 A number R ≥ 0 is called an achievable rate for EA message transmission over the compound
quantum channel I under average error criterion, if for each ǫ > 0,δ > 0 there exist numbers Re < ∞, and
n0 = n0(ǫ,δ), such that for each blocklength n > n0 we find an (n,L,M)-code C for EA message transmission
over I which has the properties

1. 1
n logM ≥ R− δ,

2. e(n,C,I) ≤ ǫ, and
3. 1

n logL ≤ Re .

We call

CEA(I) := sup{R ≥ 0 : R achiev. rate for av. error EA message transmission over the compound channel I}

the average error entanglement-assisted message transmission capacity of the compound quantum channel I.

The corresponding definitions for achievable rates and capacity regarding EAmessage transmission over I
under maximal error criterion can be easily obtained by replacing the average error by the maximal error
from (6) in Definition 2. The corresponding capacity will be denoted by CEA(I).
Notice that the third condition in Definition 2 above states that only protocols are allowed, which consume
entanglement on systems with rate-bounded number of degrees of freedom. The upper bound on the ca-
pacity in Theorem 1 below holds, in fact, also without this restriction. However, consuming resources of
asymptotically unbounded rate seems not reasonable from the communication point of view. The follow-
ing theorem is the main result of this paper regarding the compound quantum channel model.

Theorem 1 It holds

CEA(I) = CEA(I) = sup
ρ∈S (HA)

inf
s∈S

I(ρ,Ns). (7)

The inequality CEA(I) ≥ CEA(I) in (7) follows directly from the definition of the capacities. The remaining
inequalities will be shown to hold in Section 4.1 below. We point out that a so-called strong converse to EA
message transmission capacity of compound quantum channels does not hold in general for each of the
error criteria. To formalize this statement, we define for each n ∈N, λ ∈ (0,1), Re <∞

NEA(n,I,Re ,λ) := max{M : ∃(n,L,M)−EA code C for I such that e(n,C,I) ≤ λ, L ≤ 2nRe }. (8)

We define NEA analogously by replacing the average error with the maximal error function. A strong
converse holds to the average error classical message transmission capacity of the compound quantum
channel I if the following statement is true. For each I, Re <∞, it holds

∀λ ∈ (0,1) : limsup
n→∞

1

n
logNEA(n,I,Re ,λ) ≤ sup

ρ∈S (HA)
inf
N∈I

I(ρ,N ). (9)

The above statement says that the state-maximized worst-case channel mutual information is the best
achievable rate, even, if the coding procedures are not demanded to approach zero average transmission
error asymptotically. We show the following claim.

Claim A strong converse to CEA(I) or CEA(I) does not hold in general.

To justify the above claim, we demonstrate that not general strong converse does hold to CEA(I) by giving
an explicit counterexample (Example 1 in Section 4.1). From this assertion, we conclude that also in case of
the maximal error, no such statement is valid in general. Indeed, Lemma 4 in Section 4.1 states that there
is no essential difference between the maximal and average error criteria due to free-rate entanglement
assistance.
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3.2 Arbitrarily varying channels

In this subsection, we consider an AVQC generated by the set I := {Ns}s∈S .
Definition 3 An (n,L,M)-code for (EA) message transmission over the AVQC I is a triple C := (Ψ,Em,Dm)Mm=1,
where with additional Hilbert spaces KA, KB (under control of A,B)

– Ψ ∈ S (KA ⊗KB) is a pure state,
– Em ∈ C(KA,H⊗nA ) for all m ∈ [M],

– Dm ∈ L(H⊗nB ⊗KB), 0 ≤Dm ≤ 1 for all m ∈ [M], with
∑M
m=1Dm ≤ 1, and

– L := dimKA.
Using the shortcut Dc

m := 1−Dm for each m ∈ [M], we define the functions

eav(n,C,I) := sup
sn∈Sn

1

M

M
∑

m=1

tr
{

Dc
m(Nsn ◦ Em ⊗ idKB )(Ψ)

}

(average error), and (10)

eav(n,C,I) := sup
sn∈Sn

max
m∈[M]

tr
{

Dc
m(Nsn ◦ Em ⊗ idKB )(Ψ)

}

(maximal error). (11)

Definition 4 A number R ≥ 0 is called an achievable rate for EA message transmission over the AVQC I under
average error criterion, if we find a number Re < ∞, such that for each ǫ > 0,δ > 0 there exists a number
n0 = n0(ǫ,δ), such that for each blocklength n > n0 we find an (n,L,M)-code C for EA message transmission
over I which has the following properties

1. 1
n logM ≥ R− δ

2. eav(n,C,I) ≤ ǫ, and
3. 1

n logL ≤ Re.
We call

C
AV
EA (I) := sup{R ≥ 0 : R ach. rate for EA message transmission over the AVQC I under av. error criterion}

the average error entanglement-assisted message transmission capacity of the AVQC I.

As in the case of compound quantum channels, the definition for achievable rates regarding the maximal
error criterion can be easily guessed. We denote the corresponding capacity by CAVEA (I).

Remark 1 As opposed to the unassisted case, we abstain fromproviding separate definitions of the entangle-
ment-assisted message transmission capacities in case that random coding procedures are allowed for mes-
sage transmission. Since additional entanglement can be used for coordinating random coding procedures,
the deterministic and random capacities of arbitrarily varying quantum channels match under entangle-
ment assistance. Especially, phenomena as the so-called Ahlswede dichotomy known from classical [3]
well as quantum [6] channel coding scenarios without assistance do not arise in the present context.

The following theorem is the second main result of this paper, and determines the EA classical message
transmission capacities of AVQCs.

Theorem 2 Let I ⊂ C(HA,HB) be a set of c.p.t.p. maps. It holds

C
AV
EA (I) = CAVEA (I) = CEA (conv(I)) = sup

ρ∈S (HA)
inf

N∈conv(I)
I(ρ,N ). (12)

As in the case of compound quantum channels, the inequality C
AV
EA (I) ≥ CAVEA (I) is obvious from the defi-

nitions. The remaining statements of Theorem 2 are proven in detail in Section 4.2 below.
From the characterization of the entanglement-assisted classical capacity for the AVQC model, we imme-
diately obtain two important structural properties of these capacities. The first one (Corollary 1 below) is
additivity of the entanglement-assisted message transmission capacities. The second (Corollary 2) is sta-
bility of the entanglement-assisted message transmission capacities of AVQCs under perturbation of the
generating set. Both of the mentioned assertions are proven in Section 4.2.

Corollary 1 (Additivity of the AVQCEAmessage transmission capacities) Let I ⊂ C(HA,HB), I′ ⊂ C(H′A,H′B)
be any two sets of c.p.t.p. maps, and I⊗ I′ := {N ⊗N ′ : N ∈ I, N ′ ∈ I′}. It holds

C
AV
EA (I) +C

AV
EA (I

′) = C
AV
EA (I⊗ I′) = CAVEA (I⊗ I′) = CAVEA (I) +CAVEA (I′) (13)
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Corollary 2 (Stability of the EA message transmission capacities) Let HA, HB be Hilbert spaces. For each
ǫ > 0 exists a δ > 0, such that for any two sets I,I′ ⊂ C(HA,HB) the implication

D^(I,I
′) < δ ⇒

∣

∣

∣CAVEA (I)−CAVEA (I′)
∣

∣

∣ < ǫ (14)

is true. The same statement holds with CAVEA replaced by C
AV
EA .

We demonstrate that opposed to what we stated in the last section in case of compound quantum channels,
the average error as well as maximal error entanglement-assisted classical capacities obey a strong converse
for each AVQC. We define, for each n ∈N, λ ∈ (0,1), Re <∞

N
AV
EA (n,I,Re ,λ) := max{M : ∃(n,L,M)−EA code C for the AVQC I such that eav(n,C,I) ≤ λ, L ≤ 2nRe } (15)

A corresponding quantity NAV
EA is defined analogously by replacing the average error with the maximal

error function.

Theorem 3 Let I ⊂ C(HA,HB) be a set of c.p.t.p. maps. For each Re <∞, λ < 1, the claims

1. limsup
n→∞

1
n logN

AV
EA (n,I,Re ,λ) ≤ sup

ρ∈S (HA)
inf

N∈conv(I)
I(ρ,N ), and

2. limsup
n→∞

1
n logN

AV
EA (n,I,Re ,λ) ≤ sup

ρ∈S (HA)
inf

N∈conv(I)
I(ρ,N )

hold. i.e. a general strong converse holds to each of both capacities.

The above claims nearly immediately follow from a combination of the strong converse to the entanglement-
assisted message transmission capacities for perfectly known memoryless quantum channels which is
known to be valid [12], [23] and Theorem 2. We give a short argument to prove Theorem 3 in Section
4.2.

4 Proofs

4.1 Compound memoryless channels

In this section, we prove Theorem 1. The following proposition asserts existence of codes sufficient for
proving achievability therein.

Proposition 1 Let I := {Ns}s∈S ⊂ C(HA,HB). For each state ρ ∈ S (HA), and δ > 0 there is a number n0 :=
n0(δ,ρ), such that for each n > n0, we find an (n,L,M)-EA message transmission code C with L ≤ (dimHA)n, and
the conditions

1. 1
n logM ≥ inf

s∈S
I(ρ,Ns)− δ, and

2. e(n,C,I) ≤ 2−nc

being fulfilled with strictly positive constant c := c(δ,ρ).

The proof of Proposition 1 given below utilizes coding schemes for compound classical-quantum (cq)
channels which we borrow from [31]. We first provide the definitions necessary to understand the claim
of Proposition 2 below. A classical-quantum channel (with input finite alphabet X and output Hilbert
space K) is a map from X to the set of density matrices on K. The memoryless cq channel generated by
a cq-channel map W : X → S (K), is given by the family {W⊗n : n ∈ N}, where for each n ∈ N, the map
W⊗n : X n→S (K⊗n) is defined by

W⊗n(xn) :=W (x1)⊗ · · · ⊗W (xn) (xn = (x1, . . . ,xn) ∈ X n).
For each cq channelW : X → S (K) and probability distribution p ∈ P (X ) we define the Holevo quantity of
(p,W ) by

χ(p,W ) := S















∑

x∈X
p(x)W (x)















−
∑

x∈X
p(x) S(W (x)).

An (n,M) message transmission code for W is a family (um,Dm), where u1, . . . ,um ∈ X n, and D1, . . . ,DM ∈
L(K⊗n), 0 ≤ Dm ≤ 1, m ∈ [M], and

∑M
m=1Dm ≤ 1. Proposition 2 states existence of universal capacity ap-

proaching codes with super-polynomial decrease of error for compound classical-quantum channels. For
more detailed definitions on classical message transmission over compound cq channels, the reader is
referred to [31].
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Proposition 2 ([31], Theorem IV.18) Let W := {Ws : X → S (K)}s∈S be a set of cq channels, and p ∈ P(X ) be a
probability distribution. For each η > 0 there exists a number n0 := n0(η), such that for each n > n0 we find an
(n,M) message transmission code C := (um,Dm)m∈[M] with

1. 1
n logM ≥ inf

s∈S
χ(p,Ws)− η, and

2. sups∈S maxm∈[M] tr(D
c
mW

⊗n
s (um)) ≤ 2−nc̃,

where c̃ := c̃(η,p) > 0 is a constant.

Proof The statement is the same as in the above cited Theorem IV.18 from [31], except that therein the
average instead of themaximal decoding error was considered. That the statement also holds withmaximal
error can be easily shown by standard methods, which we shortly indicate.
Chosse for each n ∈ N, a δn-net Sn,δn ⊂ S in S, i.e. a subset of S according to Lemma 2.2 in [31]. Let

Cn := {um,Dm}Mn
m=1 be an (n,M) message transmission code with average error

sup
s∈S

1

Mn

Mn
∑

m=1

tr(Dc
mW

⊗n
s (um)) ≤ 2−nĉ (16)

with some constant ĉ > 0. Clearly,

1

Mn

Mn
∑

m=1

tr

















Dc
m

1
|Sn |

∑

s∈Sn
W⊗ns (um)

















≤ 2−nĉ (17)

also holds. By a standard argument, we can select a subcode C̃n = (um,Dm)m∈M′n of Cn with |M′n| ≥ Mn
2 and

maximal error

sup
s∈Sn

sup
m∈M′

tr
(

Dc
mW

⊗n
s (um)

)

≤ |Sn| · 2−nĉ. (18)

If we now choose δn := exp(−nĉ/(2|X | ·dimK2)), n ∈N, and set c̃ = ĉ/2, we have by properties of the sets Sn

sup
s∈S

sup
m∈M′

tr
(

Dc
mW

⊗n
s (um)

)

≤ 2−nc̃ (19)

for each large enough n ∈N.

The second ingredient to the proof of Proposition 1 is an encoding construction introduced in [29] for
proving the coding theorem for the entanglement-assisted classical capacities of quantum multiple access
channels. In Appendix A we review the definitions and some properties known from [29]. The following
lemma provides universal approximations of certain quantummutual information quantities arising from
the mentioned encoding maps by Holevo quantities of certain effective classical-quantum channels.

Lemma 1 LetH ≃Cd , σ ∈ S (H) be a state, and

ψ :=

d
∑

i=1

√
αi γi ⊗ γi ,

the Schmidt decomposition of a state vector of a purification of σ with {γi : 1 ≤ i ≤ d} being an orthonormal
basis of eigenvectors of σ, and α1, . . . ,αd the eigenvalues (counting zero eigenvalues). Let k ∈N. There is a family
{Ẽx}x∈X ∈ C(H⊗k ,H⊗k ), such that for each Hilbert space K, and each channel N ∈ C(H,K), with q∗ being the
equidistribution on X , and the cq channel V being defined by

V (x) :=N ⊗k ◦ Ẽx ⊗ id⊗kH (|ψ〉〈ψ|⊗k) (x ∈ X ),

the inequality

|k · I(σ,N )−χ(q∗,V )| ≤ 2d · log(k +1)

holds.

Proof See Appendix A.
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Proof (Proof of Proposition 1)Define dA := dimHA, dB := dimHB. Fix a state σ ∈ S (HA), and a number δ > 0,
such that

inf
s∈S

I(σ,Ns )− δ > 0,

otherwise there is nothing to prove. Let k ∈N be large enough to suffice the inequality

1

k +1
(2dA log(k +1) + log(dA · dB)) ≤

δ

2
. (20)

Let σ :=
∑dA
i=1αi |γi〉〈γi | be a spectral decomposition of σ,

ψ :=

dA
∑

i=1

√
αi γi ⊗ γi

be a state vector of a purification of σ, and set Ψ := |ψ〉〈ψ|. Define, for each s ∈ S, the cq channel Vs : X →
S ((HB ⊗HB)⊗k ), by

Vs(x) :=N ⊗ks ◦ Ẽx ⊗ id⊗kH (Ψ⊗k) (x ∈ X ),

where {Ẽx}x∈X ⊂ C(H⊗kA ,H⊗kA ) is a family which fulfills the assertions from Lemma 1. Let n > k be a block-
length, written as n = k · a + b with a,b ∈N, 0 ≤ b < k, and fix q∗ to be the equidistribution on X . For each
large enough n (and consequently large enough a) we find, according to Proposition 2, an (a,M) cq message
transmission code C̃ := (um, D̃m)

M
m=1 with

1

a
logM ≥ inf

s∈S
χ(q∗,Vs)−

δ

2
, and (21)

max
m∈[M]

tr(D̃c
mV
⊗a
s (um)) ≤ 2−ac̃

for each s ∈ S with a constant c̃ > 0. Based on the objects introduced, we construct an EA message trans-
mission code for I, where we assume Ψ⊗n to be the entanglement resource consumed (at this stage, it is
clear that the code constructed will suffice the stated bound on L). Define for each message m ∈ [M], and
corresponding codeword um = (um,1, . . . ,um,a) from C̃

Em := Ẽum,1 ⊗ · · · ⊗ Ẽum,a ⊗ id
⊗b
H ,

and

Dm := D̃m ⊗1⊗b .

With these definitions, C := (Ψ⊗n,Em,Dm)Mm=1 is an (n,L,M)-code for EA message transmission with maxi-
mal error

e(n,C,I) = sup
s∈S

max
m∈[M]

tr(Dc
mV
⊗a
s (um)) ≤ 2−ac̃ ≤ 2−nc, (22)

with c := c̃/(k +1), and rate

1

n
logM ≥ 1

(k +1)

(

inf
s∈s

(χ(q∗,Vs)−
δ

2

)

≥ 1

(k +1)

(

k · inf
s∈S

I(σ,Ns )− 2 · dA · log(k +1)− δ
2

)

≥ inf
s∈S

I(σ,Ns)− δ. (23)

The first of the above inequalities is the one in (21), and the second arises from application of Lemma (1).
The third inequality is by our choice of k from (20) together with the trivial bound I(σ,Ns ) ≤ logdA · dB on
the quantum mutual information.
The inequalities in (22) and (23) together prove the claim of the proposition.

Next, we prove the full statement of Theorem 1. Achievability follows from Proposition 1. For proving the
weak converse, we invoke the following two lemmas. The first one is from [28]
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Lemma 2 ([28]) Let N ∈ C(HA,HB) be a c.p.t.p. map, Ψ ∈ S (KA ⊗KB) a pure state, ρ := trKBΨ, E1, . . . ,EM ∈
C(KA,HA), and q ∈ P([M]) a probability distribution on [M]. It holds

χ(q,V ) ≤ I(τ,N ), (24)

where V is the cq-channel defined by

V (m) :=N ◦Em ⊗ idKB (Ψ), (25)

and

τ :=

M
∑

i=1

q(m) · Em(ρ). (26)

The lemma below states subadditivity for the quantummutual information, originally known to hold from
[1].

Lemma 3 ([1]) Let ρ ∈ S (H1⊗H2) be a density matrix with ρ1,ρ2 being the marginals onH1,H2 deriving from
ρ, and letNi ∈ C(Hi ,Ki ) be a c.p.t.p. map for i = 1,2. It holds

I(ρ,N1 ⊗N2) ≤ I(ρ1,N1) + I(ρ2,N2).

With the prerequisites picked up, we are ready for the proof of Theorem 1.

Proof (Proof of Theorem 1) The proof of achievability with the maximal message transmission error under

consideration follows directly from Proposition 1. It remains, to prove the (weak) converse for CEA. Let, for
an arbitrary, fixed blocklength n ∈ N, C := (Φ,Em,Dm)Mm=1 be any (n,L,M)-EA message transmission code
for I with average error e(n,C,I) := en < 1. With q∗ being the equidistribution on [M], define states

ρ := trKBΦ, and

τ :=

M
∑

m=1

q∗(m)Em(ρ).

Let, for each 1 ≤ i ≤ n, τi be the marginal density matrix deriving from τ on the i-th tensor factor in H⊗nA .
Define a cq-channel Vs by

Vs(m) :=N ⊗ns ◦ Em ⊗ idKB (|Φ〉〈Φ|) (m ∈ [M]).

for each s ∈ S. It holds

χ(q∗,Vs) ≤ I(τ,N ⊗ns ) ≤
n

∑

i=1

I(τi ,Ns), (27)

where the left inequality above is by Lemma 2, and the right inequality follows from (n−1)-fold application
of Lemma 3. Now, let X be the equidistributed random variable on the message set [M] (i.e. Pr(X = m) =
q∗(m) for each m ∈ [M]), and define a conditional probability by

Pr (Ys =m
′ |X =m) := tr(Dm′Vs(m)) (m,m′ ∈ [M]).

for each s ∈ S. In each case of s, we have

logM =H(X)

= I(X,Ys) +H(X |Ys)
≤ I(X;Ys) + en logM +1

≤ χ(q∗,Vs) + en logM +1, (28)

where the first inequality above is by Fano’s Lemma, and the second is by Holevo’s bound [26]. We conclude

1

n
logM ≤ 1

n
(χ(q∗,Vs) + en logM +1) (29)

≤ 1

n

n
∑

i=1

I(τi ,Ns) +
en logM

n
+
1

n
(30)

≤ I(τ,Ns) +
en logM

n
+
1

n
. (31)
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where the second inequality above is by (27), and the third, by concavity of the quantum channel mutual
information in the input state, together with the definition

τ :=
1

n

n
∑

i=1

τi .

Finally, minimizing over s ∈ S and subsequently maximizing over states in S (HA) on the r.h.s. of (31), we
arrive at the inequality

1

n
logM ≤ sup

ρ∈S (HA)
inf
s∈S
I(ρ,Ns) + en ·

logM

n
+
1

n
.

Since for each sequence of (n,L,M)-codes with average errors en→ 0 (n→∞), the remainder terms vanish,
the converse holds.

Remark 2 As can be noticed by inspection of the proof of the converse part in Theorem 1 above, even
dropping the condition of principal rate-boundedness on the dimensions of the entanglement resource
would not lead to higher communication rates. On the other hand, the proof of the achievability part
shows that memoryless extensions of a pure entangled state on HA ⊗HA always suffice as a resource to
achieve the capacity.

We conclude this section by demonstrating that for both capacities a general strong converse fails to hold.
The following example of a compound quantum channel without an average error EA message transmis-
sion capacity is inspired from [2].

Example 1 There is a set I = {N1,N2} ⊂ C(C5,C5) such that for each n

1

n
logNEA(n,I,1,

1
2 ) > sup

ρ∈S (C5)
min
i=1,2

I(ρ,Ni ) (32)

holds.

In the following, we present the example we stated to exist. Define the set I := {N1,N2} ⊂ C(C5,C5) formed
by the entanglement breaking channels

N1(a) :=
2

∑

i=1

tr(Eiia)Eii +
5

∑

j=3

tr(Ejja)E33 (a ∈ L(C5)) (33)

N2(a) :=
5

∑

i=4

tr(Eiia)Eii +
3

∑

j=1

tr(Ejja)E33 (a ∈ L(C5)), (34)

where we used the shortcuts Eij := |ei〉〈ej | for i, j ∈ {1, . . . ,5} with an orthonormal basis {ei }5i=1 ⊂ C5 for the
matrix units. One can show that

max
ρ∈S (C5)

I(ρ,N1) = max
ρ∈S (C5)

I(ρ,N2) = log3 (35)

holds, which for the channel N1 (N2) is attained on the set

A1 := {ρ : 〈e1,ρe1〉 = 〈e2,ρe2〉 = 1
3 } (36)

A2 := {ρ : 〈e4,ρe4〉 = 〈e5,ρe5〉 = 1
3 } (37)

and nowhere else. Consequently, the sets A1 an A2 are non-intersecting, and therefore

max
ρ∈S (C5)

min
i=1,2

I(ρ,Ni ) < log3 (38)

holds. We now show, by constructing sufficient codes, the inequality

NEA(n,I,1,
1

2
) ≥ 2 · 3n − 1, (39)
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which, together with (38) leads to a contradiction to the inequality from (9) in this case. For fixed n ∈ N,
define e :=

⊗n
i=1
e1,

V := {1,2,3}n ∪ {3,4,5}n (40)

ev := ev1 ⊗ · · · ⊗ evn , (41)

Ev(·) := |ev〉〈e|(·) |e〉〈ev | and Dv := |ev〉〈ev | ⊗1
C

5 (42)

for each v := (v1, ...,vn) ∈ V . Then C := (Φ⊗n,Ev ,Dv)v∈V with Φ := |φ〉〈φ|, φ := e1 ⊗ e1is an (n,1, |V |)-code for
entanglement-assisted message transmission with |V | = 2 · 3n − 1 and average error bounded by

max
i=1,2

e(n,C,N ⊗ni ) =
3n

2 · 3n − 1 <
1

2
. (43)

Consequently, the channel has no strong converse property for the average error criterion.

Remark 3 The reader may notice that the above introduced set I is also an explicit example of a compound
quantum channel, where the users have to pay a price in capacity for not knowing the channel. Com-
bination of (35) and (38) together with the coding theorem for the entanglement-assisted capacities for
perfectly known memoryless quantum channels leads to

CEA(I) = max
ρ∈S (C5)

min
i=1,2

I(ρ,Ni ) <min
i=1,2

max
ρ∈S (C5)

I(ρ,Ni ) = min
i=1,2

CEA(Ni ). (44)

It remains to give evidence to the claim that also no general strong converse does hold to the maximal-
error EA classical capacity of compound quantum channel. It becomes apparent from the following lemma
that there is no essential difference between the average error and maximal error criterion, if the users are
supplied with free rate-bounded entanglement assistance.

Lemma 4 For each set I ⊂ C(HA,HB) there is a number Re, such that for each n and each λ ∈ (0,1),

NEA(n,I,Re ,λ) =NEA(n,I,Re ,λ). (45)

Proof The inequality NEA(n,I,R,λ) ≥ NEA(n,I,R,λ) is obvious for each 0 ≤ R < ∞ from the definitions.
We prove that the reverse inequality NEA(n,I,R,λ) ≥ NEA(n,I,R,λ) does hold for large enough R. Let
C̃ := (Ψ̃, Ẽm, D̃m)Mm=1 be an (n, L̃,M)-EA message transmission code with average error

e(n, C̃,I) := λ ∈ (0,1). (46)

We show that there exists an (n,L,M)-EA message transmission code C := (Ψ,Em,Dm) whose maximal error
equals the average error of C̃, i.e.

e(n,C,I) = e(n, C̃,I), (47)

which implies, by maximization the desired inequality. Let {σ1, . . . ,σM } ⊂ SM be the set of cyclic transla-
tions on [M]. i.e.

σi (m) :=m⊕ i (m,i ∈ [M]), (48)

where ⊕ is the modulo-M addition defined on [M]. It is clear that

1

M

M
∑

m=1

tr
(

D̃c
m(N ⊗n ◦ Ẽm ⊗ id(Ψ̃))

)

=
1

M

M
∑

i=1

tr
(

D̃c
σi (m′)

(N ⊗n ◦ Ẽσi (m′) ⊗ id(Ψ̃))
)

(49)

for eachm′ ∈ [M], N ∈ I. We define the components of the code C. LetΨ := Ψ̃⊗Φ, where Φ := |φ〉〈φ| is the
maximally entangled state on K̃A ⊗ K̃B with K̃A = K̃B =CM , and

φ :=
1√
M

M
∑

k=1

ek ⊗ ek . (50)
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We define

Em(a) :=
M
∑

k=1

Ẽσk (m) ◦ trK̃A (1KA ⊗ |ek〉〈ek |a) (a ∈ L(KA ⊗ K̃A),m ∈ [M]), (51)

Dm :=
M
∑

k=1

D̃σk (m) ⊗ |ek〉〈ek | (m ∈ [M]). (52)

With these definitions, it holds for each m ∈ [M], N ∈ I

tr
(

Dc
m

(

N ⊗n ◦ Em ⊗ idKB (Ψ)
))

=
1

M

M
∑

i=1

tr
(

D̃c
σi (m)(N ⊗n ◦ Ẽσi (m) ⊗ id(Ψ̃))

)

(53)

= λ. (54)

Maximizing both sides of the above inequality over all m ∈ [M] shows that the maximal error of C equals
the average error of C̃ for each given channelN . Maximizing over all channels in I proves our claim.

4.2 Arbitrarily varying channels

In this section, we give a full proof of Theorem 2. The proof of achievability is performed in two steps.
In Lemma 5 below, we show that sufficient maximal-error codes exist for each large enough blocklength
for each AVQC which is generated by a finite set I of quantum channels. Afterwards, we derive sufficient
codes for each given AVQC (not necessarily generated by a finite or countable set of quantum channels).
The strategy of proof in this case is, to combine codes for finite AVQCs with suitable approximations of
arbitrary AVQCs by finite AVQCs. For proving the coding result for finite AVQCs, we use Ahlswede’s
robustification lemma, which we state first.

Theorem 4 (Robustification technique, cf. Theorem 6 in Ref. [4])
Let S be a set with |S | <∞ and n ∈N. If a function f : Sn→ [0,1] satisfies

∑

sn∈Sn
f (sn)q(s1) · . . . · q(sn) ≥ 1−γ (55)

for each type q of sequences in Sn for some γ ∈ [0,1], then
1

n!

∑

σ∈Sn
f (σ(sn)) ≥ 1− (n+1)|S | ·γ ∀sn ∈ Sn. (56)

The following lemma states existence of codes, sufficient for proving the achievability part of Theorem 2.

Lemma 5 Let I := {Ns}s∈S ⊂ C(HA,HB) be a finite set of c.p.t.p. maps, and define Ñp :=
∑

s∈S p(s)Ns for each
probability distribution p ∈ P(S). For each δ > 0 exists a number n0(δ), such that we find for each n > n0 an
(n,L,M)-EA message transmission code C with
1. eav(n,C,I) ≤ 2−nĉ with a constant ĉ(I,δ) > 0,
2. 1

n logM ≥ supρ∈S (HA) infp∈P(S) I(ρ,Ñp)− δ, and
3. 1

n logL ≤ dimHA + δ.

Proof Applying Proposition 1 on the compound channel generated by the set conv(I) of c.p.t.p. maps, we
obtain, provided n is large enough, an (n, L̃,M)-EA message transmission code C̃ = (Ψ, Ẽm, D̃m)Mm=1 with

1

n
logM ≥ sup

ρ∈S (HA)
inf

p∈P(S)
I(ρ,Ñp)− δ, (57)

e(n, C̃,conv(I)) ≤ 2−nc =: ǫ̃n, (58)

and L̃ ≤ dim(HA)⊗n. We define a function fm : Sn→ [0,1], m ∈ [M] by

fm(s
n) := tr

(

D̃m
(

Nsn ◦ Ẽm ⊗ idKB (Ψ))
))

. (59)
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From (58) we infer
∑

sn∈Sn
p(s1) · · · · · p(sn)fm(sn) ≥ 1− ǫ̃n

for each p ∈ P(S), m ∈ [M]. Define, for each σ ∈ Sn, and α ∈ SM an (n, L̃,M)-EA message transmission code
C̃α,σ := (Ψ, Ẽm,α,σ , D̃m,α,σ )Mm=1 with

Ẽm,α,σ (a) :=UA,σ Ẽα(m)(a)U
∗
A,σ (a ∈ L(H⊗nA )

and

D̃m,α,σ := (UB,σ ⊗1KB )D̃α(m)(UB,σ ⊗1KB )∗

for eachm ∈ [M], whereUA,σ ,UB,σ are the unitaries onH⊗nA resp.H⊗nB permuting the tensor factors accord-
ing to σ, i.e.

UX,σ x1 ⊗ · · · ⊗ xn := xσ(1) ⊗ · · · ⊗ xσ(n) (x1, . . . ,xn ∈ HX ,σ ∈ Sn)
with X = A,B. It then holds with the definitions given

fα(m)(σ(s
n)) = tr

(

D̃α,σ,m
(

Nsn ◦ Ẽα,σ,m ⊗ idKB(Ψ))
))

for each σ ∈ Sn,m ∈ [M], sn ∈ Sn. From (58), and (59), together with application of Theorem 4 and the fact
that permutations of the messages do not change the maximal error of the code, we conclude that

1− 1

n!M!

∑

σ∈Sn

∑

α∈SM
fα(m)(σ(s

n)) ≤ (n+1)|S | · ǫ̃n =: ǫn (60)

holds for each sn ∈ Sn. Let X1, . . . ,XK be a sequence of i.i.d. random variables each equidistributed on

Sn, and Y1, . . . ,YK be a sequence of i.i.d. random variables equidistributed on SM with K := ⌈2n c8 ⌉. Define
gm(α,σ,s

n) := 1− fα(m)(σ(s
n)) for each σ ∈ Sn,α ∈ SM , sn ∈ Sn. If we choose σ, and α randomly according to

(Xj ,Yj ) the expectation equals the l.h.s. of (60), which implies

E

[

gm(Xj ,Yj , s
n)
]

≤ ǫn (61)

for each m ∈ [M], sn ∈ Sn. It holds for each ν > ǫn, sn ∈ Sn, and α > 0

Pr















K
∑

k=1

gm(Xk ,Yk , s
n) > Kν















= Pr















K
∏

k=1

exp(α · gm(Xk ,Yk , sn)) > 2αKν















≤ 2−αKν ·
K
∏

k=1

E [exp(α · gm(Xk ,Yk , sn))] , (62)

by Markov’s inequality. By convexity of the exponential function, it holds 2αx ≤ (1−x)2α·0+x·2α·1 ≤ 1+2α ·x
for each x ∈ [0,1]. Consequently

E [exp(α · gm(Xk ,Yk , sn))] ≤ 1+2α ·Egm(Xk ,Yk , sn) ≤ 1+2αǫn (63)

holds for each k ∈ [K],m ∈ [M]. We have

Pr















K
∑

k=1

gm(Xk ,Yk , s
n) > Kν















≤ 2−αKν · (1 + 2αǫn)
K (64)

≤ 2−K(αν−log(1+2
αǫn)) (65)

≤ 2−K(αν−2·2
αǫn)) (66)

where the last inequality holds for each large enough n by log(1 + x) ≤ 2x which is true for all x ∈ [0,1].
From (66), the choice α = 1 and de Morgan’s laws, we conclude that

Pr















∀sn ∈ Sn,m ∈ [M] :
1

K

K
∑

k=1

tr
(

D̃Yk ,Xk ,m
(

Nsn ◦ ẼYk ,Xk ,m ⊗ idKB (Ψ))
))

≤ ν














≥ 1− |S |n ·M · 2−K(ν−4ǫ) (67)
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holds. If we set ν := 2−nĉ, ĉ := c/4, and choose n large enough, 2−K(ν−4ǫn) does grow super-exponentially
with n, therefore the r.h.s. of (67) is strictly positive by our choice of K . Consequently, we find a family
{(σ1,α1), . . . , (σK ,αK )}, such that

1

K

K
∑

k=1

eav(n, C̃αk ,σk ,Nsn ) ≤ 2−nĉ (68)

holds. For each large enough blocklength n, we define an (n,L,M)-EA message transmission code C :=
(Ψ ⊗Φ,Em,Dm)Mm=1 with Φ being the maximally entangled state with Schmidt vector

φ :=
1√
K

K
∑

k=1

ek ⊗ ek (69)

on K̃A ⊗ K̃B, K̃A = K̃B =CK ,

Em(a) :=
K
∑

k=1

Ẽm,αk ,σk ◦ trK̃A
(

(1KA ⊗ |ek〉〈ek |)a
) (

a ∈ L(KA ⊗ K̃A)
)

, (70)

and

Dm :=
K
∑

k=1

D̃m,αk ,σk ⊗ |ek〉〈ek | (71)

for each m ∈ [M]. By definition of C, we have

eav(n,C,Ns) =
1

K

K
∑

k=1

eav(n, C̃αk ,σk ,Nsn ) ≤ 2−n
c
2 . (72)

The bound on L is easily verified, it holds, by construction L = L̃ ·K , and therefore

1

n
logL = dimHA +

nc

8n
, (73)

which clearly verifies the bound on L, if n is large enough.

Next we drop the condition of finiteness for the set I generating the AVQC. We show existence of codes
for each large enough blocklength, suitable to show the achievability part in Theorem 2. This will be done
by using codes as derived in Lemma 5 for a suitable approximation of I by a finite AVQC. Explicitly, such
an approximation is obtained, by approximating conv(I). For this reason, we first introduce some notions
and results from convex geometry.

For a subset A of a normed space (V ,‖·‖), A is the closure and affA is the affine hull ofA. If A is a convex set,
the relative interior riA is the interior and the relative boundary rebdA of A are the interior and boundary
of A regarding the topology on affA induced by ‖ · ‖.

Lemma 6 (Ref. [6], Lemma 34) Let A, B be compact sets in Cn with A ⊂ B and

dH (rebdB,A) = t > 0, (74)

where dH is the Hausdorff distance induced by any norm ‖·‖ onCn. Let P a polytope withA ⊂ P and dH (A,P) ≤ δ,
where δ ∈ (0, t]. Then P ′ := P ∩ affA is also a polytope and P ⊂ B.

Lemma 7 Let I := {Ns}s∈S ⊂ C(HA,HB) be a set of c.p.t.p. maps. For each δ > 0, ǫ > 0, there exists a number
n0 := n0(ǫ,δ), such that for each n > n0 there is an (n,L,M)-EA message transmission code C fulfilling
1. eav(n,C,I) ≤ 2−nc with a constant c > 0,
2. 1

n logM ≥ supρ∈S (HA) infÑ ∈conv(I) I(ρ,Ñ )− δ, and
3. 1

n logL ≤ dimHA + δ.
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Proof Let δ > 0 be a fixed number, such that

sup
ρ∈S (HA)

inf
Ñ ∈conv(I)

I(ρ,Ñ )− δ > 0 (75)

holds (otherwise the lemma is trivial). For technical reasons, it is necessary that conv(I) does not touch
the boundary of C(HA,HB). To also cover situations, where this is not the case, let for γ ∈ [0,1), Dγ be the
γ-depolarizing channel on L(HA) defined by

Dγ (x) := (1−γ)x +γ · tr(x) 1HA
dimHA

(x ∈ L(HA)). (76)

Since Dγ ◦N < rebdC(HA,HB) holds for eachN ∈ C(HA,HB), γ ∈ (0,1), we have by Lemma 2.3.3 in [33]

Dγ (conv(I)) ( riC(HA,HB), (77)

which implies, via the obvious relation Dγ (conv(I)) = Dγ (conv(I)), positive distance of Dγ (conv(I)) to the
relative boundary of C(HA,HB), i.e.

min
{

‖N −N ′‖^ : N ∈Dγ (conv(I)), N ∈ rebdC(HA,HB)
}

> 0. (78)

With Lemma 6 and Theorem 3.1.6 from [33], we find a polytope Fγ such thatDγ (conv(I)) ⊂ Fγ ( C(HA,HB),
and moreover

D^(Dγ (conv(I)),Fγ ) ≤ 2η (79)

holds. Let Eγ := {Ñe}e∈Eγ be the (finite) set of extremal elements of Fγ . If n is large enough, we find, accord-

ing to Lemma 5, an (n,L,M)-EA message transmission code C̃ := (Ψ,Em, D̃m)Mm=1 for the AVQC generated
by Eγ , which fulfills

eav(n, C̃,Eγ ) ≤ 2−nc, (80)

c > 0, and

1

n
logM ≥ sup

ρ∈S (HA)
inf
Ñ ∈Fγ

I(ρ,Ñ )− δ
2
. (81)

Each member of Dγ (conv(I)) can be written as a convex combination of elements of Eγ , i.e.

Dγ ◦Ns =
∑

e∈Eγ
q(e|s)Ñe (82)

with a probability distribution q(·|s) on Eγ for each s ∈ S. Define, based on the objects from C̃ an (n,L,M)-

code C := (Ψ,Em,Dm)Mm=1 with the definition Dm := (D∗γ ⊗ idKB )⊗n(D̃m) for each m ∈ [M], where D∗γ denotes
the unital Hilbert-Schmidt adjoint of Dγ . It holds, for each sn ∈ Sn, m ∈ [M],

tr
(

Dm
(

Nsn ◦ Em ⊗ idKB (Ψ)
))

= tr
(

D̃m
(

D⊗nγ ◦Nsn ◦ Em ⊗ idKB (Ψ)
))

(83)

= tr















D̃m















n
⊗

i=1

Dγ ◦Nsi ◦ Em ⊗ idKB (Ψ)





























(84)

= tr



















D̃m



















n
⊗

i=1

∑

ei∈Eγ
q(ei |si )Ñei ◦ Em ⊗ idKB (Ψ)





































(85)

=
∑

en∈Enγ
qn(en|sn) tr

(

D̃m
(

Ñen ◦ Em ⊗ idKB (Ψ)
))

. (86)

Rearranging and maximizing both sides of the equality above over all messages m ∈ [M], we infer using
(80)

eav(n,C,I) ≤ eav(n, C̃,Eγ ) ≤ 2−nc . (87)
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On the other hand, by (79) in combination with Fannes’ inequality, it holds

sup
ρ∈S (HA)

inf
Ñ ∈Fγ

I(ρ,Ñ ) ≥ sup
ρ∈S (HA)

inf
Ñ ∈conv(I)

I(ρ,Ñ )− f (2γ). (88)

with a function f : [0,1]→ [0,1], f (x)→ 0 (x→ 0). Choosing γ > 0 small enough, it holds with (81)

1

n
logM ≥ inf

Ñ ∈conv(I)
I(ρ,Ñ )− δ. (89)

We are done.

Proof (Proof of Theorem 2.) The inequality

CAVEA (I) ≥ sup
ρ∈S (HA)

inf
Ñ ∈conv(I)

I(ρ,Ñ ) (90)

follows directly from Lemma 7. The converse inequality is also obvious, since CAVEA (I) ≤ CEA(conv(I)).
Directly from the characterization of the EA message transmission capacities in (12), we obtain the follow-
ing two corollaries.

Proof (Proof of Corollary 1) The inequality C
AV
EA (I) +C

AV
EA (I

′) ≤ CAVEA (I ⊗ I′) is obviously true from the op-
erational definition of the capacities. To show the reverse inequality, we first consider two finite sets
I := {Ns}s∈S , I′ := {Ns′ }s′∈S ′ , |S |, |S ′ | < ∞. For each p ∈ P(S × S ′) with marginal distributions q ∈ P(S),
q′ ∈ P(S ′), we define

Mp :=
∑

(s,s′ )∈S×S ′
p(s, s′)Ns ⊗N ′s′ , (91)

N q :=
∑

s∈S
q(s)Ns , (92)

N ′q′ :=
∑

s′∈S ′
q′(s′) N ′s′ . (93)

Subadditivity of the quantum mutual information (Lemma 3) then implies for each state ρ ∈ S (HA ⊗H′A)
the inequality

I(ρ,Mp) ≤ I(σ,N q) + I(σ
′ ,N q′ ), (94)

where σ := trH′Aρ, σ
′ := trHAρ are the marginals of ρ. Minimizing both sides of (94) over all probability

distributions on S × S ′, it holds
inf

p∈P(S×S ′)
I(ρ,Mp) ≤ inf

q∈P(S)
I(σ,N q) + inf

q′∈P(S ′)
I(σ ′ ,N q′ ). (95)

We now drop the condition of finiteness on the sets I, I′, and notice that Caratheodory’s Theorem allows
to express each member of conv(I⊗ I′) by a convex combination of finitely many channels from I⊗ I′ (the
same statement holds for conv(I), conv(I′)). Therefore, we conclude

inf
M∈conv(I⊗I)

I(ρ,M) = inf
S̃⊂S
|S̃ |<∞

inf
S̃ ′⊂S ′
|S̃ ′ |<∞

inf
p∈P(S̃×S̃ ′)

I(ρ,M̃p) (96)

≤ inf
S̃⊂S
|S̃ |<∞

inf
S̃ ′⊂S ′
|S̃ ′ |<∞

inf
q⊗q′

q∈P(S̃),q′P(S̃ ′)

I(ρ,M̃q⊗q′ ) (97)

≤ inf
S̃⊂S
|S̃ |<∞

inf
q∈P(S̃)

I(σ,N q) + inf
S̃ ′⊂S ′
|S̃ ′ |<∞

inf
q′∈P(S̃ ′)

I(σ ′ ,N q′ ) (98)

= inf
Ñ ∈conv(I)

I(σ,Ñ ) + inf
Ñ ′∈conv(I′)

I(σ,Ñ ′). (99)

The equalities in (96), (99) follow from Caratheodory’s Theorem. The inequality in (97) arises from the
fact that the minimization over all probability distributions on S ×S ′ is replaced by minimization over the
smaller set of product probability distributions. The inequality in (98) is by application of (95). Maximizing
over all ρ ∈ S (HA ⊗H′A) together with application of Theorem 2 yields

C
AV
EA (I⊗ I′) ≤ C

AV
EA (I) +C

AV
EA (I

′).
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Proof (Proof of Corollary 2) The claim follows immediately from Theorem 2. Twofold application of Alicki-
Fannes’ inequality [7] implies for each state ρ ∈ S (HA) and channels N ,N ′ ∈ C(HA,HB), ‖N −N ′‖^ := γ

∣

∣

∣I(ρ,N )− I(ρ,N ′)
∣

∣

∣ ≤ 6γ logdimHA + h(γ). (100)

We conclude

∣

∣

∣CAVEA (I)−CAVEA (I′)
∣

∣

∣ ≤ 6D^(conv(I),conv(I
′))dimHA + h(D^(conv(I),conv(I

′))) (101)

≤ 6D^(I,I
′ )dimHA + h(D^(I,I

′ )). (102)

We conclude this section by showing that the strong converse theorem 3 can be easily inferred from strong
converse statements for the corresponding capacities of perfectly known memoryless quantum channels.
Strong converse bounds for this case have been shown in [12]. The following statement is the result from
[23] rephrased to fit our notation. Actually, the assertions proven therein are even stronger than stated
below. It has been shown that for each sequence of codes with rates strictly above the capacity, the trans-
mission errors approach one with exponentially decreasing trade-offs in the asymptotic limit.

Theorem 5 ([23], Theorem 11) LetN ∈ C(HA,HB) be a channel. For each λ ∈ (0,1), and Re <∞,

limsup
n→∞

1

n
logNEA(n,I,Re ,λ) ≤ sup

ρ∈S (HA)
I(ρ,N ). (103)

Proof (Proof of Theorem 3) It suffices to show the first claim of the theorem. Notice that we do not have to

make a difference between conv(I) and its closure conv(I). The capacity and error functions are continuous.
Since I(ρ,N ) is a convex-concave function, von Neumanns min-max Theorem [32] applies, and it holds

sup
ρ∈S (HA)

inf
Ñ ∈conv(I)

I(ρ,Ñ ) = inf
Ñ ∈conv(I)

sup
ρ∈S (HA)

I(ρ,Ñ ). (104)

We conclude

limsup
n→∞

1

n
logN

AV
EA (n,I,Re ,λ) ≤ inf

Ñ ∈conv(I)
limsup
n→∞

1

n
logNEA(n,Ñ ,Re ,λ) (105)

≤ inf
Ñ ∈conv(I)

sup
ρ∈S (HA)

I(ρ,Ñ ) (106)

= sup
ρ∈S (HA)

inf
Ñ ∈conv(I)

I(ρ,Ñ ). (107)

5 Conclusion

In this work, we considered the task of entanglement-assisted classical message transmission over com-
pound memoryless and arbitrarily varying quantum channels. For both channel models, we obtained
single-letter capacity formulae. We have shown that the entanglement-assisted classical capacity is ad-
ditive under composition of AVQCs and stable under perturbation of the generating set of channels. Both
of these features fail to hold for the corresponding unassisted capacities in general. We demonstrated that
the entanglement-assisted message transmission capacities obey no general converse bound for compound
quantum channels. For arbitrarily varying quantum channels strong converse statements always hold.
An interesting question is, how these capacities do behave for thementioned channel models, if the amount
of shared entanglement provided for coding is limited. We leave the determination of a full trade-off rela-
tion between the optimal entanglement and message transmission rates.
It is known that optimal protocols for several other quantum communication tasks can be derived from
coherent versions of entanglement-assisted message transmission codes in case of perfectly known mem-
oryless quantum channels. The codes developed for the compound quantum channel and AVQC models
might be used to derive universal protocols for related quantum communication tasks also in case of these
models of system uncertainty.
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A The encoding construction from [29]

In this section, we give an account to the encoding maps introduced in [29] which we use in Section 4.1 to derive codes sufficient for
proving the achievability part of Theorem 1. First, we state the following well-known assertion about existence of certain Hilbert-
Schmidt orthonormal bases of unitary matrices in L(Cm), m ∈N.

Lemma 8 There exists a family {vj }m
2

j=1 ⊂ L(Cm) of matrices with the properties

1. v∗j vj = 1m, for each i ∈ [m], and

2. tr(v∗j vl ) =m · δjl for each j, l ∈ [m].

Since the considerations in this appendix depend highly on the concept of frequency typical sets and subspaces, we state the cor-
responding definitions. For a finite alphabet Y , and a probability distribution p ∈ P(Y ), the set of p-frequency typical sequences of
length k is defined by

T kp :=
{

yk ∈ Yk : ∀a ∈ Y : k · p(a) =N (a|yk )
}

, (108)

where N (a|xk ) is the number of occurrences of the letter a in yk . A probability distribution q ∈ P(Y ) is called a type of sequences in

Yk , if T kq , ∅. If we denote the set of types in Yk by Tk , it is well-known that

|Tk | ≤ (k +1)|Y | (109)

holds. For further information on the concept of types, the reader is referred to [19].

Let σ ∈ S (H), H ≃Cd be a density matrix with spectral decomposition

σ :=

d
∑

i=1

αi |γi 〉 〈γi |

counting zero eigenvalue eigenspaces. For each given k ∈ N, we can decompose H⊗k into a direct product of frequency typical
subspaces

H⊗k =
⊕

λ∈Tk
Hλ , Hλ := span

{

γik : i
k := (i1, . . . , ik ) ∈ T kλ

}

(110)

for each λ ∈ Tk , where we have used the abbreviation Tk := T (k, [d]). We define shortcuts

dλ := dimHλ = |T kλ |, Xλ := [d2λ]× {0,1}, and X :=
∏

λ∈Tk
Xλ (111)

Let, for each λ ∈ Tk , {vλjλ }
d2λ
jλ
⊂ L(Hλ) be a family of unitaries having the properties stated in Lemma 8 (applied with m := dλ). We

assume each matrix to be extended to the whole space H⊗k by zero-padding. Define for each λ ∈ Tk and xλ := (jλ, rλ) ∈ Xλ a unitary

uλxλ := vλjλ
· (−1)rλ . For each x := (xλ)λ∈Tk ∈ X , we define ux :=

∑

λ∈Tk u
λ
xλ

, and a c.p.t.p. map Ẽx ∈ C(H⊗k ,H⊗k ) by

Ẽx(a) := uxau∗x (a ∈ L(H⊗k )). (112)

The following nice properties of the family {Ẽx}x∈X we use throughout this paper, were shown in [29]. IfΨ := |ψ〉〈ψ| is the purification
of σ with state vector

ψ :=
d
∑

i=1

√
αiγi ⊗γi ∈ H⊗H, (113)

it holds

1

|X |
∑

x∈X
Ẽx ⊗ id⊗kH (Ψ⊗k ) =

∑

λ∈Tk
αk(T kλ ) πλ ⊗πλ , (114)

where αk(T kλ ) :=
∑

ik∈T kλ
αi1 · . . . αik and πλ :=

1Hλ
dλ

is the maximally mixed state on Hλ . Moreover, the equality

S
(

N ◦ Ẽx ⊗ id⊗kH (Ψ⊗k )
)

= S
(

N ⊗ id⊗kH (Ψ⊗k )
)

(115)

holds for each x ∈ X , N ∈ C(H⊗k ,K) with K being any (finite dimensional) Hilbert space was shown in [29].

Proof (Proof of Lemma 1) We show that the family {Ẽx}x∈X introduced preceding this section has the desired properties. Note that by
definition of V , it holds

χ(q∗,V ) = S(V q∗ )−
∑

x∈X
q∗(x) S

(

N ◦ Ẽx ⊗ id⊗kH (Ψ⊗k )
)

, (116)
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with V q∗ :=
∑

x∈X q∗(x)V (x). It holds

S
(

V q∗
)

= S



















N ⊗k ⊗ id⊗kH



















∑

λ∈Tk
αk (T kλ ) πλ ⊗πλ





































(117)

≥
∑

λ∈Tk
αk (T kλ )

(

S(N ⊗k(πλ)) +S(πλ)
)

(118)

≥ S(N (σ)⊗k ) + S(σ⊗k )−2 · log |Tk |. (119)

The inequality in (117) is by definition of V together with (114) and linearity of N , and the inequality in (118) is by concavity and
additivity of S for tensor product states. The last of the above inequalities is by almost-convexity of S , i.e. the inequality

S(τ) ≤
∑

x∈X
p(x)S(τx) +H(p),

which holds for each p ∈ P(X ) and set {τx : x ∈ X} of quantum states on a Hilbert space with average state τ :=
∑

x∈X p(x)τx .

Additionally, the fact that
∑

λ∈Tk α
k(T kλ )πλ = σ⊗k holds, was used. By similar reasoning as above, also the reverse inequality

S
(

V q∗
)

≤ S(N (σ)⊗k ) + S(σ⊗k ) + 2 · log |Tk | (120)

is proven. With the preceding bounds, and additivity of the quantum mutual information on inputs with tensor product structure,

i.e. I(σ⊗k ,N ⊗k ) = k · I(ρ,N ), we have

|k · I(σ,N )−χ(q∗,V )| =
∣

∣

∣

∣
I(σ⊗k ,N ⊗k )−χ(q∗,V )

∣

∣

∣

∣
≤ 2log |Tk | ≤ 2d · log(k +1) (121)

where the rightmost inequality above is by type counting.
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