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We calculate the energy levels of a system of neutrinos undergoing collective oscillations as func-
tions of an effective coupling strength and radial distance from the neutrino source using the quantum
Lanczos (QLanczos) algorithm implemented on IBM Q quantum computer hardware. Our calcu-
lations are based on the many-body neutrino interaction Hamiltonian introduced in Ref. [1]. We
show that the system Hamiltonian can be separated into smaller blocks, which can be represented
using fewer qubits than those needed to represent the entire system as one unit, thus reducing the
noise in the implementation on quantum hardware. We also calculate transition probabilities of
collective neutrino oscillations using a Trotterization method which is simplified before subsequent
implementation on hardware. These calculations demonstrate that energy eigenvalues of a collective
neutrino system and collective neutrino oscillations can both be computed on quantum hardware
with certain simplification to within good agreement with exact results. a

I. INTRODUCTION

According to the Standard Model of particle physics,
neutrinos are neutral elementary particles that exist in
three leptonic flavors: electron, muon, and tau neutrino.
Recent experimental evidence [2–5] indicates that neu-
trinos have multiple mass eigenstates which do not coin-
cide with flavor eigenstates. This causes mixing between
different neutrino flavors. Thus, neutrinos have been ob-
served to oscillate between different flavors as they prop-
agate, which is a quantum mechanical phenomenon.

Early research in neutrino oscillations boosted obser-
vations of the flux of solar neutrinos [6], experimental
studies of neutrino beams, as well as theoretical research
in the nature of neutrinos that appear to be emitted and
absorbed in flavor eigenstates but travel as mass eigen-
states. After studying neutrino flavor transitions, it has
been realized that neutrinos experience self-maintained
coherent oscillations [7]. Moreover, these collective neu-
trino oscillations are not disrupted by a homogeneous and
isotropic environment. This phenomenon was studied in
detail in connection with early universe scenarios [8] and
supernovae [9].
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In the astrophysical events mentioned above, an abun-
dant number neutrinos are created. For example, in a
core-collapse supernova event the energy released is of or-
der ∼ 1059 MeV and 99% of this energy is carried away
by neutrinos and antineutrinos. This large amount of
of energy corresponds to ∼ 1058 neutrinos [10]. Study-
ing interactions between this many neutrinos using clas-
sical computers is a daunting task. One needs to ac-
count for strong correlations due to collective neutrino
oscillations. Calculating the energy spectrum of the col-
lective neutrino system is central to understanding the
physics behind neutrino interactions giving rise to a col-
lective behavior. In Ref. [1], a mean-field approximation
was used to calculate the eigenvalues and eigenstates of
a collective neutrino system. They introduced a method
to systematically obtain the eigenvalues and eigenstates
of a many-body Hamiltonian describing collective neu-
trino oscillations. Remarkably, using this method, one
can perform calculations in a 15-neutrino system with a
personal computer.

On the other hand, the exponential speedup that fault-
tolerant quantum computers provides hope to simulate
and understand high energy physics that is inaccessible
to classical computers. Recently, there has been excit-
ing progress, for example, towards understanding par-
ton showers using quantum computers [11]. A similar
speedup with quantum computers is also expected in the
study of collective neutrino oscillations. The first at-
tempt to study neutrino oscillations on a quantum pro-
cessor was discussed in [12] where a scheme to study the
dynamics of neutrino oscillations on a trapped-ion quan-
tum computer was introduced. The first experimental
results on the dynamics of neutrino oscillations employ-
ing quantum hardware were presented in Ref. [13]. Two-
and three-flavor neutrino oscillations were represented on
a superconducting quantum processor, and the survival
probability of different neutrino flavors was studied as
a function of neutrino energy. Here, we make use of
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the quantum Lanczos and hubrid quantum-classical al-
gorithms to obtain energy spectra for the Hamiltonian
in the mass basis of neutrino systems undergoing oscilla-
tions, in addition to transition probabilities.

Concurrently with the present work, Ref. [14] also
studied the simulation of collective neutrino oscillations
on a quantum computer. The authors of that study
explore the real-time many-body evolution of a collec-
tive neutrino system using first-order Trotterization com-
bined with error mitigation, a complementary technique
to the Quantum Lanczos (QLanczos) method used in the
present work.

Our experimental results for the energy eigenvalues of
N = 4 collective neutrino system are in very good agree-
ment with exact diagonalization, enabling us to observe
flavor oscillations in the collective neutrino system with
N = 3 and N = 4 neutrinos.

The layout of this paper is as follows. In Sec. II we in-
troduce the collective neutrino system to be implemented
on a quantum computer. Next, in Sec. III we discuss
how the neutrino system can be studied with a quantum
computer, including the methods for the calculation of
the energy levels of the system and the transition prob-
abilities between neutrinos of different flavors. In Sec.
IV we present our results for the energy levels of a four-
neutrino system as functions of the coupling parameter
that depends on the radial distance from the neutrino
source using the QLanczos algorithm. We also discuss
the calculation of transition probability amplitudes for 3-
, and 4-qubit collective neutrino systems as a function of
time using a simplified first-order Trotterization method.
Finally, in Sec. V we summarize our conclusions and out-
look.

II. THE MODEL

Neutrino interactions can be described by a many-
body Hamiltonian which consists of neutrino oscilla-
tions in vacuum, interactions of neutrinos with back-
ground matter and other neutrinos and anti-neutrinos.
In Ref. [1], eigenvalues and eigenstates of the many-body
collective neutrino oscillation Hamiltonian were studied
after applying certain simplifications such as limiting to
two flavor/mass states of neutrinos, ignoring interactions
with anti-neutrinos as well as the background matter.
With these simplifications, the Hamiltonian representing
the vacuum and neutrino self-interaction terms can be
written as

H =
∑

p

ωp
~B · ~Jp +

√
2GF
V

∑

p,q

(1− cosϑpq) ~Jp · ~Jq , (1)

where ~B = (0, 0,−1)mass = (sin 2θ, 0,− cos 2θ)flavor, θ is
the vacuum mixing angle, and ωp = δm2/(2|p|) are the
vacuum oscillation frequencies. The neutrino mass-basis

isospin operators ~Jp can be written in terms of fermionic

creation and annihilation operators as

J+
p = a†1(p)a2(p) , (2)

J−p = a†2(p)a1(p) , (3)

Jzm =
1

2

(
a†1(p)a1(p)− a†2(p)a2(p)

)
. (4)

In the case where neutrinos are assumed to be emitted
isotropically from a single spherical emission surface, the
neutrino self-interaction term can be simplified to

H ≈
∑

p

ωp
~B · ~Jp + µ(r)

(∑

p

~Jp

)2

(5)

where µ(r) = GF√
2V

(
1−

√
1− R2

v

r2

)2

, with GF the Fermi

interaction constant, V the quantization volume, r the
distance from the center of a neutrino sphere of radius
Rν , and p the index labeling the oscillating frequencies
present in the system.

III. QUANTUM COMPUTATION

We use the hybrid quantum-classical QLanczos algo-
rithm discussed in [15, 17] to find the eigenvalues of the
collective neutrino many-body interaction Hamiltonian
(5). To study a Hamiltonian on a quantum computer one
needs to express it in terms of Pauli spin matrices. Since
neutrinos are fermions, observables can be represented
using a two-dimensional SU(2) algebra. The isospin op-
erators can be expressed in term of Pauli matrices as
Ji = σi

2 , where σi ∈ {X,Y, Z} are Pauli spin matrices.
Therefore, the neutrino interaction Hamiltonian (5) in
mass basis can be written as

H = −1

2

M∑

p=1

ωpZp +
µ(r)

4
(X2 + Y 2 +Z2) , (6)

where p labels the oscillation frequencies present in the
system, X = (X1, . . . , XM ), and similarly for Y and Z.

We choose a system with N neutrinos distributed
evenly across M oscillation frequencies, and for simplic-
ity we set M = N . In this system, one needs to calculate
2N eigenvalues, which becomes an intractable problem
on classical computers as the number of neutrinos grows.
Quantum computers provide an exponential speedup in
the calculation of eigenvalues and eigenvectors as func-
tions of µ/ω0, where the oscillation frequencies are given
by ωp = pω0 [18]. We use the numerical parameters for
dense neutrino gasses provided in Ref. [18].

The system Hamiltonian (6) in the mass basis is sepa-
rable into independent blocks. This follows from the fact
that H commutes with the total number operator

N =

N∑

p=1

I − Zp
2

. (7)
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SinceN has N+1 distinct eigenvalues, 0, 1, . . . , N+1, the
Hamiltonian splits into N + 1 blocks that can be studied
independently. The kth block has dimension dk =

(
N
k

)
,

and d0 + d1 + · · · + dN = 2N . The largest block grows

asymptotically as 2N
√
N

, requiring N − 1
2 log2N qubits.

This is not a significant improvement for large N , but
for values of N relevant to NISQ devices, it provides a
significant reduction in required resources.

To compute the spectra, we express each reduced block
Hamiltonian as a sum of unitary matrices [19]:

Hblock =
∑

I

cIσI (8)

where I = {i0, . . . , inq−1} and σI = σi0σi1 . . . σnq−1, with
σ ∈ {I,X, Y, Z} and nq the number of qubits used for this
block Hamiltonian. The coefficients cI are found from

cI =
1

2nq
Tr[HblockσI ] . (9)

Here we study the four-neutrino system Hamiltonian.
The matrix elements corresponding to no particle, i.e.,
in the state |0000〉, and four particles, i.e., in the state
|1111〉, form one-dimensional blocks, so the eigenval-
ues are readily available analytically. The subspaces of
single-particle states, {|1000〉, |0100〉, |0010〉, |0001〉} and
three-particle states, {|1110〉, |0111〉, |1011〉, |1101〉} form
independent four-dimensional blocks each of which can
be represented by a two-qubit system.

The largest block corresponds to the six-
dimensional subspace of two-particle states,
{|1100〉, |0101〉, |1010〉, |1001〉, |0011〉, |0110〉} that can be
studied using a three-qubit system. They form a block
Hamiltonian that can be written as

Hblock =
(ω0 + 6µ)

4
I +

µ

2
H1 +H2 (10)

with

H1 =X0X1X2 + Z0X1X2 + Y0Y1X2 +X0X1 +X0Z1

+ Z0X1 + Y0Y1 +X1X2 + Z1X2 − Z0Z1

+X0 +X1 +X2 ,

(11)

H2 =
(2ω0 − µ)

2
Z0Z1 +

ω0

4
Z1Z2 +

µ+ ω0

2
Z0

+
2µ− ω0

4
Z1 +

ω0

4
Z2 ,

(12)

where we added arbitrary values (additional energy lev-
els E′1, E

′
2) as the last two elements of the diagonal to

create a matrix for a 3-qubit system. One needs to make
sure that these additional energy levels are not at the end
of the energy spectrum, or choose an initial state which
is orthogonal to the corresponding eigenvectors, other-
wise the QITE algorithm may converge to these spurious
states. We set E′1 = E′2 = ω0.

Similarly,

H±block =
6µ± 5ω0

2
I + µ(X0 +X1 +X0X1)

+ ω0(Z0 +
1

2
Z1) ,

(13)

gives the reduced Hamiltonian blocks for 1-particle
(H−block) and 3-particle (H+

block) states, respectively.
Experimentally, we have ω0 = 1.055×10−16 MeV [18].

Here, we work in units in which ω0 = 1, thus effectively
we calculate energy levels, E/ω0, as functions of µ(r)/ω0.

A. QLanczos Algorithm

In this section we provide a short discussion on how we
apply our hybrid quantum-classical QITE / QLanczos al-
gorithm to calculate the energy eigenvalues of a collective
neutrino system.

The QLanczos algorithm is based on the quantum
imaginary-time evolution (QITE) algorithm (explained
in Appendix A) whose main goal is to simulate the non-
unitary imaginary-time evolution of a system on a quan-
tum computer with only unitary operations. It was pro-
posed in Ref. [15] and, unlike other approaches [20], does
not require ancilla qubits or classical optimization. How-
ever, it is implemented with multiple single- and two-
qubit gates at each step of the imaginary-time evolution
until the system converges to the ground state energy. To
make the implementation more compatible with NISQ
devices, we proposed certain adaptations that reduced
the depth of the quantum circuits [16, 17, 19].

At each step of the QITE algorithm we calculate en-
ergy expectation values which are then used as input
by the QLanczos algorithm. As menthioned earlier, to
increase the performance of our algorithm, we divide
the Hamiltonian for the collective neutrino system in
the mass basis into independent blocks. We apply the
QITE and QLanczos algorithm on each block Hamilto-
nian choosing initial states informed by the symmetry of
the block in order to reduce the number of imaginary-
time steps required for convergence.

Having found the ground state, one can in principle
use the QITE algorithm to obtain excited states by se-
lecting an initial state |Ψ0〉 orthogonal to the ground
state. However, this in practice is an impossible task on
NISQ devices due to errors. Instead, we apply the quan-
tum Lanczos (QLanczos) algorithm which uses the QITE
states and energy expectation values at select steps as in-
puts. These states span the Krylov spaceK of the QLanc-
zos algorithm such that (K) spanned by {|Φ0〉, |Φ2〉, . . . }
where |Φl〉 = cle

−l∆τHblock |Ψs〉 and |Ψs〉 is the state at
the s-th QITE step. After filling out the Krylov space we
build the overlap (T ) and Hamiltonian (H) matrices from
the energy expectation value measurements on quantum
hardware. The elements of these matrices are defined as

Tl,l′ = 〈Φl|Φl′〉 , Hl,l′ = 〈Φl|Hblock|Φl′〉 , (14)
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respectively. We need to express these quantities in terms
of energy expectation values which are obtained from
measurements on a quantum computer. We obtain

Tl,l′ = 〈Φl|Φl′〉 =
clcl′

c2r
, (15)

and

Hl,l′ = 〈Φl|Hblock|Φl′〉 = Tl,l′〈Φr|H|Φr〉 , (16)

The normalization constants are found recursively
through

1

c2r+1

=
〈Φr|e−2∆τHblock |Φr〉

c2r
(17)

where r = l+l′

2 and l, l′ are even integers. For
the experimental realization of these coefficients,
we expand the numerator to second order in ∆τ
as 〈Φr|e−2∆τHblock |Φr〉 = 1 − 2∆τ〈Φr|Hblock|Φr〉 +
2(∆τ)2〈Φr|H2

block|Φr〉+O((∆τ)3). This second-order ex-
pansion requires measuring energy expectation values as
well as second moments, 〈H2

block〉, at each QITE step on
quantum hardware. Although this doubles the number
of measurements required on quantum hardware with the
method described earlier, after obtaining the QITE states
from noisy simulator we can do circuit bundling and com-
bine up to 900 (depending on the provider and backend)
circuits in a single job and run these circuits on quantum
hardware. For this second-order expansion, to improve
the result with higher µ(r) values one needs to choose a
smaller value of ∆τ since the order of magnitude of the
neutrino system Hamiltonian is directly proportional to
the µ(r) value.

The next step is to solve the generalized eigenvalue
equation

Hx = ET x , (18)

which provides an approximation,

|Ψ[E]〉 = cE

(
x

(E)
0 |Φ0〉+ x

(E)
1 |Φ2〉+ . . .

)
, (19)

to the eigenvectors of the Hamiltonian. Here, c−1
E =

‖∑l=0,1,... x
(E)
l |Φl〉‖. The eigenvalues E provide an ap-

proximation to the energy levels of the Hamiltonian. Un-
fortunately, these eigenvalues are numerically unstable
due to the noise from quantum hardware. As the number
of qubits increases in the system, the measurement out-
comes become more noisy resulting in incorrect energy
levels. To decide if an energy E obtained from (III A)
using experimental results is close to the exact energy
eigenvalue of the Hamiltonian (6), we use a minimum
uncertainty criterion: we calculate the uncertainty in en-
ergy from ∆E = ||Hblock|Ψ[E]〉−E|Ψ[E]〉||. We scan the
eigenvalues obtained from Krylov space at each QITE
step and discard the eigenvalues with uncertainty that is
greater than a certain value δ, i.e., we require ∆E ≤ δ.

We summarized the QLanczos algorithm in Fig. 10 of
Ref. [17].

We use the information from symmetry considerations
of the reduced block Hamiltonian to choose different ini-
tial states, |Ψ0〉, for each block in order to obtain all
energy levels of the Hamiltonian (6).

Due to the noise in the hardware, no information is
added when we add more than two QLanczos vectors
to the Krylov space. Therefore, we worked with two-
dimensional Krylov spaces. Using the reduced block
Hamiltonian in two- and three-qubit systems, we first
ran the QITE algorithm to obtain the two lowest en-
ergy eigenvalues of the symmetry sector corresponding
to the initial state choice. To obtain the two high-
est energy eigenvalues, we ran the QITE algorithm us-
ing −Hblock with a different initial state. This yielded
all energy eigenvalues of a two-qubit reduced Hamilto-
nian block. For the two remaining energy levels of a
three-qubit Hamiltonian block (recall that two eigen-
values were added arbitrarily to supplement the six-
dimensional block), we obtained the eigenstates exactly
by exploiting the symmetry of the reduced Hamiltonian
block and then constructed quantum circuits generat-
ing them which we implemented on quantum hardware
to obtain the experimental energy eigenvalues. As it is
easily seen from the three-qubit reduced block Hamil-
tonian in (10), the eigenvalue 2µ is degenerate and the
corresponding eigenvectors are 1√

2
(|010〉 − |011〉) and

N [(1 + 2
µ )|010〉 − |000〉 − 2|001〉+ |101〉+ 2|100〉], where

N−2 = 11 + 4
µ + 4

µ2 .

In the case of larger systems described by a larger
number of qubits, in order to reach the middle energy
levels, one can modify the Hamiltonian to H ′block =
(Hblock − αI)2, where the parameter α is adjusted so
that the energy levels in the middle turn into the low-
est energy levels. This provides a method to calculate all
energy levels of a system with more than four neutrinos.

B. Trotterization

Next, we turn to the calculation of the transition prob-
ability amplitude of collective neutrino flavor oscillations.
To this end, we need to calculate the real-time evolution
of an initial state governed by the unitary time evolution
operator U = e−iHflavort with

Hflavor =− 1

2

M∑

p=1

ωp(cos 2θZp − sin 2θXp)

+
µ(r)

4
(X2 + Y 2 +Z2) ,

(20)

where we substituted ~B = (sin 2θ, 0,− cos 2θ)flavor in Eq.
(5) for the flavor-basis magnetic field and used sin2(2θ) =
0.1 for the two-flavor mixing angle which has been ob-
tained from observations of neutrino oscillations [18].
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The transition probability amplitude between a given ini-
tial state |Ψinitial〉 and a final state |Ψfinal〉 is

Pfi(t) = |Afi|2 , Afi(t) = 〈Ψfinal|U(t)|Ψinitial〉 . (21)

First-order Trotterization is one of the commonly used
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First-order Trotterization is one of the commonly used

|0〉

U(θ1)

U(θ3) U(θ4) U(θ5)

|0〉 U(θ2) • •

|0〉 • •

FIG. 1: The quantum circuit obtained using IBM Qiskit’s
isometry function for the Trotterization of a three-qubit

block Hamiltonian of the neutrino system.

methods to decompose the unitary time evolution so that
the unitary time evolution operator can be approximated
by operators which can be expressed in terms of one-
and two-qubit operators of the quantum computers. To
this end, we split the Hamiltonian into three parts each
consisting of commuting matrices, H = HX +HY +HZ ,
where

HX =
sin 2θ

2

M∑

p=1

ωpXp +
µ(r)

4
X2

HY =
µ(r)

4
Y 2

HZ = −cos 2θ

2

M∑

p=1

ωpZp +
µ(r)

4
Z2 (22)

and use

e−iH∆t = e−iHX∆te−iHY ∆te−iHZ∆t +O((∆t)2) (23)

Then

U(t) ≈
[
e−iHX∆te−iHY ∆te−iHZ∆t

]n
(24)

for t = n∆t. To implement each step on quantum hard-
ware, several gates are needed. Due to the limited deco-
herence time in NISQ devices, it is often not possible to
implement a large number of Trotter step. To circum-
vent this problem, we used the isometry function in the
IBM Qiskit library to simplify the circuits. The result-
ing quantum circuits can be seen in Fig. 1, where U(θi)
with i ∈ {1, 2, 3, 4} are a series of single-qubit U3(θ, λ, φ)
gates. The circuits are of this form independently of the
number of Trotterization steps. As we add more steps,
only the angles change in the circuit of Fig. 1, which
allows us to implement Trotterization on the IBM Q de-
vices.

Although this simplification is not scalable, it is advan-
tageous for NISQ devices, as the angles change at each
Trotter step but the depth of the quantum circuit remains

the same. Using this tool is sometimes not straightfor-
ward because the quantum circuits obtained using the
isometry function involve connections between all qubits
in the circuit which is not the case for many IBM Q de-
vices. If hardware does not have this kind of connectivity,
then addition of extra SWAP gates is required resulting
in additional noise in the system. A possible solution for
this kind of problem could be using an ion trap quantum
computer that has all to all connectivity, thus requiring
no additional SWAP gates.

IV. RESULTS

First, as seen in Fig. 2 we performed calculations
with the 4-neutrino system Hamiltonian expressed in
the neutrino mass basis to find the eigenvalues as func-
tions of the radial-distance-dependent coupling parame-
ter µ(r)/ω0 using the QLanczos algorithm and our ex-
perimental data agrees very well with the energy eigen-
values obtained from exact diagonalization. To this end,
we divided the Hamiltonian of the system into two- and
three-qubit subsystems which helped us obtain results
with less hardware noise compared to a four-qubit sys-
tem needed for the full Hamiltonian. We ran the QITE
algorithm as described above for two-qubit circuits on
IBM Q Athens, Casablanca, Ourense, Rome, Santiago,
and Vigo devices. We ran three-qubit quantum circuits
on IBM Q Athens, Casablanca and Lima, switching be-
tween devices depending on their availability.

We present two sample data sets obtained with the
QITE algorithm in Fig. 3. Figs. 3(a) and 3(b) depict
QITE algorithm results for a two-qubit reduced Hamil-
tonian block (Hblock) and three-qubit block with reversed
sign (−Hblock), for µ(r)/ω0 = 0.2, implemented on IBM
Q Vigo and Casablanca, respectively. The convergence of
the energy expectation value to the ground state energy is
evident for the two-qubit Hblock in Fig. 3(a) starting with
initial state |Ψ0〉 = |10〉. This convergence is obscured by
hardware noise in the 3-qubit case with −Hblock starting
with initial state |Ψ0〉 = |001〉, as seen in Fig. 3(b). We
compare the energy expectation value as a function of
imaginary time between those obtained from exact di-
agonalization, noiseless simulator, noisy simulator with
quantum hardware noise, and experimental runs per-
formed on the IBM Q Vigo and Casablanca devices. This
comparison shows that the noisy simulator with noise pa-
rameters from the quantum device is not good enough to
reflect all noise present in the quantum hardware. It
appears that the cross-talk errors present in quantum
hardware are not reflected in the error parameters of the
so-called fake back-end noise models. We repeated this
procedure with different initial states and values of the
coupling µ(r) with similar results. We then used the out-
put of the QITE algorithm to find all eigenvalues using
the QLanczos algorithm.

To obtain Fig. 2, we performed experiments with
Nruns = 2 runs and Nshots = 8192 shots per run. The
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values obtained from exact diagonalization. To this end,
we divided the Hamiltonian of the system into two- and
three-qubit subsystems which helped us obtain results
with less hardware noise compared to a four-qubit sys-
tem needed for the full Hamiltonian. We ran the QITE
algorithm as described above for two-qubit circuits on
IBM Q Athens, Casablanca, Ourense, Rome, Santiago,
and Vigo devices. We ran three-qubit quantum circuits
on IBM Q Athens, Casablanca and Lima, switching be-
tween devices depending on their availability.

We present two sample data sets obtained with the
QITE algorithm in Fig. 3. Figs. 3(a) and 3(b) depict
QITE algorithm results for a two-qubit reduced Hamil-
tonian block (Hblock) and three-qubit block with reversed
sign (−Hblock), for µ(r)/ω0 = 0.2, implemented on IBM
Q Vigo and Casablanca, respectively. The convergence of
the energy expectation value to the ground state energy is
evident for the two-qubit Hblock in Fig. 3(a) starting with
initial state |Ψ0〉 = |10〉. This convergence is obscured by
hardware noise in the 3-qubit case with −Hblock starting
with initial state |Ψ0〉 = |001〉, as seen in Fig. 3(b). We
compare the energy expectation value as a function of
imaginary time between those obtained from exact di-
agonalization, noiseless simulator, noisy simulator with
quantum hardware noise, and experimental runs per-
formed on the IBM Q Vigo and Casablanca devices. This
comparison shows that the noisy simulator with noise pa-
rameters from the quantum device is not good enough to
reflect all noise present in the quantum hardware. It
appears that the cross-talk errors present in quantum
hardware are not reflected in the error parameters of the
so-called fake back-end noise models. We repeated this
procedure with different initial states and values of the
coupling µ(r) with similar results. We then used the out-
put of the QITE algorithm to find all eigenvalues using
the QLanczos algorithm.

To obtain Fig. 2, we performed experiments with
Nruns = 2 runs and Nshots = 8192 shots per run. The
error bars represent ±σ. To obtain the experimental
energy eigenvalues in Fig. 2, we used both readout er-
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FIG. 2: ROEM energy eigenvalues of 4-neutrino system as a function of the radial dependence of the coupling system µ(r)/ω0

obtained using QLanczos algorithm. The experiments were run on various IBM Q devices (Athens, Casablanca, Ourense,
Rome, Santiago and Vigo) for Nruns = 2 times and error bars represent ±σ. The straight lines represent the exact eigenvalues

obtained from exact diagonalization.

(a) (b)

FIG. 3: (a): Energy vs. imaginary time calculated exactly using 2-qubit Hblock and compared to IBM Q Aer QASM noiseless
and noisy simulator with µ(r)/ω0 = 0.2 and getting the measured energy expectation values from IBM Q Vigo hardware

(data collected on 01/09/2021). (b): Energy vs. imaginary time calculated exactly using 3-qubit −Hblock and compared to
IBM Q Aer QASM noiseless and noisy simulator with µ(r)/ω0 = 0.2 and using A[s] operators from noisy simulator to get the
measured energy expectation values from IBM Q Casablanca hardware (data collected on 01/19/2021). The experiments were

run Nrun = 2 times and the error bars represent ±σ. The energies converge to the ground state energy level (a) -3.415 ±
0.003 with percentage error of 1.3 % and (b) -2.205 ± 0.029 with percentage error of 12.3 % .

ror mitigation (ROEM) and Richardson extrapolation er-
ror mitigation techniques. In the implementation of the
QLanczos algorithm we discarded eigenvalues if the to-
tal uncertainty of two states in Krylov space exceeded a
certain value, by demanding ∆E ≤ δ. For three-qubit
data, we set δ = 1.3, whereas for 2-qubit data we set
δ = 0.6. Then we chose the eigenvalues corresponding to
the minimum total uncertainty below this threshold. The
threshold was set larger in the three-qubit case because a
larger qubit system produces more hardware noise. This
resulted in experimental eigenvalues obtained with the

aid of the QLanczos algorithm that agreed well with ex-
act eigenvalues obtained from exact diagonalization.

We performed calculations for various values of the
coupling µ(r). Smaller values yielded better agreement
of experimental and exact energy levels. Applying the
QLanczos algorithm on Hblock and −Hblock with a two-
dimensional Krylov space yields a couple of lowest and
highest eigenvalues in the spectrum, respectively. While
this spans the spectrum in the two-qubit case, for a three-
qubit system there are a couple of intermediate size eigen-
values which this procedure does not calculate. Fortu-
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nately, the remaining eigenvalues correspond to eigenvec-
tors that can be computed exactly using symmetry con-
siderations of the block. We obtain the states 1√

2
(|010〉−

|011〉) andN [(1+ 2
µ )|010〉−|000〉−2|001〉+|101〉+2|100〉],

where N−2 = 11 + 4
µ + 4

µ2 . We obtained these eigenval-

ues experimentally by running the quantum circuits for
the corresponding eigenstates on IBM Q hardware; see
Fig. 2.

We also calculated the transition probability ampli-
tudes for collective neutrino oscillations on a quantum
computer. The transition probabilities for 3- and 4-
neutrino systems are shown in Figs. 4 (a) and (b), re-
spectively. We compare exact transition probabilities,
transition probabilities from noiseless simulated first or-
der Trotterization, and experimental results obtained
from IBM Q hardware. To obtain the time evolution
of the initial state we used the Trotterization method
discussed in Sec. III. The experiments were performed on
the IBM Q 7-qubit Casablanca hardware device. We ran
the experiments Nruns = 6 (Fig. 4(a)) and Nruns = 5
(Fig. 4(b)) times such that each run had 8192 shots.
Error bars represent ±σ. Evidently, the main source of
error is not algorithmic, but due to quantum hardware
noise.

In Fig. 4(a) we were able to obtain the transition am-
plitudes within the error bars up to t ≈ 1.5 for 3-qubit
case and we can clearly observe the flavor oscillation for
this particular case. On the other hand, although most
of the exact data points are not within the error bars of
the experimental data points, we were able to observe
the flavor oscillation even for 4-qubit case (Fig. 4(b)).
There are two obvious sources of errors contributing to
this situation in addition to other quantum hardware
noise. The first one is that the isometry function in the
Qiskit library provides quantum circuits that require a
hardware layout with a connection between all physical
qubits. Thus, implementing it on quantum hardware for
the transition probabilities, it results in more noise on
a four-qubit quantum circuit compared to a three-qubit
quantum circuit. In most of IBM quantum devices all-to-
all connection between qubits is not available. To trig-
ger interaction between qubits that are not connected,
SWAP gates are added to the quantum circuit. Each
additional SWAP gate costs 3 CNOT gates on an IBM
quantum system increasing the noise in the system sig-
nificantly. To address this source of error we are go-
ing to conduct this experiment on an ion-trapped quan-
tum computer which has all-to-all qubit connectivity and
work in this direction is in progress. In addition to the
connectivity issue, the quantum circuit is deeper in 4-
qubit case than in 3-qubit case and this is another source
of error considering the decoherence time in quantum
hardware. This source of error can be addressed using
different circuit optimization tools such as QSearch [26]
or QGo [27] which might provide a shorter circuit depth
and reduce the number of CNOT gates in the quantum
circuit. Work in this direction is also in progress. How-

ever, the error mitigation strategies we followed allowed
us to obtain energy eigenvalues of a 4-neutrino system in
very good agreement with the exact eigenvalues.

For the data presented in Figs. 2 and 4 we used both
readout error mitigation (ROEM) and zero noise extrap-
olation (ZNE) to mitigate the error caused by the noise
from quantum hardware. To mitigate the error from
the measurements, we employed tools included in IBM’s
qiskit-ignis making use of a constrained matrix inver-
sion approach. The response matrix is obtained from
the measurements on 2Nqubits calibration quantum cir-
cuits prepared so that initialization of the qubits was
followed by all combinations of the single-qubit X gate.
These quantum circuits were bundled with the circuits
of interest in the same job. For the error mitigation of
the two-qubit gate errors we used the zero-noise extrap-
olation [28] where we added double CNOT gates to the
circuit for each CNOT gate in the original quantum cir-
cuit in order to increase the noise due to CNOT gate.
Then we extrapolated to “noiseless” expectation values
for the energy measurements and count values for the
transition probability measurements. We ran the quan-
tum circuits with r = 1, 3, 5, 7, 9, where r is the number of
CNOT gates in the quantum circuit for each CNOT gate
in the original circuit. Then we fitted the data points
by a polynomial of degree n for n-qubit quantum circuits
(n = 3, 4). For two-qubit circuits, we only used ROEM.

V. CONCLUSION

In this work, we performed calculations involving
many-body collective neutrino-flavor oscillations on a
quantum computer using the QLanczos algorithm as well
as a first-order Trotterization algorithm. We obtained
the energy levels of the Hamiltonian of the system and
transition probabilities demonstrating neutrino oscilla-
tions on a quantum computer. Working with the col-
lective neutrino oscillations Hamiltonian in the neutrino
mass basis, we reduced the Hamiltonian into smaller
Hamiltonian blocks to reduce the noise on quantum hard-
ware. With the inclusion of the readout and Richardson
extrapolation error mitigation strategies we were able to
calculate the energy levels of the system and found them
to be in very good agreement with the exact values for
a four-neutrino system. We were also able to observe
collective neutrino-flavor oscillations in three- and four-
neutrino systems on a quantum computer.

Besides the quantum-classical QLanczos algorithm
used here, recently a number of novel methods have
been proposed for the calculation of the ground state
energy as well as higher energy levels of quantum sys-
tems. For example, the quantum inverse iteration algo-
rithm [29] introduces an approximate ground state which
is prepared by a successive application of the inverse
Hamiltonian. Another method that was recently pro-
posed is the quantum version of the power method [30]
in which Hn|ψ〉, where H is the Hamiltonian, is calcu-
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(a) (b)

FIG. 4: The transition probability amplitude comparison for transition from (a) |initial〉 = |νeνeνe〉 to |final〉 = |νeνeνe〉, (b)
|initial〉 = |νeνeνeνe〉 to |final〉 = |νeνeνeνe〉 as a function of time between exact time evolution calculations, noiseless

simulated Trotterization and values obtained using Trotterization implemented on the seven-qubit IBM Q Casablanca
hardware. The error mitigation methods applied are readout error mitigated (ROEM) + zero-noise extrapolation (ZNE)

combined. The parameters are chosen such that sin2 (2θ) = 0.10, ωp = pω0 and µ(r)/ω0 = 1.0. The experiments were run (a)
Nrun = 5, (b) Nrun = 6 times on February, 3-4, 2021 and the error bars represent ±σ.

lated from a time-discretized version of the higher-order
derivative of the time-evolution operator U(t) = e−iHt

using Hn = indnU(t)/dtn|t=0. Also the quantum power
method was applied to Krylov-subspace diagonalization.
On the other hand, Krylov space methods such as classi-
cal Lanczos algorithm has also been proposed as an error
mitigation method in [31]. This method is hardware ag-
nostic and compatible with other error mitigation tech-
niques, and is worth exploring in the context of neutrino
oscillations.

The quantum circuits that were employed in this work
generally require connections between all qubits in the
circuit. It would be interesting to implement our algo-
rithm on an ion-trapped quantum computer with an all-
to-all connectivity and see how our results would improve
with less noise. This would also allow us to increase the
number of neutrinos in the system. Although all-to-all
connectivity might decrease the noise due to addition of
extra SWAP gates, this might result in a significant de-
crease in gate and algorithmic speeds [32]. It is important
to optimize the trade-off between connectivity and speed
of the algorithm. An exploration of possible optimization

methods is in progress.
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[13] C. A. Argüelles, and B. J. P. Jones, “Neutrino oscilla-
tions in a quantum processor”, Phys. Rev. Res. 1, 033176
(2019).

[14] B. Hall, A. Roggero, A. Baroni, and J. Carlson, “Simu-
lation of Collective Neutrino Oscillations on a Quantum
Computer”, arXiv:2102.12556 [quant-ph] (2021).

[15] M. Motta, C. Sun, A. T. K. Tan, M. J. O’Rourke, E. Ye,
A. J. Minnich, F. G. S. L. Brandão, and G. K.-L. Chan,
“Determining eigenstates and thermal states on a quan-
tum computer using quantum imaginary time evolution”,
Nature Physics 16, 205–210 (2020).

[16] K. Yeter-Aydeniz, R. C. Pooser, G. Siopsis, “Practical
Quantum Computation of Chemical and Nuclear Energy
Levels Using Quantum Imaginary Time Evolution and
Lanczos Algorithms”, npj Quantum Information 6, 63
(2020).

[17] K. Yeter-Aydeniz, G. Siopsis, R. C. Pooser,
“Scattering in the Ising Model with the Quan-
tum Lanczos Algorithm”, New J. Phys. in press
https://doi.org/10.1088/1367-2630/abe63d (2021).

[18] M. J. Cervia, A. V. Patwardhan, A. B. Balantekin, S.
N. Coppersmith, and Calvin W. Johnson, “Entanglement
and collective flavor oscillations in a dense neutrino gas”,
Phys. Rev. D 100, 083001 (2019).

[19] K. Yeter-Aydeniz, B. T. Gard, J. Jakowski, S. Ma-
jumder, G. S. Barron, G. Siopsis, T. Humble, R.
C. Pooser, “Benchmarking Quantum Chemistry Com-
putations with Variational, Imaginary Time Evolution,
and Krylov Space Solver Algorithms”, arXiv:2102.05511
[quant-ph] (2021).

[20] S. McArdle, T. Jones, S. Endo, Y. Li, S. C. Benjamin,
and X. Yuan, “Variational ansatz-based quantum simu-
lation of imaginary time evolution”, npj Quantum Infor-
mation 5 75, (2019)

[21] B. Eastin, and S. T. Flammia, “Q-circuit Tutorial”,
arXiv:quant-ph/0406003v2 (2004).

[22] A. B. Balantekin, Y. Pehlivan, “Neutrino-neutrino inter-
actions and flavour mixing in dense matter”, J. Phys. G:
Nucl. Part. Phys. 34 47–65 (2007).

[23] A. Roggero, and J. Carlson, “Dynamic linear response
quantum algorithm”, Phys. Rev. C 100, 034610 (2019).

[24] E. Rrapaj, “Exact solution of multiangle quantum many-
body collective neutrino-flavor oscillations”, Phys. Rev.
C 101, 065805 (2020).

[25] S.-N. Sun, M. Motta, R. N. Tazhigulov, A. T.K. Tan, G.
K.-L. Chan, and A. J. Minnich, “Quantum Computation
of Finite-Temperature Static and Dynamical Properties
of Spin Systems Using Quantum Imaginary Time Evolu-
tion”, PRX Quantum 2, 010317 (2021).

[26] M. G. Davis, E. Smith, A. Tudor, K. Sen, I. Sid-
diqi, “QGo: Scalable Quantum Circuit Optimization Us-
ing Automated Synthesis”, arXiv:2012.09835 [quant-ph]
(2020).

[27] X.-C. Wu, M. G. Davis, F. T. Chong, and C. Iancu,
“QGo: Scalable Quantum Circuit Optimization Us-
ing Automated Synthesis”, arXiv:2012.09835 [quant-ph]
(2021).

[28] E. F. Dumitrescu, A. J. McCaskey, G. Hagen, G. R.
Jansen, T. D. Morris, T. Papenbrock, R. C. Pooser, D.
J. Dean, and P. Lougovski, “Cloud Quantum Comput-
ing of an Atomic Nucleus”, Phys. Rev. Lett. 120, 210501
(2018).

[29] O. Kyriienko, “Quantum inverse iteration algorithm for
programmable quantum simulators”, npj Quantum Infor-
mation 6, 7 (2020).

[30] K. Seki, and S. Yunoki, “Quantum Power Method by a
Superposition of Time-Evolved States”, PRX Quantum
2, 010333 (2021).

[31] P. Suchsland, F. Tacchino, M. H. Fischer, T. Neupert,
P. Kl. Barkoutsos, and I. Tavernelli, “Algorithmic Error
Mitigation Scheme for Current Quantum Processors”,
arXiv:2008.10914v2 [quant-ph] (2021).

[32] Y. Alexeev, D. Bacon, K. R. Brown, R. Calderbank, L. D.
Carr, F. T. Chong, B. DeMarco, D. Englund, E. Farhi, B.
Fefferman, A. V. Gorshkov, A. Houck, J. Kim, S. Kim-
mel, M. Lange, S. Lloyd, M. D. Lukin, D. Maslov, P.
Maunz, C. Monroe, J. Preskill, M. Roetteler, M. J. Sav-
age, and J. Thompson “Quantum Computer Systems for
Scientific Discovery”, PRX Quantum 2, 017001 (2021).

[33] R. Iten, R. Colbeck, I. Kukuljan, J. Home, and
M. Christandl, “Quantum Circuits for Isometries”,
arXiv:1501.06911 [quant-ph]

Appendix A: QITE Algorithm
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gorithm that is used to calculate the energy spectrum of
the collective neutrino system that we studied.

In the QITE algorithm, the non-unitary imaginary-
time evolution operator U = e−βHblock for imaginary-time
evolution of an initial state can be expressed as

|Ψ(β)〉 = cn(e−∆τHblock)n|Ψ0〉 (A1)

after dividing the imaginary-time evolution into n small
steps with ∆τ = β

n . We included a normalization con-

stant cn = 1√
〈Ψ0|U2|Ψ0〉

. The sth step of this imaginary-

time evolution is approximated by real-time evolution in
terms of a unitary operator as

|Ψs〉 =
cs
cs−1
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where cs is a normalization constant that can be cal-
culated recursively starting with c0 = 1. The unitary
update operators can be written as

A[s] =
∑

i0,...,inq−1

aI [s]σI . (A3)

where I = {i0, . . . , inq−1}, nq is the number of qubits for
the reduced block Hamiltonian, and σ ∈ {X,Y, Z} are
Pauli operators. The coefficients aI [s] are calculated by

solving the linear system of equations (S + ST ) · a = b
up to order O(∆τ2), where

SI = 〈σIσI′〉 , bI = −i
√
cs−1

cs
〈σIHblock〉 (A4)

These expectation values are calculated with respect to
the state in the previous QITE step, |Ψs−1〉. The expo-
nentially growing size of the matrices b and S challenges
the scalability of the algorithm. In our case, certain prop-
erties of the Hamiltonian, such as real matrix elements,
help us reduce the size of these matrices. Due to the
large number of measurements required for the calcula-
tion of matrix elements on quantum hardware accessible
through cloud services, for a timely completion of calcu-
lations some of our measurements were performed using
a noisy simulator instead. This resulted in a reduction
of overall error but did not affect results significantly,
as was ascertained by a comparison of results between
sample quantum hardware and simulated runs.

We point out that circuit bundling, which is sometimes
used to minimize the size of jobs submitted for quantum

hardware runs, is not an option in our case, because the
outcome of each step is used in the following step. More-
over, the QITE algorithm requires single- and two-qubit
gates at each step resulting in a quantum circuit depth
exceeding the decoherence time in NISQ devices. We
took steps to shorten the quantum circuits by adapting
methods we introduced in our earlier work [17, 19].

In detail, we started by determining the number of
QITE steps in the implementation of our algorithm. We
selected the number of steps that yielded convergence of
energy expectation values within ε = 0.001 of the ground
state energy. We used this criterion to estimate the re-
quired number of steps numerically. Then we ran ex-
periments on a noisy simulator of the quantum device
that produced the matrix elements for S and b at each
step, and used them to solve classically the system of
equations (S + ST ) · a = b obeyed by the coefficients
aI [s] introduced in Eq. (A3). Next, to shorten the depth
of the quantum circuit so it is manageable by NISQ de-
vices, we employed the isometry function from the IBM
Qiskit library which uses the algorithm developed in [33]
where a given isometry is decomposed into single-qubit
and Controlled-NOT (CNOT) gates with the aim of hav-
ing the least number of CNOT gates. We used this isom-
etry function to simplify the circuits of the state at the
sth step,

|Ψs〉 = e−i∆τA[s]e−i∆τA[s−1] · · · e−i∆τA[1]|Ψ0〉 . (A5)
It turns out that the resulting quantum circuit at each
QITE step has the same gate components but with dif-
ferent rotation angles making the implementation of the
QITE algorithm possible on NISQ devices. We ran these
quantum circuits on IBM Q quantum hardware to obtain
experimental energy expectation values.
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