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Abstract Existing and near-term quantum computers can only perform two-
qubit gates between physically connected qubits. Research has been done on
compilers to rewrite quantum programs to match hardware constraints. How-
ever, the quantum processor architecture, in particular the qubit connectivity
and topology, still lacks enough discussion, while it potentially has a huge
impact on the performance of the quantum algorithms. We perform a quanti-
tative and comprehensive study on the quantum processor performance under
different qubit connectivity and topology. We select ten representative design
models with different connectivities and topologies from quantum architec-
ture design space and benchmark their performance by running a set of stan-
dard quantum algorithms. It is shown that a high-performance architecture
almost always comes with a design with a large connectivity, while the topol-
ogy shows a weak influence on the performance in our experiment. Different
quantum algorithms show different dependence on quantum chip connectiv-
ity and topologies. This work provides quantum computing researchers with a
systematic approach to evaluating their processor design.
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1 Introduction

Inspired by the vast potential applications and superb computing power, quan-
tum computing (QC) has attracted rapidly growing interest of researchers in
the past decades. There are multiple potential quantum computing hardware
systems under study. Among those systems, superconducting qubits [1–5], and
trapped ions [6, 7] have been leading the technology advancement of the QC
on the functionality and technology maturity. Both systems have been able to
integrate qubits on the order of tens of qubits to nearly one hundred [8–11],
and fully programmable multi-qubit machines have been built based on these
systems. Such machines provide users with a high-level interface that enables
them to implement arbitrary quantum circuits. This makes it possible for the
first time to test quantum computers irrespective of their particular physical
implementation.

Since there are multiple physical realizations of QC and different imple-
mentation methods of physical systems, quantum computers not only have
different number of qubits, but also different connectivity and different gating
operation between qubits. How to accurately compare and evaluate the per-
formance of quantum chips is then a challenge, as well as a core question. To
tackle this question, IBM proposed the concept of Quantum Volume [12], and
other research groups have also come up with methodologies to evaluate and
benchmark quantum chips [12,13].

It has been widely agreed that the capacity of a quantum computer is
not just determined by the number of qubits [14]. There are many other fac-
tors, such as qubit quality including single-qubit coherent time, single-qubit
gating fidelity and two-qubit gating operation fidelity, etc, and chip architec-
ture including qubit-qubit connectivity, and qubit-qubit topology layout. In
addition to the number of qubits, the researchers have been mostly focused
on the quality of those qubits when discussing the performance of quantum
computers.

Recently, there are only few studies on the quantum chip architecture, es-
pecially connectivity and topology. The quantified definition of connectivity
will be given in Sec. 2.2 while the word topology here refers to the topological
property of qubits network and has nothing to do with topological quantum
computing. Norbert M. Linke et al. have compared two quantum comput-
ing architectures, superconducting transmon system and ion trap system. In
their research, they pioneered the impact of connectivity on the quantum pro-
cessor performance, and claimed achieving high connectivity for a large-scale
superconducting processor is an important, but still open question [15]. On a
partially connected architecture, the compiler must dynamically map logical
qubits in an arbitrary quantum circuit to physical qubits on the quantum chip.
This problem is known as qubit allocation or qubit mapping, which multiple
methods have been developed by researchers [16–18].
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Till now, there still lacks systematic and comprehensive study on the ar-
chitecture of the quantum processor and its related connectivity and topology
to answer the following questions: how connectivity strength and position, as
well as the topology will impact the performance of a quantum processor?
What will the overhead of a certain connectivity quantum processor be?

In this paper, we have done a quantitative and comprehensive study on
these questions. We studied the design of quantum chip architecture, including
qubit-qubit connectivity and qubit topology layout, and analyzed the perfor-
mance of different architecture designs both qualitatively and quantitatively.
Our study will be helpful to give quantitative analysis and comparison of differ-
ent QC systems. Besides, this study will dramatically help the QC researchers
to design their chips. With a systematic method to evaluate the chip perfor-
mance, the QC researchers can balance the connectivity requirement and other
restrictions when designing the QC chips, to achieve the best performance in
their design space.

Whereas the quantum computers considered here are still small scale and
their capabilities do not currently reach beyond demonstrative algorithms, this
line of inquiry can still provide useful insights into the performance of existing
systems and the role of architecture in quantum computer design. These find-
ings will be crucial for the realization of more advanced future incarnations of
the present technologies.

The organization of the paper is as follows:

1. Describe the overall experimental setup. It includes the workflow of the
experiment, and how we design the quantum algorithm benchmark suite for
the evaluation.

2. Based on the results of different chip architectures, we perform the anal-
ysis and evaluate the impact of qubit connectivity on the performance of the
benchmarks.

3. Finally, based on the analysis, we propose some guidelines on the quan-
tum processor design. Moreover, some possible future topics have also been
proposed. The method developed in the paper will be a great contribution for
QC designers.

2 Experiment

The workflow of our experiment is depicted in Fig. 1. To study the performance
of different quantum architectures, we evaluate 10 representative architectures
based on existing designs, by running 9 well-known quantum algorithm im-
plementations as benchmarks. We make use of IBM Qiskit to transpile and
simulate the benchmarks on every architecture. The quantitative analysis of
the performance metrics collected offers valuable guidance to quantum chip
designers.



4 Wei Hu* et al.

Quantum Architecture Definitions Quantum Algorithm Benchmarks

Quantum Program Transpiler

Quantum Program Simulator

Converted Programs Matching 
The Architectures

Collect Statistics

Collect Statistics

Fig. 1 Experiment setup and overall workflow.

2.1 Selection of Algorithms

Inspired by a previous work [18], we select 5 representative quantum algo-
rithms for testing, shown in Table. 1. Most of these algorithms are commonly
viewed as classical quantum algorithms, including Quantum Fourier Trans-
from (QFT), Quantum Phase Estimation (QPE), Surface Code Error Correc-
tion (SCE). Additionally, the problem of one dimensional Ising model with six
qubits is chosen as another test algorithm.

The QFT and QPE are the cornerstones of many other algorithms, such as
Shor’s algorithm, Quantum Machine Learning algorithms and Quantum option
pricing algorithms [19–22]. Quantum error correction (QEC) is a central topic
in quantum information theory so we choose two test algorithms, namely QEC
with Steane-enlargement and the surface code [23,24]. The surface code is used
for fault-tolerant quantum computation. The code requires a 2D square-lattice
of qubits with only the nearest neighbor interactions. The Ising model is one of
the most studied models in statistical physics, like the hydrogen atom model
in quantum mechanics [25].

For the algorithms we have selected, we create their implementations in-
cluding qft12, qft16, qft30, qft32, qpe15, steane25, surface15, surface25, ising6,
where the subscript indicates the number of qubits used and the meaning of
abbreviations is summarized in Table. 1.

abbreviations algorithms
qft quantum fourier transform
qpe quantum phase estimation

steane quantum error-correcting codes obtained by using Steane-enlargement
surface quantum error correction with the surface code
ising one dimensional Ising model

Table 1 Abbreviations.
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2.2 Selection of Architectures

There are several candidate technologies to implement QC physically, includ-
ing superconducting quantum circuit [26], ion trap [27,28], quantum dot [29],
neutral atom [30,31], etc. Among them, the superconducting quantum circuit
is the most promising one with IBM and Google as two leading players in
this field. IBM has built the first commercialized quantum computing plat-
form since 2015. Google announced a 72-qubit chip in 2018 and claimed quan-
tum supremacy on a 53-qubit quantum processor in 2019 [32]. There are two
well-known types of connectivity in quantum chip design, Low Connectivity
(LC) and Linear Nearest Neighbor (LNN). The former is adopted by IBM’s
Almaden, Boeblinden, Singapore, Johannesburg, Poughkeepsie and Tokyo ar-
chitectures, while the latter, another popular design, is used by Google in their
53- and 72-qubit systems [32]. Google Sycamore chooses a square-like structure
and Google Bristlecone is a rectangle-like 6 × 12 lattice structure.

Inspired by these pioneer designs, we propose two types of architecture
models of 32 qubits that meet physics constraints, shown in Fig. 2. They
demonstrate the differences in topology and connectivity. The first five chips
labeled r1 through r5 have a rectangle-like topology, whereas the other five
labeled s1 through s5 have a square-like topology. r1 is a fully connected
variant based on LNN. r2 is the IBM Q 20 Tokyo architecture. r3 is the
commonly used LNN, adopted by Google Sycamore and Bristlecone. r4 and
r5 are similar to the architecture of IBM Almaden, Boeblinden, Singapore,
Johannesburg and Poughkeepsie. The connectivity of r4 and r5 are the same
but the positions of connections are slightly different. These five architectures
give four different connectivities. s1 through s5 are the square-like counterparts
of r1 through r5. The square topology is a more symmetrical layout with a
length/width aspect ratio close to 1. Compared with the square-like topology,
the rectangular-like topology is a more asymmetrical layout with different
aspect ratios. For instance, the aspect ratio is 32 for 32 × 1 lattice topology
(single-chain topology), and the aspect ratio is 8 for 16 × 2 lattice topology.
In this article, the rectangular-like topology we discussed has aspect ratio of
2 with 8 × 4 lattice topology.

Since there are the same numbers of qubits (vertices) in the rectangle- and
square-like circuit, connectivity c can be quantified as follows,

c =
ncon
nfull

, (1)

where ncon and nfull indicate the number of connected edges and the number
of edges in the fully connected architecture, respectively, in these two corre-
sponding configurations. The values of connectivity can be found in Table 2. It
is noticeable that cr1 > cr2 > cr3 > cr4 = cr5 , and cs1 > cs2 > cs3 > cs4 = cs5 ,
and it is possible that the corresponding performance would follow a similar
relation. Our experiment will be able to validate this intuition. We will also try
to answer other non-intuitive questions, such as how the rectangle-like topol-
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ogy compares to the square-like topology, which of r4 or r5 is better, which of
s4 or s5 is better, etc.

r1 r2 r3 r4 r5 s1 s2 s3 s4 s5
ncon 188 148 104 80 80 188 152 104 78 78
c 1.0 0.79 0.55 0.43 0.43 1.0 0.81 0.55 0.41 0.41

Table 2 The connectivity in the rectangle-like and square-like architectures. ncon indicates
No. of connected edges and c represents the connectivity.

In summary, we have two types of architecture topologies and for each
topology, there are five levels of connectivities. These settings are essential to
reveal how topology and connectivity impact the performance of QC proces-
sors.

2.3 Running the Experiment

To evaluate the performance of each architecture, we make use of the IBM
Qiskit transpiler [33] that rewrites quantum programs to match the architec-
ture’s qubit connectivity and its native quantum gates. We then run the IBM
Qiskit simulator on the original benchmark programs as well as the output
programs. We collect data as performance metrics, which will be discussed in
Sec. 3.

To draw a fair comparison between architectures, ideally the transpiler
should find the optimal program equivalent to the input. However, since this
problem is NP-complete [16], finding the optimal result is not always feasible.
Here we first summarize the transpilation process, and then explain our criteria
of selecting the output program that best represents the performance of a
benchmark on an architecture.

A quantum program usually assumes all-to-all qubit connectivity, and
freely uses any quantum gates allowed by the programming language. In real-
ity, a target quantum chip only supports a handful of quantum gates, and can
only perform two-qubit gates between physically connected qubits. Barenco
et al. proved that an arbitrary quantum gate can be decomposed into single-
qubit gates and two-qubit CNOT gates, or any set of so-called universal quan-
tum gates [34]. To work around qubit connectivity limitations, the transpiler
searches for and inserts SWAP operations when necessary till an efficient map-
ping from logical qubits to physical qubits on the quantum chip are achieved.

Qiskit ships two qubit mapping algorithms, the original, default one, and
a newer one called SABRE, proposed by Li et al [18]. In addition to trans-
formations for the target architecture, Qiskit also has transformations aimed
at optimizing the performance. Similar to classical compilers, Qiskit comes
with four optimization levels from 0 to 3, although more optimizations do not
always give better performance.
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(a) r1 architecture (b) r2 architecture (c) r3 architecture

(d) r4 architecture (e) r5 architecture

(f) s1 architecture (g) s2 architecture (h) s3 architecture

(i) s4 architecture (j) s5 architecture

Fig. 2 The schematics of five rectangle-like and five square-like architectures.

With 2 choices of qubit mapping algorithm and 4 levels of optimization,
Qiskit provides 8 combinations. For every pair of benchmark program and tar-
get architecture, we run each of the 8 mapping/optimization combinations 10
times to produce 80 output programs in total, and then select the best output
according to the scoring function below. The reason we run each combination
multiple times is that the output can differ over repeated runs, caused by
randomization introduced to find approximate solutions to the NP-complete
qubit mapping problem.

As the target architecture is only hypothetical with no real hardware, we
propose a scoring function that estimates the error rate of a program. Because
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noisy quantum gates introduce errors, it is important to minimize the number
of gates to reduce the accumulated errors. It is also important to minimize
the circuit depth so that all the computation can be accomplished before the
qubits lose their quantum states. This reasoning leads to the following scoring
function s that estimates the overall error rate of a quantum circuit,

s = β ·
[
1 − (1 −

∑
EriNi∑
Ni

)depth
]
, (2)

in which the term on the right-hand side corresponds to error rates contributed
by circuit depth. Ni is the number of a certain gate, and Eri is the correspond-
ing error rate of this gate. β is a coefficient determined by data from real chips.∑

Eri
·Ni∑

Ni
is the average error rates, replacing the error rate of each individual

layer for simplicity. In this paper, given that

∑
Eri

·Ni∑
Ni

� 1 and drop the con-

stant β, a simplified formula of Eq. 2 is used to estimate the overall error rates
of a quantum circuit, which is written as the multiplication of circuit depth
and average error rate of each circuit layer,

s = depth ·
∑
Eri ·Ni∑
Ni

. (3)

The Eq. 3 above has been adopted in our study with IBM’s error rate data,
namely the single-qubit gate average error rate 3.8× 10−4 and two-qubit gate
error rate 6.4×10−3 [8]. A lower score is preferred as it implies smaller overall
error rates and better fidelity of a quantum circuit. And we use the score to
select the output program (quantum circuit) that represents the performance
of a benchmark on a given architecture.

3 Result Analysis and discussion

In this section, we evaluate the impact of qubit connectivity and topology
on the performance. By defining the native gates on all target architectures
identical to the typical IBM Q devices, this work ignores the impact of native
gates. Through the steps described in Sec. 2, we run the Qiskit transpiler on
a set of benchmark programs for ten representative architectures, select the
best output, and then run the Qiskit simulator on them. In this experiment
we collect the transpilation time ttrans, the normalized number of gates n̂gate,

the normalized depth of the circuit d̂, and the normalized simulation run time
t̂sim. To compare the architecture-conforming program with the original pro-
gram, we normalize the data by dividing the number after transpilation by the
number of the original version.

All experiments are executed on an AWS EC2 x1.32xlarge instance with 4
Intel Xeon E7 8880 Haswell CPUs (128 logical cores) and 1,952GB of memory.
The Operating System is AMI Linux 2 with Linux kernel version of 4.14. The
Qiskit version is 0.20.1.
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Intuitively, the four types of data we collect are all affected by connectivity,
directly or indirectly. With reduced connectivity, the transpiler needs to work
harder, thus increasing the transpilation time. When connectivity is reduced,
more gates have to be inserted to swap the qubits, which also causes the
increase in the circuit depth and the simulation time. The influence of topology
may be less intuitive.

All of these riddles can be by answered by data shown in Fig. 3 and 4. Let
us focus on the results in Fig. 3 first. We can see as the connectivity c increases,
n̂gate, d̂, normalized score functions, and ttrans decrease as a trend, namely
the performance of the architectures with increasing connectivities becomes
better and better. In Fig. 3 (a), the data of algorithm qft forms a group
even they are different in the aspects of numbers of qubit and topologies. All
curves belonging to qft family are above n̂gate = 5. The similar effect is also

observed in Fig. 3 (b), where qft family is roughly above d̂ = 4. Since n̂gate
and d̂ are related to the hardware optimization, this observation hints that
the performance of hardware optimization is influenced by target algorithm
family. A comparison between Fig. 3 (a) and Fig. 3 (b) also indicates that the
sequence of the rest of algorithms does not change, from steane 25 (green),
ising 6 (red), qpe 15 (green2), surface 25 (yellow), to surface 15 (green3).

This shows the correlation between n̂gate and d̂. In other words, they are
not independent factors in circuit design, thus the score function of Eq. 3 is
introduced, which we used to select the output programs (quantum circuit),
and we believe is a more valuable indicator in circuit design. In Fig. 3 (c), it
is found that the normalized score function of each number of qubits of qft
group drops monotonically as connectivity increases, respectively. In addition,
it is also shown that the normalized score function drops monotonically as
the number of qubits decrease, which is consistent with intuition that as the
number of qubits of the benchmarking algorithms is larger, larger ratio of the
chip is needed to run the benchmarking algorithms so the connectivity and
topology effect is more significant. Fig. 3 (a) and Fig. 3 (b) illustrate the results
in space domain of circuit design, while Fig. 3 (d) shows the performance
comparison in the time domain.

When connectivity stays the same, it is not possible to draw the conclu-
sion which topology always dominates performance based on our data. The
possible reasons of this phenomena could be as follows. First, the topologies
of rectangular-like and square-like are not so distinct in this work since the
rectangular-like layout that we chosen has aspect ratio 2, which is not very
asymmetric and not quite different from square-like one. Second, due to the
limitation of computing resource and cost, we could not run all the bench-
mark algorithms with large number of qubits. When not all qubits are used to
run the benchmarking algorithms, the topology effect could be reduced and
less clear. In addition, possible noisy data points, especially for simulations
taking very short time, may also add difficulty to draw the conclusion that
which topology is always better. Need to emphasize, intuitively we expect some
benchmarking algorithms perform better on some specific architecture (certain
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(a) The number of gates vs. connectivity (b) The depth of circuits vs. connectivity

(c) The normalized score functioin vs. con-
nectivity

(d) The transpilation time vs. connectivity

Fig. 3 (a) – (d) shows the experiment results of how n̂gate, d̂, normalized score func-
tions, and ttrans change with different connectivites c, respectively, by benchmarking the
algorithms under different architectures (r and s are short for rectangle-like and square-like
respectively). The circle markers indicate the r architectures and the cross markers indi-
cate the s architectures. Different algorithms are labeled with different colors but the same
algorithm under different architectures is labeled with the same color.

layout/topology & connectivity), and some benchmarking algorithms perform
better on other specific architecture (certain layout/topology & connectivity).
However, we are not making assumption that certain topology always dom-
inates performance at different connectivity even for different benchmarking
algorithms. This is consistent with our observation from the experiment data.

In Fig. 4, the effect of formation of group by algorithm family does not
appear. All algorithms are mixed up. The data is more noisy in Fig. 4 (a) than
that in Fig. 4 (b) since some simulation runs take very short of time which is
more difficult to measure accurately. That would explain the bumpy data in
Fig. 4 (a) while that in Fig. 4 (b) is more coherent. For most of the algorithms,
t̂sim and ttrans decreases as c increases and some of curves are quasi-linear.
However, the surface algorithm family does show a non-monotonic behavior
in Fig. 4 (c) and (d), which means there is a possible optimal connectivity
for certain specific algorithms. In terms of topology comparison, there is no
dominant effect in general. But for some specific algorithms, such as qft 32,
s-architecture outperforms r-architecture slightly.

In general, the impact of connectivity on performance for the same chip
geometry varies up to 50% in our study by calculating and comparing the ratio
of minimium and maximium values of n̂gate, d̂, t̂sim and ttrans and the ratio
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(a) The simulation run time vs. connectivity (b) The transpilation time vs. connectivity

(c) The simulation run time vs. connectivity
(logy-scale)

(d) The transpilation time vs. connectivity
(logy-scale)

Fig. 4 (a) and (b) show the experiment results of how the simulation run time t̂sim, and
the transpilation time ttrans change with different connectivites c. The time performance
benchmark spans in multiple orders of magnitude in time so (a) and (b) are re-plotted in
logarithmic scale as (c) and (d), respectively.

can be as low as 3−5%. In practice, increasing connectivity and enhancing gate
fidelity are often contradictory goals, so a tradeoff has to be made. Further
research on noise and fidelity versus connectivity is of interest but beyond the
scope of this work.

4 Conclusions and Future Work

In this work, a preliminary set of quantum benchmark algorithms for evaluat-
ing quantum chip performance is constructed, based on which the performance
of superconducting quantum chip structures is quantitatively evaluated and
these typical architectures are compared.

We find that connectivity plays an important role in the qubit chip design.
A partially connected chip’s performance is significantly lower than that of
a fully connected one, and the performance difference can be several times
higher. The experiment shows that quantum algorithms and circuits that use
more connectivity clearly benefit from a better-connected architecture. In ad-
dition, the results suggest that co-designing quantum applications with the
hardware will be paramount in successfully using quantum computers in the
future. This work is mainly focused on superconducting-qubit-based quantum
chips, but it can be applied to other QC implementations as well.
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The connectivity in this work is analyzed quantitatively. However, it is
equally crucial to quantify the topology. The topology t describes the space a
chip would take, including symmetric, concentration factors etc, and the con-
nectivity c describes fine structures in this space. Intuitively, a function of t
and c may be useful to evaluate the quality of a processor, taking both of topol-
ogy and connectivity into consideration. For future work, it is worthy drawing
a phase diagram of performance of different benchmarking algorithms with
different topology indicator t and connectivity indicator c. It would be very
beneficial if some relationship or empirical formula can be established from
such indicators and the quantitative parameters extracted from the bench-
marking algorithms. For a certain algorithm or a set of algorithms, how to
design QC chip with the optimal architecture and develop a corresponding
optimized mapping algorithm to execute the algorithm with the highest pos-
sible efficiency is a topic worthy of further research.

The architectures studied are all two-dimensional lattice structures and be-
longs to 2-D Nearest Neighbor structure which fits in the planar layout. In the
future, a three-dimensional chip architecture may become practical. Arranging
connectivity in a three-dimensional architecture will be more challenging. We
will further investigate how to build connectivity and make other tradeoffs in
a three-dimensional architecture.

Furthermore, quantitative study on the tradeoff between connectivity and
qubit quality, and supporting large-scale quantum programs on a network of
quantum chips making efficient use of connectivity would be interesting topics.
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