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On structural properties of the value function for an
unbounded jump Markov process with an application to a

processor sharing retrial queue

S. Bhulai* A.C. Brooms! and F.M. Spieksmat

Abstract
The derivation of structural properties for unbounded jump Markov processes cannot be done
using standard mathematical tools, since the analysis is hindered due to the fact that the
system is not uniformizable. We present a promising technique, a smoothed rate truncation
method, to overcome the limitations of standard techniques and allow for the derivation of
structural properties. We introduce this technique by application to a processor sharing
queue with impatient customers that can retry if they renege. We are interested in structural

properties of the value function of the system as a function of the arrival rate.

Keywords: monotonicity; processor-sharing queue; retrial queue; successive approximation.

1 Introduction

In practical applications of Markovian control problems, it is desirable that optimal strategies are
well-behaved as a function of the input parameters of the problem. This facilitates computation
or approximation of optimal policies. In order to check whether the model has such desirable
properties, one needs the relative value function for average or discounted optimal costs to have
structural properties such as monotonicity, convexity, and supermodularity (cf. [5]). A general
method for checking such properties is the successive approximations method for discrete-time
Markov decision chains.

When the original problem can be modeled as a continuous-time Markov decision process,
application of the successive approximations method requires that the Markov decision process be
uniformizable. In other words, the jump rates must be uniformly bounded as a function of action
and state. In modern applications of Markov decision processes to call and contact center problems,

however, the jump rates are generally unbounded functions of actions and states. Successive
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approximations therefore is not applicable, even though the naive approach of simply applying the
successive approximations operator without uniformization would preserve the required structural
properties. No general method has been developed so far to attack this problem. Model-dependent
techniques that have been used are, for instance, sample path based interchange arguments in a
competing queues setting or finite state space truncation (see, e.g., [2]). The latter requires an ad
hoc choice of the transitions on the boundary of the state space in order to keep the structure that
is hidden in the original model, intact. It is not clear whether such an ad hoc choice can always
be made.

We develop a novel method for attacking this problem and illustrate it by applying it to
a processor sharing retrial queuing model. The proposed method is called the Smoothed Rate
Truncation method (abbreviated: SRT, cf. Section 3). This method uses linearly smoothed
transition rates, such that the smoothed system has a finite recurrent class, and such that it
retains the structural properties of the infinite system. Linear smoothing has the advantage of
destroying neither convexity nor concavity, provided the smoothing occurs already at low states.
In other words, the rates that would take the system to a state with more customers in the system
have to be smoothed in such a way that they become linear decreasing functions of the state
variable. The SRT method seems to be a flexible method that we expect to be widely applicable.

We then invoke a limiting argument to show that the relative value function for the non-
smoothed model has the same desired structural properties as well. The limiting argument relies
on continuity properties of a parametrized collection of Markov processes studied in [1] under the
condition of uniform recurrence.

The paper is organized as follows. In the next section, we present the model to be studied. In
Section 3 we set up the smoothed rate truncation method. In Section 4 we apply the smoothed

rate truncation method to a processor sharing retrial queue.

2 Model description

Consider a service facility @)1 at which customers arrive according to a Poisson process with rate A.
Customers at facility ) are served according to a processor sharing discipline in which potential
inter-departure times are i.i.d. exponential with mean 1/u. However, customers are impatient in
the sense that they renege after an exponentially distributed period with mean 1/ independently
of all other customers in ), whilst waiting to complete service. A customer that reneges will
either abandon the system with probability 1 — 1 or go to a retrial queue QQ2 with probability .
Each customer in the retrial queue independently attempts to rejoin the tail of facility @)1 after an
exponentially distributed period with mean 1/7. The retrial node will be modeled by a /M /oo
queue. The inter-arrival times, potential inter-departure times, times spent in ) before reneging,
times spent in Q2 before retrial, and random variables governing exits immediately after reneging
constitute mutually independent sequences.

A customer is said to be using the joining rule [s], for s € [0, 1], if upon arrival at the system,



the customer joins facility @ with probability s, and balks with probability 1 — s, independently
of all other customers. Note that this is equivalent to studying a system in which the arrival rate
is bounded in interval (0, A). In the sequel we will explicitly index all variables by s to denote this
dependence on the joining rule.

We can model the system in a Markov theoretic framework. For this purpose, let (X (s),Y (s)) =
{X:(s),Yi(s)}+>0 be the Markov process associated with the number of customers in facilities Q1
and @2, for joining rule s, Let X = Ny x Ny denote the state space of the system, in other words,
(Xi(5),Yi(s)) = (z,y) € X, if at time ¢ there are x customers in facility Q1 and y customers in
the retrial queue Q5.

We denote the corresponding transition rate from (z,y) to (2',y’) by guy2y(s). Then for

(z,y), (2',y") # (x,y) € Ng x Ng we have

As, if (',y")=(x+1,y)
plzsoy + Bz(l =), if (¢/,y) = (z—1,y)

Qay.ary (s) = Py, if (2/,y) = (z-1Ly+1)
VY, if (/) = (z+1,y = 1)
0, otherwise

corresponding to arrivals, service departures and reneging customers that abandon, reneging cus-
tomers that go to the retrial queue, and customers leaving the retrial queue, respectively.

For each s, (X (s),Y(s)) is an irreducible, non-explosive, conservative, standard Markov pro-
cess. We assume that it has right-continuous paths. The associated transition function is denoted
by the matrix function Pi(s) = (P”U(S))zy Due to abandonments, it is an ergodic Markov
process with stationary distribution 7(s), say, with 7., (s) denoting the stationary probability of
state (x,y), provided that ¥ < 1 or ¢ =1 and A < p (cf. Lemma 3.2).

We assume that the system is subject to linear rate costs in each state (z,y), given by
d(x,y) = dix + day,

for some constants d; > 0 and d > 0, independent of s. As has been mentioned in the introduction,
the standard way of obtaining monotonicity properties is to uniformize the system and then apply
a successive approximation scheme based on the Poisson equation for the relative value function
Vi. Define g, = m(s)d = >2(, ,) Toy(s)d(z,y) the expected average cost under the stationary

distribution 7(s) associated with joining rule s. Then,

Vi(z,y) = / T (Pray(5)d( ) — g2)dt.

The desired monotonicity and convexity properties then follow from monotonicity and convexity
properties of the relative value function, given a fixed joining rule s.
There are however two problems in the present case. First, due to customers reneging, the rates

are unbounded as a function of state and so uniformization is not possible. Secondly, considering



Vs as a function of s, properties of the finite horizon value function do not necessarily carry over
to the properties Vj, since the constant being subtracted, gs, is a function of s.
Before proceeding, let us first specify and define the structural properties that we are interested

in. Let f: Ng x Ng — R. Then f is
o Convezx(z) if f(x +1,y) — f(z,y) > f(z,y) — f(x — 1,y) for x,y € Ny, z > 1;
o Convex(y) if f(z,y +1) — f(z,y) = f(z,y) = f(z,y — 1) for z,y € No, y = 15
o Supermodular(z,y) if flx +1,y+ 1)+ f(z,y) > f(z,y+ 1)+ f(x + 1,y) for x,y € No.

We are also interested in structural properties of the relative value function as a function of s.

Let f:[0,1] x No x Ny +— R. Then f is
o Convex(s) if f(s+ Az, y) — f(s,z,y) > f(s,z,y) — f(s — A,z,y) for z,y € No;
o Supermodular(s,z) if f(s+A,x4+1,y)+f(s,2,y) > f(s+A,z,y)+ f(s,z+1,y) for 2,y € Ny;
o Supermodular(s,y) if f(s+A,z,y+ 1)+ f(s,z,y) > f(s+A,z,y)+ f(s,z,y+1) for 2,y € N.
Our main theorem is the following. Assume that ¢ < 1 or that ¢y =1 and A < p.

Theorem 2.1:

1. Vs is non-decreasing in z and y. Additionally, it is Convex(x), Convex(y), and Supermodular(z, y)

for each s;
2. Vs is Supermodular(s, =), and Supermodular(s, y).
This theorem has the following consequences.

Corollary 2.2: g, is monotone non-decreasing and convex in s.

3 Smoothed Rate Truncation Method

In this section we introduce a novel truncation method. As we have discussed in the introduction,
in general, finite state truncations that preserve the jump structure imply that the rates become
concave as a function of state. This conflicts when one want to show convexity results for the
relative value function.

To resolve this problem, we introduce a smoothed rate truncation method. The main idea in
this method is to approximate the Markov decision process by (essentially) finite state Markov
decision chains. This approximating Markov decision chain is obtained by linearly decreasing the
relevant transition rates with increasing state variable until these rates equal zero, hence the name
Smoothed Rate Truncation. This smoothing provides a natural finite state recurrent class. As
explained in the introduction, the local decrease should be small enough so as not to destroy the

relevant properties of the model to be studied.



In our processor sharing retrial queue, the smoothed rate truncation method yields a pa-
rameterized collection of approximating Markov chains. For each N let b(N) be such that
lImy oo B(N) = c0. Set A = {a = (u,s)|u € {0} U{1/N}n=1,.}. Clearly A is a compact
set in the topology inherited from R2. We define a parametrized collection (X (a),Y (a)), a € A by
specifying their rate matrix. For a = (0, s) we take Q(0, s) to be the rate matrix defined earlier.
In other words (X (0, s),Y (0, s)) is the original processor sharing retrial queue with joining rule s.

For a = (1/N,s), put l = As/N, k =~v/N, p = ¢3/b(N) and let for (z,y) € X

)\ivy(s) = max{0, \s — xl};
Yoy = max{0,y - zk};
(By)y, = max{0,¢3—yp}.

The rate matrix Q(1/N, s) of the process (X (1/N,s),Y(1/N,s)) is defined by

Goyary (L/Ns) = AN (8) - Lyoyr, (@ 0) + 72,0 - Lisr,y—1)3 (25 0))
+(5¢)i\fu$ : 1{(m71,y+1)}($/7y/)

F(p+ (1 —=P)x) - Lya1 )y (@ y) 1 Ny (@) Lo, 63 (9)
(2 y—1)3 (@ y") - max{Lin i1, 3 (2), Lipvy41,..3 ()}

for (2',y") # (x,y), where £ will be chosen later on. The rates ¢y, (1/N, s) make the row sums
of Q(1/N, s) equal to 0.

These down rates £ are chosen so as to ensure that there is one closed class, and that this class
is reached with probability 1 from any state outside the class. The irreducible class of states in
the chain is precisely the set {(x,y) € X |z < N,y < b(N)}, and so essentially this is a finite state
Markov chain. Note that we only smooth the rates that increase one of the components of the
state variable.

The smoothing used here suffices for showing the desired convexity and supermodularity of the
value function given a fixed joining rule s. However, for studying the same properties of the value
function as a function of the joining rule, we need to refine the smoothing (cf. Section 4).

This method can only work when the relevant performance measures of the Markov decision
process can be approximated by the corresponding performance measures of smoothed truncated
Markov decision chains. We will recall the results [1] guaranteeing the validity of such approach.

To this end, let us consider a collection of parametrized countable state Markov processes,
X(a) = {X(a)}s, where a is a parameter from a compact parameter set A. We assume that each
process is minimal and conservative with rate matrix @(a). Moreover, each process X (a) has at
most one closed class, plus possibly inessential states.

The function f : E — R is said to be a moment function if there exists an increasing sequence
of finite sets E,, 1 F, n — oo, such that inf{f(z) |z € E,} — 0o as n — oo. The following theorem
follows from [1] Theorem 5.3, Corollary 6.5, Theorem 6.6 and [10] Lemma 2.3.



Theorem 3.1: We assume the following conditions to hold.

(1) {X(a)}aea is f-exponentially recurrent for a moment function f. In other words, there exists

a moment function f: F — R, constants ¢,d > 0, and a finite set K with
qu(a)f(z) < —cf(x) +dligy(z), € E,acA. (1)
ii) There exists a function ¢ : £ — Ry and a constant ¢’ such that
g +

qu(a)g(z) <dg(x), xe€E,a€A, (2)

with the property that there exists an increasing sequence of finite sets F, T F, such that

infrgm, g(x)/f(z) — oo as n — oo.
(iii) Continuity: a — ¢;-(a), a— Y gu-(a)f(z) are continuous functions for each z,z € E.
Then the following properties hold.

(1) {X(a)}q is f-exponentially ergodic, i.e., there exist constants «, x > 0 such that
Y | Praz(a) = w(a) | f(z) < ke f(z), t>0,a€A,
where 7(a) = (75 (a))zex is the unique stationary distribution of X (a).

(2) Let c(a) = (c(z,a))zer, a € A, be a cost function with a — ¢(x,a) continuous for each z € E.
If sup, |sup, c(z,a)|/f(z) < oo, then a — g(a) = w(a)c(a) = >, mx(a)c(x,a) continuous

and a — V(a) = [;° Pi(a)(c(a) — g(a))dt is componentwise continuous.

f-exponential recurrence is well-studied in the literature. For instance, in [4] f-exponential
recurrence and f-exponential ergodicity are shown to be equivalent in the case of one Markov
process (#A = 1, i.e., the cardinality of the set A is one). If the parameter space is such that
{Q(a)}4ea has the product property, f-exponential recurrence together with f-exponential ergod-
icity are used for studying average cost and discounted cost optimal strategies in a Markov decision
process (cf. [3]; see also [1] for a discussion concerning the relation between these properties).

We will next show that our parametrized collection is f-exponentially recurrent for a function
f that grows exponentially in the state variable, provided that either v» < 1 or ¢ =1 and A\ < p.
In case ¥ =1 and A > p, the retrial queue is not positive recurrent, and so this case is not of our

interest.
Lemma 3.2: (X(0,1),Y(0,1)) is not positive recurrent whenever 1) = 1 and A > p.

Proof: Consider the process Z = (X (0,1) + Y(0,1)) counting the total number of customers in
the system. Compare it with an M/M/1-queue with arrival rate A and service rate p. Start with
two empty systems. It is not hard to see one can couple both systems in such a way that the state
of the Z-process is always greater than or equal to the state of the corresponding M/M/1-queue.
Since the latter is not positive recurrent, the expected return time to 0 is infinitely large. Hence

this is true for Z. O



Theorem 3.3: Suppose that either ©» < 1 or ¢p =1 and A < pu. Then there exist € > 0 and £ > 0,
such that the above defined parametrized collection of Markov processes (X (a),Y (a)), a € A, is

f-exponentially recurrent for the function f: E — R4 given by

f(z,y) = explex + Oey}, (3)

provided that 6 € (1,971), b(N) < NyB3/v,if » < 1,and § = 1if p = 1 and A < p.
Additionally, for each choice of € and 6 satisfying the above restrictions, there exist ¢ > ¢ and

a constant ¢’ such that the function g : E — Ry defined by
g(x,y) = exp{€'x + O€'y}, (4)

satisfies ZU Qry,x’y’ (a)g(:z:’, y/> < C/g(I, y), a € Aa (Ia y) €L

In particular, conditions (i,ii, iii) of Theorem 3.1 are satisfied.

Proof: Continuity of @ — gy 27y (a) holds by construction. Since the jump sizes are bounded
this implies a — >_ .,/ Guy,ory (@) f(2',Y').

It therefore suffices to show that there exist ¢ > 0, a finite set K, and positive constants c, d,
such that Q(u, s), u=0,1/N, N =1,..., satisfies (1) for the function f from (3). In other words,

we need to show the existence of € > 0, a finite set K and a constant ¢ > 0, such that
D Guyary (w8 [ y) ) f(wy) < =, (2,y) € K. (5)
:E/ y/
For w = 0, this reduces to finding € > 0, a finite set K and a constant ¢ > 0, such that
As(e€ = 1) +yy(e“ " = 1)1gys0y
+ Bz (et — Dlzsoy+ (n+ 61 —)z)(e™ = Dlpsoy < —¢, (x,y) €K (6)
Rewriting yields
As(e = 1) +yy(e”" = 1)1gysoy
Hule™ = Dgasoy + Bz (e (e = 1) + (7 = 1)) Lizsoy < —c (7)

First we assume that 1) < 1. If the coefficients of both x and y in the above expression are both
negative, then clearly a finite set K and constant ¢ can be found for (7). The coefficient of y is

negative provided 6 > 1. The coefficient of = equals 0 if ¢ = 0. The derivative to € at € = 0 equals
91/} - 17

which is negative if § < 1/¢. This settles the case for all Markov processes (X (0,s),Y(0,s)).
Next we turn to the smooth approximations (X (1/N,s),Y(1/N,s)). To this end we compute the
difference of the resulting expression and the left-hand side of (6). This yields for 0 <z < N,0 <
y < b(N)

—zl(e€ — 1) — kxy(e ™% — 1) — pry(e 0 —1).



A sufficient condition for this to be non-negative is
k(e — 1)+ p(e= T — 1) > 0. (8)

By a similar reasoning as before, we find that the derivative of the left-hand side above is non-

negative at e = 0 if
kE(1-6)+p@—1)>0.

In other words, if p > k, or

i 5

b(N) = N’
that is N > vb(N)/¥S.
If z > N and/or y > b(N), then it is easily checked that one can choose & large enough so
that (5) holds for these values of z and y and all parameters. It is easily checked that e can be
increased without violating (7) and (8). This yields existence of the function g with the desired

properties.

In case that ¢ = 1 and A < p we take @ = 1. The rest is standard (cf. [4]). O

Corollary 3.4: For V(a) the value function associated with (X (a),Y (a)), we have that
V(1/N,s) — V(0,s), N — oo,
componentwise.

Note: The constructed parametrized models are all stochastically monotonic (cf. [7]). As in [7]
one can construct a function f for which this collection is f—exponentially recurrent with set
K = {0}. The results in [7] then imply that the f-exponential ergodicity property holds with rate
constant o = c¢. In other words, we can explicitly compute a bound on the rate of convergence to

stationarity. This means that

6_CT

sup ﬁﬂ/@y(a) _ /OT (IELyd(Xt(a), Yi(a)) — En(a)d(X¢(a), Y}(a)))dt} <K

z,y ¢’
and so it suffices to approximate the total expected cost over a finite time interval to get an
approximation of the relative value function.

The following step to prove is that V;,n , have the desired structural properties. This will be

the subject of the next section.

4 Structural results for processor sharing retrial queue
For each N fixed, the associated smoothed rate truncation (X(1/N,s),Y(/N,s)) has the closed

recurrent class of states

aN =1{0,...,N} x{0,...,b(N)}.



It is sufficient to restrict the state space to AV.

In this section we will provide the proof of Theorem 2.1 by using value iteration applied to
approximating processes. For the proof of the first part we can use the approximations discussed
in the previous section. The proof of the second part concerning the behavior of the value function
as a function of the joining rule requires a more refined approximation technique. This will be
discussed later on.

First we prove the following theorem.

Theorem 4.1: Vjy ; is non-decreasing in x and y, and, if ky := v/N = ¢ 3/b(N) =: pn, it is
Convex(x), Convex(y) and Supermodular(z,y) on XV, for any N > 1.

We will show that Theorem 4.1 implies the validity of the first part of Theorem 2.1.

Proof of Theorem 2.1 (1): : Theorem 4.1 requires that ky = py for Convex(z), Convex(y)
and
Supermodular(z, y) to hold. In turn, this requires that b(N) = N3/~ be integer for at least an
infinite sequence of values of N. To solve this, we slightly perturb ~.

To this end, put b(N) = |N¢G/v]. Then kn = v/N < pny = ¥8/b(N). Next choose the
perturbed parameter v(N) = Npy. Then

(e
Y8 —(v/N)
Moreover, v(N)/N = 13/b(N), so that the condition of Theorem 4.1 is satisfied.
Consider the parametrized collection (X (u, s),Y (u,s)), u € {0}U{1/N} x> n,, where X (0, s) =
X(0,5), Y(0,s) =Y(0,s), and (X(1/N,s),Y(1/N, s)) is the SRT, with rate y(N) instead of ~, and

y<y(N)<y-

closed set of states XV with b(V) specified as above. By inspection of the proof of Theorem 3.3,
it follows that this collection satisfies the conditions of Theorem 3.1.

The result follows directly taking the limit N — oc. O

For the proof of Theorem 4.1 we fix N. We will use a standard successive approxima-
tions argument, applied to the uniformized chain with uniformization constant n = A + u +
Bb(N) +vN. One then applies successive approximations to the discrete time chain, denoted by
(X4(1/N,s),Y%(1/N,s)) with transition probabilities

1
Pryary (1N, 8) = Oy aryy + L ayary (/N 5), - (2,9), (@, y) € o

Scaling the cost rates also by 7, the relative value function for the associated discrete time model
equals the continuous relative value function (cf. Lippman [6], Serfozo [9]). Now, rescaling the
rates by a factor  and denoting these again by s, 3, v and u, we have to slightly modify the cost
function

diz+d
d”(x,y)zilx:; 2

Clearly, multiplying by a constant does not affect the structural properties of the relative value

functions for N fixed. Hence we may assume that n = 1.



Let V2 = 0 on XN. The successive approximations scheme applied to discrete time approxi-

mation yields

Vit @y) = N6V +Ly) + LasouV(z - 1y) + ll{y>om yVille+Ly—1)
(1= A3 (5) = ulizsoy — (B = yp)a — 12y y) Vi (2. y) + (daz + day),
where V*(z',y') = 0 for (2/,y') ¢ XN. By virtue of (Lippman [6], Serfozo [9]), VI*(z,y) —
Vsn(oao) - Vl/N,s(xvy) - Vl/N,s(Ovo)a as n — o0.

For proving the induction step, a general principle is to take out the smallest common factor

in front of difference terms, or the factor in front of the largest term.

Theorem 4.2: V" N5 and the relative value function Vi ,y  are non-decreasing function in both

variables x, y on XV,

Proof: Here, as in the proofs of the next theorems, we suppress the dependence on the parameter
N in our notation.

Since V! = 0, this function is clearly non-decreasing in both z and y. Therefore, assume
that V* is non-decreasing in x and y. We first show that V**! is non-decreasing in x. To this
end, define V*(z,y) = V{*(0,y) for x < 0 and V*(z,y) = V7*(2,0) for y < 0. Then, consider
0<xz<N-1and0<y<b(N). Then,

VI @+ Ly) = V) (2,y) = di[(e + 1) — 7]

+(As — (@ + D) V(@ +2,y) — s — 2l) VI (z + 1,y)

T [V, y) = Vi@ — 1,y)]

+(y =@+ DRy Vi@ +2,y-1)— (v —zk)y V(@ + 1,y — 1)
+ 1) =) V' (z,y) —2B(1 =) V' (z — Ly)

(
+(
(z+1)(BY —yp) V' (@, y +1) —2(BY —yp) V' (& — Ly + 1)
(
—(

X
X

_|_

FA=As=(z+ D) —p—B-yp)x+1) = (y— (@+ Dk)y) V' (@ + 1,y)
1—(As —al) — p— (B —yp)r — (v — 2k)y) V" (z,y)
> (As—(z+ 1) [V (z+2,y) - V(2 + 1y)
+(y = (e + DRV (z + 2,y = 1) = V(@ + 1,y — 1)]
+Px(1 =) [V (@,y) = V(@ — Ly)| + B(1 — ) Vi (z,y)
(Y —yp) Vi, y +1) = V(@ = Ly + )]+ (B¢ —yp) V" (2, y + 1)
A =As—al) —p— (B —yp)(@+1) —yly — k) [V"(z + 1,y) = V" (z,y)]
—(B=yp) V{'(z,y)
di+ (B —yp) [V (2, y + 1) = V" (2,y)]
0.

Y]

v

10



For the first inequality we interchange the terms (As—al)V*(x+1,y) and (As—(z+1)1)V(z+1, y);
we use non-decreasingness in z,y for the first and second inequalities.

At the boundary z = N — 1 and y = b(N) the induction step follows in the same way as the
above, since naturally the transition rates leading outside XV are 0 and so one may define V"
outside XV as one likes.

We now continue the proof by showing that V**! is increasing in y. To this end, consider
0<z<Nand0<y<b(N)—1. Then,

Vit (y +1) = VI (2, y)

= dofly+1)—yl+As -2V (@ + Ly +1) - Vi (z + 1,y)]
V(e -1y +1) = V]'(z - 1,y)]
+Px(1 - ) Vi (z — 1,y +1) = Bz(1 — )V (z — 1,y)
+z(BY — (y+ Dp) V' (@ — Ly +2) —2(By —yp) V'@ — Ly + 1)
+y+ D0y —2k) V(@ +Ly) —yly—ak) V' (e +1,y—1)
+A-As—zl)—p—(B-(y+p)z — (y+1)(y —ak)) V' (z,y + 1)
—(1=As—al) —p—(B—yp)z—yly — zk)) V" (z,y)

> yly—ak) V(@ +1y) - Vi@ + 1y -1+ (v —2k) (V' (z + 1,y) — Vi(z,y)
+pr (Vi (z,y+1) = V(@ -1,y +1))
+(1 = As—al) —p—(B—yp)z— (y + 1)(y — zk) [V"(z,y + 1) = V" (2,9)]
> (y—ak) [Vi(z+ Ly) = Vi (z,y)] +p2 (V] (2,y +1) = V(2 — 1L,y + 1))
> 0.

Both inequalities follows from the induction hypothesis by using increasingness in z and y. The
last inequality uses increasingness in z,y. One can easily check that in a similar way the result
also holds for the boundaries corresponding to z = N and y = b(N) — 1. The proof is finally

concluded by taking the limit as n — oo. O
Let us now move on to second-order properties of Vi 5.

Theorem 4.3: V17}N75, Vi/n,s are Convex(z), Convex(y) and Supermodular(z,y) on XN ifky =

v/N = pn = ¥B/b(N).

Proof: V? = 0 has the three properties Convex(x), Convex(y), and Supermodular(z, y). Assume
that these properties hold for V*. We first show that V**! satisfies Convex(x). To this end, define
Vi(z,y) = V*(0,y) for z < 0 and V*(z,y) = V]*(x,0) for y < 0. Then, consider 1 <z < N —1
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and 0 <y < b(N). Then,

VI @+ 1,y) =2V (@,y) + VI (2 — 1,y)

Y%

>

The first inequality follows from the induction hypothesis on the terms having the factor p. In
the second inequality the terms with factor 21 cancel; we use Supermodular(xz — 1, y) for the terms
with factor 2(5Y — yp), so that the terms with factor 23 all cancel; we use Supermodular(z,y — 1)

for the terms with factor 2ky; for the remaining terms evidently one should use the appropriate

(As = (z + DOV +2,y) = 2(As — 2DV (@ + 1,y) + (As — (¢ = DDV, 9)
TV, y) =2V (2 — Ly) + V' (z — 2,9)]
+8(1 =) [(z+ 1) Vi (z,y) — 22V (z — Ly) + (2 — 1) V(2 — 2,y)]
+BY —yp) [+ ) V(@ y +1) =22V (@ - Ly+ 1)+ (x = DV (z -2,y +1)]
Ty =@+ DR)yVi (@ + 2,y = 1) = 2(y —ak)yV (x + 1,y — 1)
+(y = (@ = Dk)yV (z,y — 1)

FA=As=(z+ D)) —p—B-yp)@+1) —yly— (2 +1)k)V"(x+ 1,y)
—2(1 = (As —al) —p— (B —yp)z — y(y — 2k)) V" (2,y)
FA-QAs=(@z-D) —p—B-yp)(@—1) —yly— (z - DE)V"(x — 1,y)
(As = (z+ DDV (@ +2,y) =2V (@ + Ly) + V' (2,y)]
+2[VI(@,y) = Vi (z +1,y)]
+8(1 =)@ — [V (z,y) — 2V (z — 1,y) + V' (z — 2,y)]
+28(1 =) [V (z,y) — V' (z — 1, y)]
+(BY —yp)(@ = D[V (z,y +1) =2V (@ - Ly+ 1) + Vi (z = 2,y + 1]
+2(8¢ —yp) V' (z,y +1) = V' (z — 1,y + 1)]
+(y =@+ DRV (@+2,y-1) =2V (z+ 1,y — 1)+ Vi(z,y — 1)]
+2ky[Vi (z,y = 1) = V'(x+ 1y —1)]
A -(s=(@-D) —p—(B-yp)(x+1)

—y(v = (@ = DE) VS (z + 1,y) — 2V (z,y) + V' (z — 1, y)]
2V (@ + 1Ly) = V' (@,y)] =208 —yp) [V (z,y) — V'(z = 1,y)]
+2ky[V'(z + 1,y) — Vi (2, y)]

0.

convexity properties.

As before the boundaries x = N — 1 and y = b(N) follow in the same manner, by the usual

argument that the rates leading out of XV are zero.

We will now proceed to prove Convex(y). The arguments will not be given quite as elaborately

as in the previous case, since they are quite similar. Consider 0 < x < N and 1 <y < b(N) — 1.

12



Then

Vit y +1) = 2V (@, y) + VI 2,y - 1)
> pVi@-1y+1) =2V (z-1y)+ V' (z -1,y —1)]
+a[(BY — (y+ Dp)Vi' (@ — 1,y +2) = 2(8Y —yp) V' (z — L,y + 1)
+(BY = (y = p)Vi*(z — 1,y)]
A1 -V (z - Ly +1) =2V (2 - Ly) + V' (z — 1,y — 1)]
+(y—2k) [((y+ D Vi@ +1y) =2y Vi@ + Ly -1+ (y - 1) Vi(z+ 1,y —2)]
+(1=As—al) —p—(B—(y+1p)z—(y +1)(y — zk))V](z,y + 1)
—2(1=(As—al) —p— (B —yp)x —y(y — 2k)) V" (2,y)
+(1=As—al) —p—(B—(y—Dp)z—(y— (v —2k))VS(z,y — 1)

= 2B -+ Vi@ —-1Ly+2) -2V (- Ly+1)+V]'(z - 1,y)]
20y —xk) [V (@ + 1y) = V(e + 1y —1) = Vi (@, y) + Vi (z,y — 1)]
+1=@As—al)—p—(B-(y—1)pz

=+ D0y —2k) [V (@, y + 1) =2V (2,y) + V' (2, — 1)]

> 0.

The first inequality follows from Convex(y) for the term with (As—zl). The second from Convex(y)
for the terms with p and G(1—)x; from Convex(y—1) for the term with y—xk, and by rearranging
terms such that Supermodular (z—1,y) parts of the induction hypothesis can be used. The second
inequality follows from Convex(y), Convex(y + 1) and Supermodular(z,y — 1). The result also
holds trivially at the boundaries x = N and y = b(N) — 1 by the same arguments as before.

We continue the proof by showing Supermodular(z,y). Consider 0 <2 < N —1and 0 <y <
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b(N) — 1. Then

VI @+ Ly + 1)+ VP (2 y) = VI @+ Ly) = VI 2,y + 1)
= Ms—(@+ D)V (@ +2,y+ 1)+ \s — a2V (z+1,y)
—As— @+ DDV x+2,y) — As —al)Vi(z + 1,y +1)
FulVi(z,y+ )+ Vi@ - Ly) = Vi (z,y) = Vi (e -1y +1)]
A -Y) @+ 1) Vi (z,y+ 1)+ 81 —¢) 2z V] (z - 1,y)
=Bl =)@+ 1)V (z,y) = B(L =)z Vi (z — Ly +1)]
+(BY — (y+1)p) (2 + 1) V' (2,y +2) + (B¢ —yp)z V' (z — Ly + 1)

—BY —yp) @+ 1) Vi@, y+1) = (BY = (y + Dp)z V" (x — 1,y + 2)]
+y=—(+ k) (y+ 1) VI (z+2,y)
+(y—xk)yVr(z+1ly—1)—(v—(z+ Dk)y V' (z+2,y—1)
—(y—ak) (y+ Vi (z+ 1y)
FA-QAs =@+ D) —p-@B-(y+p)e+1) - (y+ Dy —(@+ k) Vi@ +Ly+1)
+(1 = (As —al) - (6 —yp)z —y(y — zk)) V' (z,y)
—I=As=(z+ ) —p—(B-yp)@+1) —yly— (z+ k) V' (z + 1,y)
—I=Ws—al)—p—B—(y+Lp)z—(y+1)(y—2k) V]'(z,y + 1)

Y

As—(z+ 1DV (z+2,y+ 1)+ VI (z+1,y) - VI (e+2,y) - Vi (z+1,y+ 1))
(1 =)z [V (@, y +1) + V(@ - 1y) = V' (z,y) = V(= 1,y + 1)]
+(BY =+ Dp)z [V, y+2) + V(@ - Ly+1) = V' (z,y + 1) = V]'(x = 1,y + 2)]
+B(1 =)V (@, y + 1) = Vs, )] + (B¢ — (y + 1)p) [V (z,y +2) = V' (2,5 + 1)]
tpaVi(z—1,y+1) —pla+ DV (z,y+ 1)
Oy =@+ DRy [V (z+2,9)+ V(e +1y—-1) -V (@+2,y—1) - V' (z + 1,9)]
(v =@+ DRV Mz +2,y) +kyVi(z+ Ly —1) —k(y+ DV (z + Ly)
—(v= @+ D)V (= +1,y)
+1-As—zal)—p—B-yp)x+1)— (y+1)(v —2k)[V;' (@ + Ly +1) + V' (z,y)
—Viz+Ly) = Vi, y+1)]
+p(z+ DV (@ + 1y +1) + (B —yp)Vi' (2, y) —p2Vi(z,y + 1) — (B —yp)V' (z,y + 1)
Th(y+ DV @+ 1Ly + 1)+ (v —ak)Vi (2, y) — (v — (@ + DRV (2 + 1,9)
—k(y+ 1)V (x +1,y)
p(Vi @+ 1Ly + 1)+ Vi (z,y) =2V (2, y + 1) + (VI (@ + Ly + 1) + V' (z,y) — 2V (2 + 1,y))

v

= 0,

if ky = pn! The first inequality follows from the induction hypothesis on the term with factor
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. The second inequality follows by rearranging terms such that the induction hypothesis can
be used again. For the final inequality we use Supermodular(z,y). The result also holds for the

boundaries. Finally, the proof is concluded by taking the limit as n — oo. O
Proof of Theorem 4.1: By combination of Theorems 4.2 and 4.3. O

As has been mentioned in Section 2, structural properties of the value function as a function of the
joining rule s (or, equivalently, the arrival rate \) are much harder to obtain by value iteration.
Comparing systems with different joining rules, and smoothing as we did before, has the effect
that the smoothed arrival rates for the system with the larger joining rule decrease faster than for
the system with a smaller joining rule. This destroys propagation of the induction step.

A solution to this problem is by smoothing the arrivals for different joining rules at the same
rate, independently of the y-transfers. This solves the problem up to the xz-boundary where
the smoothed arrival rates for the approximation with a smaller initial joining rule becomes 0.
For larger values of x we have the same problem that we indicated above. As in the previous
analysis (where we used compensation of y-transitions by [iy-transitions or vice versa in showing
supermodularity), this can be solved by introducing transitions in the opposite direction.

First fix s € (0,1), and A, such that s+ A, s— A € [0,1]. Hence we restrict to the joining rules
[¢'], s € {s— A,s,s+ A}. Tt is convenient to choose s, A such that As, As are rational. Further,
we choose a sequence {N;}; C No, such that Ny(s—A)/(s+A), NtA/(A+s) are integer. Further
we put l; = A(s + A)/Ny and put My = A(s — A)/l;. By our condition M; is integer.

Next we construct the processes (X (1/Ny,s'),Y(1/N,s’), s’ € {s — A,s,s+ A} in the same
way as in Section 4, except that we smooth the arrival rates differently. For x < N, y < b(V)

)\i\{;(s —A) = max{\(s—A) —zl;,0},
AYu(s) = max{(As — i) 0},

We further increase the departure rates by putting

(s — A) p+ B =)z + b,

The N-approximations (X (1/N,s'),Y(1/Ny,s'), s € {s — A,s,s + A} live on the finite space
XNt. As in Theorem 3.3 it can be checked that the collection {X(1/Ny,s'),Y (1/Ny,s'), s’ €
{s=A,s,s+ A}, t=1,...is f-uniformly ergodic, with f a function that increases exponentially
quickly in both variables. The intuition is that the arrival rates are still smoothed linearly, and

increasing the departure rates, only makes the system ‘more stable’.
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Without loss of generality we may suppress the dependence on ¢ in our notation. We index
the corresponding finite horizon expected total cost functions in the same manner as before.
It is straightforward to show that Vf}Ny is increasing in « and y on &N, for n,N = 1,...,
s’ € {s—A,s,s+A}. Moreover, Vi) . is Convex(z), Convex(y) and Supermodular(z,y). This
can be seen directly from the equations used for showing these properties for the approximations
from Section 4. Note that a problem may only occur at the boundary x = M. We will show the

following theorem.

Theorem 4.4: Vjy o is non-decreasing in s’ € {s—A, s,s+A}, and, if ky :=v/N = ¢¥3/b(N) =:
PN, it is Convex(s’) on s’ € {s — A, s, s+ A} and Supermodular(s’, z) on Supermodular(s’,y) on

s'e{s—A,s}ors €{s—A s+ A} allon XV, for any N > 1.
Proof of Theorem 2.1 (2): : This is a copy of the proof of Theorem 2.1 (1). O
Let us now proceed to proving Theorem 4.4. It consists of a number of steps.

Theorem 4.5: Viin s is componentwise non-decreasing in s’ € {s — A,s,5s + A} on XV, for

n=1,...,,and sois Vi N -

Proof: The statement clearly holds for V9 = 0. Assume hence that the statement is true upto
value n.

Let first 0 <z < M, 0 <y < b(N). Then,

Vit (e, y) = VIR (2, y)
= As—az)ViMz+1Ly) - (Ms—A) —al) VI A(z +1,y)
+u Vi@ —1,y) = Vit ale = Lyl + (Bo(1 — ) +1z) [V (@ — 1,y) = VL a(z = 1,y)]
(B —yp) Vi (z — 1Ly +1) = VI A(z — 1,y +1)]
Ty(y —zk) [V @+ 1,y —1) =V A(z 4+ 1,y — 1)
+(1=As—al) —p— (B—yp)z —lz —yly — k) V" (z,y)
(1= (A(s—A)—zl) —p— (B —yp)z —lz—y(y — zk)) V._A(2,y)

> As—=A)—a)[ViMz +1,y) - VAl + 1Ly + AV (2 + 1,y) — V' (2,y)]
(1= A(s —A) —al) —p— (B —yp)z — Lz —y(y — 2k)) [V"(z,y) — VL A(2, y)]

= MV (z+1Ly) - V] (z,9)]

> 0.

The first two inequalities follow from applying the induction hypothesis by using increasingness
in s’. The last inequality follows from increasingness in x.

Suppose that M < ¢ < N, y < b(N). First suppose that )\i\fy(s) > 0. The only A-terms
occurring are factors of V*(z,y) and V*(x 4 1,y). This is easily seen to give a contribution (As —

2)[VIM(x+1,y) — VI (x,y)]. Furthermore, there is a difference in the departure terms: rewriting in
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terms of factors with xl — M1 and M, we get the extra term (zl— MI)[V A(z,y) =V A(z—1,y)]
By increasingness in x of V" 5, this contribution is non-negative.

The case of A (s) = 0 is similar.

For the boundaries y = b(/N) and x = N, the argument is precisely the same as in the above,
since the rates leading out of X'V are 0.

A similar derivation holds, when comparing V;* and V" ,. The proof is concluded by taking

the limit as n — oo. O

The extension of Theorem 4.3 to our adapted SRT provides the necessary ingredients for showing
convexity in s’. Note that, similar to the case of the first-order properties, the proof of this
result only depends on the properties of the facility @1, i.e., convexity in x in this case. However,
convexity in x depends on convexity in y for queue 2. For the convexity in s’ we also need

supermodularity in s’ in combination with the other variables.

Theorem 4.6: V17}N75, is Convex(s') on {s—A, s, s+A}, and V17}N7S,, Vi/N,s are Supermodular(s—
A, z) and Supermodular(s — A,y) on {s — A, s} and {s — A, s+ A}.

Proof: For V0 (z,y) = 0, clearly this function satisfies Convex(s’) on {s — A, s, s+ A}, as well as
Supermodular(s — A, z) and Supermodular(s — A,y) on {s— A, s} and {s — A, s+ A}. Therefore,
assume that these properties hold for V/?. We first show that V"' satisfies Convex(s’). To this
end, consider 0 <z < M and 0 < y < b(N). Then,

Vitalz,y) =2V (@, y) + VS (2,y)
> (Ms +A) —al) V2 a (@ + 1,y) — 200 —al) VI (e + 1,y) + (A(s — A) — e Ve a (& + 1)
(I =As+A)—al) —p—lz— (B —py)z—y(y —2k)) Viia(z,y)
—2(1—=(As—al)s—p—lx— (B —py)x —yly — xk)) V' (z,y)
(A=A —A)—al) —p—lz— (B —py)z —y(y —2k)) Vi alz,y)
Z2 AV (x+ Ly) = VIl +1y) = V(2 y) + VA2, y)]
> 0.
The first inequality follows from the induction hypothesis on the terms having factors with no
s. The second inequality follows by rearranging terms such that the induction hypothesis can be
used again on terms with factor A(s + A) —zl and 1 — (A(s + A) —zl) — p—lz — (8 — py)x — y.
The final inequality follows from Supermodular(s — A, z) on {s — A, s}.

Next consider the case M < x < N, with /\i\{y(s) > (0. Separating the departure rates xl into
terms with factor M1 = A(s — A) and with factor ol — M1 = xl — A\(s — A), we get

A(s +A8) =zl) Via(z +1,y) = 2(As —2l) V(2 + 1,y)
+(al = MOVEA(x = 1,y) = VIEA(2,y)] + MIVE A (2, y)

+(1=As+A) —zl) —p— Ml — (B —py)x —y(y—zk)) V{ia(2,y)
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—2(1 - (s —al)s —p— Ml — (8 —py)z —y(y — zk)) V" (z, )
+(1 —p—Ml— (B —py)z—y(y—zk)) V.o a(z,y)
> (Ms+A) =) Via(z+1y) —20As —al) Vi (z + 1,y)
+(@l = A(s = A))[ViLa(z,y) = ViLa(z + 1,y)]
(1= (As+A)—al) —p—Ml—(B-py)z—y(y—zk)) Vialz,y)
—2(1- (s —al)s —p— Ml — (B —py)z —y(y — zk)) V" (z,y)
+(1 —p—Ml— (8 —py)z —y(y — k) V;La(z,y),

where we have used that V" 5 is Convex(z). The rest is analogous to the previous.

Finally, we consider the case that also )\i\{ 4(8) = 0. The only terms of interest to consider are
(s +A) = al) [V a @+ 1,) — VI a (@) — (2l — M)V A (@, 9) — Vi (o — 1,p)],

which is non-negative by first applying Supermodular(s — A, z) (w.r.t {s — A, s+ A}) to the first
term and then Convex(x) for V* o. Note that A(s + A) > [M. The result also holds at the

boundaries corresponding to x = N and y = b(N).

We next proceed to prove Supermodular(s — A, x) on {s — A, s}. The proof on {s — A, s+ A} is
completely analogous. To this end, consider 0 < x < M and 0 < y < b(N).

VI @+ 1,y) + VI (w,y) — VI (2, y) — VIR (e + 1,y)

(

> As—(z+1))V(x+2,9)+ANs—A)—zl) VI A(z+1,y)
—As—z)VHz+1,y)—(A(s—A) = (z+ 1)) V] A(z+2,y)

+(BA =)+ ) [(z+1) V' (2,y) + 2V A(z - 1,y)
—zV'(z - 1,y) = (z+1) VL A(z, )]

+(BY —yp) [(x +1) V' (2, y + 1)
+zV]ia(z—1,y+1) -2V (x—-1y+1)— (z+ 1) V] A(z,y + 1)]

+(y—@+ D)y V(e +2,y -1+ (v —zk)yVx(z+1,y—1)
“(y=2k)yVi@+lLy-1)-(y—(@+Dk)yVialz+2,y-1)

FI=Ns—=(+D)) —p—(+ )l =B —yp)x+1) —yly — (. + 1)k) V' (z + 1,9)
+(1=A(s=A)—al) —p—al— (B —yp)z —y(y — k) VLA (2, y)
—(I-Ws—al) —p—al—(B—yp)x —yly —zk)) V" (z,y)
1= -A) =@+ D)) —p—(z+1)l-(B-yp)(x+1) —yly— (z+1)k)) V' A(z + 1,y)

ANV A(z +2,y) =2V A (2 + L y) + VLA (2, y)]
HVEAl@+1,y) = V(@ +1Ly) + Vi (z+ 1y) - Viia(z+ 1,y)]

+(6(1 - ¢) + l) [‘/;n(xvy) - Vsn—A(xvy) + Vsn—A(xvy) - Vsn(xay)]
+(BY —yp) Vi (2, y +1) = VLA (z,y + 1) + VA7, y) — Vi (2, )]
+hy(Vi @z + Ly) + VAl +1Ly—1) =V (@z+1,y—1) = ViA(z + 1,y))

Y]
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> 0.

The first inequality follows from the induction hypothesis on terms having only the factor pu.
The second inequality follows by rearranging terms such that the induction hypothesis can be
used on terms with factors As — (x + 1)I, (8(1 — ¥) + Dz, (B — yp)z, (v — (x + 1)k)y, and
1—(As—azl)—p—(x+ 1)l —(8—yp)(x+1) —y(y — zk). The final inequality follows from
Convex(x + 1) (w.r.t. s —A) for the first; and Supermodular(s — A, y) and Supermodular(s — A,
y — 1) for the two last lines.

Suppose that © > M with AV (z,y)(s) > 0. We only consider the crucial terms and get

(s — (z + DOV (2 +2,y) — (As — a) V(@ + 1,y) + MIV (z,y) — MIV(z — 1,y)
+(1 = (As = (z+ 1)) = MOV (@ +1,y) — (1 — (As — al) — M)V (z,y)
+alVa(r = 1y) = (¢ + DIV A(2,y)

H(1 = 2h)[ViEa(z,y) = (L= (@ + DDVEA(e + 1,y)

> As—(z+DDVIe+2,y) = Vi (z+ Ly + MUV Az, y) = VEA(z —1,9)]
(1 = (As —al) = IM)[V (z + 1,y) — V' (2, y)]
+xlV] A(x — 1,y) — (x + DIV A(2,y)
FA =2V (2, y) = (1= (@ + DOV A(z + 1y)

= As— @+ D)V (z+2,y) = Vi (z+ 1Lyl + 1= (s —al) = IM)[V{'(z + 1y) — Vi(z,y)]
(@l = M)V A (2 y) = VA =Ly = (L= a)[Via(@ + 1,y) = VA2, y)]
H[Vialz+1y) = Via(z,y)]

> As—(@+)DVI(@+2,y) - V(@@ + 1Ly + 0 = (As —al) = IM)[VI(z + 1,y) — Vi(z,y)]

_(1 - Ml)[vsn—A(‘T + lvy) - V.S"_A(x,y)]
HVEA(x+1y) = VEA(2,9)] > 0.

In the first inequality we use Supermodular(s — A,z — 1), in the third we use Convex(x) w.r.t
s— A and the final inequality we use Supermodular(s — A, 2+ 1) and Convex(x+1) (w.r.t s—A)
for the first term and Supermodular(s — A, x) for the second.

The argument is similar for the case that M < z < N with )\ivy(s) = 0: the A terms in the
above are absent.

We continue the proof by showing Supermodular(s,y). Consider 0 < x < M and 0 < y <
b(N) — 1. Then

Vit @,y + 1) + VR (2y) = VI (@ y) = VIS (@ y + 1)
> As—zal)[V(z+1y+ 1)+ V] A(z+1,y)— V' (z+1,y) =V A(z+1,y+1)]
[V (z+1,y+1) = V] (z+1,y)]
+(BY = (y+ Dp)aVy(z -1,y +2)
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+(BY —yp)aVia(z — Ly +1) = (BY —yp)aV'(z — Ly + 1)+
B —(y+1)p)aVia(z—1,y+2)

+(y—azk) [(y+ D)V (@ +1Ly) +yVialz+1,y—1)
—yViz+1lLy—1)—(y+1) Vi a(z+1,y)]

~~

+1-As—al)—p—lz—(B—(y+Dp)z— (y+1)(y —zk)) V" (z,y + 1)

+(1=As—A)—al) —p—lz—(B—yp)z —y(y — zk)) V;_A(z,y)

—(I-=Ms—al) —p—lz—(B—ypz—yly —zk)) V" (z,y)

1=\ —=A)=2l) —p—lz—(B-(y+Dp)r— (y+ 1)(y — 2k)) V.o A(2,y + 1)
> MV z+1Ly+1)=Vi@+1ly) - Vialzy+1)+ V] A(z,y)

+2(BY — (y+ Dp)[V"(x — Ly +2) + VI A(z — Ly + 1)
Vi@ —-1y+1) = VIa(z—1,y+2)
+(y —zk) [V (z + 1,y) = VEA(z + Ly) + V(@) — V' (2, )]
+pe[Vi 2,y + 1)+ VA —Ly+1) - Vi@ - 1Ly+1) - VIaA(z,y+1)]

> 0.

The first inequality follows from the induction hypothesis on the terms having factors with no s or
y in them. The second inequality follows by rearranging terms such that the induction hypothesis
can be used on terms with factors As, (v —zk)y, 1 —(As —zk) —p—=xl — (8 —yp)z — (y + 1) (v —
xk). The final inequality follows from Supermodular(z,y) [Theorem 4.3], Supermodular(s, z) and
Supermodular(s, y).

We now consider M < z and )\fﬂ\f ,(8) > 0. The relevant terms become:

()‘S - xl)[‘/;n(x +1Ly+ 1) - ‘/Sn(x + 17y)] + Ml[VS"(ac -lLy+ 1) - ‘/;n(‘r - 1vy)]
H(1 = (s —al) = IM)[V 2,y + 1) = V' (2, y)]
—wlVialr =Ly +1) = Viia(z - 1,y)]

—(I=2D[Vialz,y +1) = Vi A(z,y)]

> (As—a)[V"(@+1Ly+1) -V (z+1y)]
(1 = (As —al) = IM)[V(z,y +1) = V' (2,y)]
—(zl = M)V Az =Ly +1) = VEA(z = 1,y)]
—(1 =2 [Via(z,y +1) = ViLa(z,y)]

= (As—a)[VaA(z,y+1) = ViLA(2,y)]
+(1 = (As —al) = IM)[V(z,y + 1) = V' (2,y)]
—(1=MO[VEA(z,y+1) = VEA(2,9)]

> 0.

In the first inequality we use Supermodular(s — A, y) for the first and second terms; in the second
we use Supermodular (z — 1,y).

Let finally M < x and )\éva = 0. We get the same derivation, except for the fact that the A
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terms are absent.
The result also holds at the boundaries corresponding to z = b(N) and y = N — 1.
Since Vs (@, y) = Vs (@', ') — Vis(@,y) = Vis(2', '), the supermodularity properties of V)

carry over to analogous supermodularity properties of the value functions. O

Proof of Theorem 4.4: : By combination of Theorems 4.5 and 4.6, using that the value func-

tion Vj is componentwise continuous in s. o

The proofs of Corollary 2.2 has already been given at the end of Section 3, henceforth we omit

these here.

5 Discussion

It is natural to ask to what extent the usual finite state truncation really destroys structural
properties. The usual finite state truncation limits the state space to a finite set parameterized
by N, and the transition probabilities leading towards states out of this set and mapped back
to some state inside the set. Sennott ([8], Section C4 and C5) shows that the average expected
cost under the truncated model converges to the average expected cost of the original model as
N tends to infinity. However, the following examples show that the structural properties of the
original model are lost in the finite-state truncations.

In the following, we calculate and plot the system delay cost, gs, as a function of s € (0, 1].
We truncate the state space to the set {0,...,20} x {0,...,50}. In the two examples we see that
gs 1s increasing in s, however, gs lacks convexity. As seen, convexity is not preserved under this
truncation. In some cases, ad-hoc choices of the transition rates on the boundaries do preserve
structural properties of the relative value function (see, e.g., Down et al. [2]). Their approach does

not apply to our model.

EXample 1
a5
a0 —
35r B B
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Figure 1: A=50, p©=10, =10, y=100, % =0.9, and R=1.
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Example 2
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Figure 2: A=50, pu=10, =10, v=10, ¥ =09, and R=1.
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