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Abstract The complexity and variety of bibliographic data is growing, and
efforts to define new methodologies and techniques for bibliometric analysis
are intensifying. In this complex scenario, one of the most crucial issues is the
quality of data and the capability of bibliometric analysis to cope with mul-
tiple data dimensions. Although the problem of enforcing a multidimensional
approach to the analysis and management of bibliographic data is not new, a
reference design pattern and a specific conceptual model for multidimensional
analysis of bibliographic data are still missing. In this paper, we discuss ten
of the most relevant challenges for bibliometric analysis when dealing with
multidimensional data, and we propose a reference data model that, accord-
ing to different goals, can help analysis designers and bibliographic experts in
working with large collections of bibliographic data.
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1 Introduction

One of the most important needs when dealing with bibliographic data is to
aggregate and manipulate data according to different goals and requirements
by focusing on a variety of different features extracted from the same data.
For example, one may be interested in analysing the publications produced
by an organization by focusing on the last three, five, or ten years. At the
same time, by working the same data, another person could be interested
in analyzing the degree of cooperation among authors working at the same
institution, or they could focus on the impact of the institution’s products on
the research community, or they might combine the results of these two tasks
to understand authors’ cooperation. There are many possible examples that
have some key requirements and challenges in common:

– the analysis is based on multiple points of view, which need to be used for
aggregation and manipulation purposes, such as time, kinds of products,
or contributor organizations;

– the granularity of data analysis is not known a-priori and may change
in time; for example, one should be able to easily scale from a five-years
analysis of bibliographic products to another time interval, or to move from
the analysis of the productivity rate of individuals to the productivity rate
of institutions; and

– the different points of view should be easily combined in complex goals for
analysis, such as the citation rate for a given institution in a given time
interval, normalized by the number of authors.

These requirements are usually difficult to satisfy at the analysis level. In
fact, such a complex analysis requires an adequate model of data in order
to be effective. In the database community, this problem has been addressed
by the introduction of the multidimensional data model in the 1990s [42],
which has been used for data warehouse and OLAP projects and tools [41].
In the multidimensional model, the idea of having different points of view
over the data is represented by the notion of dimension, which is a particular
descriptive component of an event, which is represented as a fact [1]. Using
multidimensional models for bibliometric analysis is a first important challenge
in bibliographic data modeling and can be stated as follows:

Challenge I (Multidimensional analysis). In order to achieve meaningful
results from bibliometric analysis, bibliographic data features cannot be taken
into account separately. Bibliometric analysis must be supported by a multidi-
mensional data model.

Recently, such a multidimensional approach to the analysis and manage-
ment of bibliographic data has been proposed [28]. However, a design pattern
and a specific conceptual model for multidimensional analysis of bibliographic
data are still missing. In particular, we stress how the multidimensional ap-
proach should not be limited to the analysis phase, but should be extended
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to the design of bibliographic databases and data access services. We would
like also to give a guide to data organization for those researchers interested
in collecting bibliographic data for analysis purposes.

In this paper, we address this requirement by providing a multidimensional
model for bibliographic data, by stressing ten challenges that bibliometric anal-
yses must deal with and showing how the model can be used to address these
challenges. In particular, in Section 2, we sketch our proposed multidimen-
sional model. In Section 3, we discuss the representation of traditional biblio-
graphic metadata and the challenges related to them. In Section 4, we present
our model for indexes and metrics used in bibliometric analysis. In Section 5,
we discuss the challenges and opportunities of using text mining techniques in
bibliometric analysis. In Section 6, we discuss the problem of combining the
previously presented dimensions in a unique, comprehensive model. Finally, in
Section 7, we give our concluding remarks.

2 A conceptual model for bibliographic data

Bibliographic data are often archived and organized through relational data-
bases. However, the use of relational technology is only part of the solution
for the effective organization of data. In order to obtain a complete solution
to this problem, we need a conceptual model providing a correct and com-
plete description of the bibliographic domain in terms of objects of interest,
relationships between objects, and the objects’ attributes. The main focus of
the relational model as a data organization tool is on supporting a wide vari-
ety of transactional operations including data maintenance, creation, deletion
and updating, together with searching and retrieving information of interest
in a database. However, the relational model was not specifically conceived
for supporting the requirements of data analysis. In the 1990s, operations like
summarizing, consolidating, viewing, applying formulae to, and synthesizing
data according to multiple dimensions [1] were addressed by Codd [13] in
proposing the principles of so-called On-Line Analytical Processing (OLAP).
For many reasons, including efficiency in performing operations on data and
the flexibility of the model, traditional relational database systems have been
shown to be inadequate for OLAP applications and, as a consequence, several
approaches to a multidimensional model for databases have been proposed. In
this section, we present the foundations of multidimensional models of data
and discuss our proposal for a multidimensional model specifically tailored for
representing bibliographic data. The multidimensional models of data have
been introduced to provide a suitable and effective tool for analyzing data and
supporting decisions. The main idea in the multidimensional model of data
is that objects involved in the analysis are facts, i.e. events of interest in a
domain. In our case, for example, the publication of an article is a fact, as well
as the association of an index value with a publication, or the fact that a pub-
lication contains some terms or expressions. The reason why the notion of fact
is introduced is that it helps in isolating and describing the different elements
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that compose the fact itself. These elements are measures associated with the
fact and objects that are involved in the fact. For example, if we take into
account the publication of an article as a fact, we can isolate some measures
like the number of authors or the relevance of each author in the publication,
and we can also isolate some objects composing the fact, such as the product
published, the persons authoring the publication, and the year of publication.
In general, the objects associated with facts are called dimensions, since each
dimension can be chosen as a criterion for grouping data and analysing them.
For example, one could be interested in counting the publications per author
(i.e., grouping publications according to the author dimension), or even in
counting the publication of an author per year. In the first case, we use only
one dimension as an aggregation criterium over publications, while in the sec-
ond case we take into account two different dimensions, such as the authors
and the time. This capability of flexibly aggregating data according to multiple
criteria is typical of data analysis and is supported by introducing dimensions,
because they represent fact components that may be easily included in or left
out of the analysis operations. Dimensions are then organized as hierarchies
in order to represent different possible levels of aggregation. For example, the
time dimension in case of bibliographic data may be represented as a hierar-
chy of year → 5-year → 10-year where the minimum level of aggregation is the
single year of publication and the maximum level of aggregation is made of
slots of ten years. The dimension of products can range from a single article,
to the journal, passing through the journal issue. Moreover, hierarchies are in-
troduced in order to help to scale up and down along the dimensions to realize
different levels of aggregation.

2.1 A multidimensional data model for bibliographic data

In order to provide a conceptual view of the bibliographic data domain, we ex-
ploit the Dimensional Fact Model (DFM) [23], which is basically an extension
of the dimensional model specifically tailored for data warehouse applications.
A DFM schema is a collection of fact schemas. Each fact schema represents a
point of view over data and is composed if the following constructs:

– a fact, which models a relevant event in the domain of interest;
– one or more measures, which are numerical attributes describing the fact

according to different perspectives;
– one or more dimensions, which are discrete attributes used to represent

facts; and
– one or more hierarchies, which aggregate dimensions in different levels of

generality.

According to this approach, we referred to the DFM in order to represent
bibliographic data by means of four main facts (leading to four different fact
schemas) and five hierarchies of dimensional attributes of these facts. More-
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over, the five hierarchies contain six sub-hierarchies, as shown in Figure 1,
where we provide an overview of our approach1.

Fig. 1 Overview of the main fact and dimension hierarchies

The fact schemas are articulated to cover three main categories of goals:
data description, index-based analysis, and text analysis. The main fact of
data description is the contribution. A contribution records the fact that a
person produces a product at a given time. This involves three dimensional
hierarchies: a person, a product and a time. The person hierarchy includes
two sub-hierarchies, institution and role, representing the affiliation and the
role/profession of each person, respectively. The product contains the sub-
hierarchies’ text and source. Text represents portions of textual data extracted
from the publication, such as the title, the abstract or even the full text. This
hierarchy is not included in data description, but is used in text analysis. The
source hierarchy represents the bibliographic/physical manifestation of a pub-
lication. If, for example, the publication is included in a volume or a journal,
the volume or journal is taken as source.

The index-based analysis has the goal of representing data used for all the
analysis based on bibliometric indexes. Since we can distinguish between in-
dexes conceived for authors and others conceived for publications or sources,
we have two facts: researcher index and product index. As an example, the H-
index is a well-known researcher index, and the Impact Factor is an example of
a product index that depends on the journal of publication. In particular, the
number of citations is represented in our approach as a product index. Instead,
citation relationships are represented as a specific database table connecting

1 A detailed description of each fact schema according to DFM is given in the following
sections.
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the citing product to the cited one. Both researcher and product indexes rep-
resent the fact that a specific value of a given index is associated with a person
or a product, respectively. Thus, the dimensions involved are person and prod-
uct. However, index values for a given person/product may change in time and
may be taken from different sources/authorities. In order to represent these
two further dimensions, we include also the time and index hierarchies within
this goal.

A third goal is text analysis, where we are interested in describing the
contents extracted from a corpus of publications. In this case, the main fact is
the occurrence of a keyword in a text extracted from a product. Each keyword
is then organized in a subject hierarchy. A summary of the inter-relations
among dimension-hierarchies and facts is shown in Table 1, while a detailed
description of each fact schema according to DFM is given in the following
sections.

Table 1 Inter-relations among dimension hierarchies and facts

Contribution Researcher Ind. Product Ind. Occurrence

Person X X × ×
Institution X X × ×
Role X X × ×

Product X × X X
Source X × X X
Text × × × X

Index × X X ×
Source × X X ×

Keyword × × × X
Subject × × × X

Time X X X ×

Example. In order to provide a running example of how data are organized
in our model, and to show how the proposed conceptual model can be imple-
mented in terms of concrete database tables (i.e., a logical model), we refer to a
small example of referred journal publications of two hypothetical institutions
in Italy 2. Our example was conceived in order to highlight some of the typi-
cal situations of real bibliographic data, where several authors produce papers
collaborating with other authors of their same institution or other institutions
in other countries. In order to show the data representation in detail, we will
focus in particular on five papers that are shown in Figure 2.

3 Data description: publications, products and time

The first set of data we take into account contains the traditional metadata
that are usually available in most of the bibliographic data repositories. These

2 The model has also been tested on a collection of about 8.000 publicationa in the research
area of databases and data modeling.
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– Inst. 1 (IT)

– Paper 1
Auth. 1 (Inst. 1, IT), Auth. 2 (Inst. 3, UK), Auth. 3 (Inst. 4, ES)
Journal 1, Year 2011, IF 6, Cit 20

– Paper 2
Auth. 4 (Inst. 1, IT), Auth. 5 (Inst. 2, IT)
Journal 2, Year 2008, IF 3, Cit 100

– Paper 3
Auth. 6 (Inst. 1, IT), Auth. 7 (Inst. 1, IT)
Journal 3, Year 2009, IF 7, Cit 10

– Inst. 2 (IT)

– Paper 4
Auth. 8 (Inst. 2, IT), Auth. 9 (Inst. 5, FR)
Journal 1, Year 2011, IF 6, Cit 15

– Paper 2
Auth. 4 (Inst. 1, IT), Auth. 5 (Inst. 2, IT)
Journal 2, Year 2008, IF 3, Cit 100

– Paper 5
Auth. 10 (Inst. 2, IT), Auth. 11 (Inst. 6, USA), Auth. 12 (Inst. 6, USA), Auth. 13
(Inst. 7, FR), Auth. 14 (Inst. 8, DE), Auth. 15 (Inst. 9, UK)
Journal 4, Year 2006, IF 12, Cit 80

Fig. 2 Example of hypothetical publications produced by two Italian institutions

data are intended to describe products/publications in terms of three main
subsets of data: i) product description, ii) contributors, and iii) time. Before
discussing the modeling of these dimensions, we will focus on some challenges
we need to deal with when working on these data.

Challenge II (Data availability and integration). Data are usually pro-
vided by different and heterogeneous data sources and need to be discovered
and integrated.

In a typical scenario where we execute a bibliometric analysis of a collec-
tion of products, data are collected by more that one data source, including
manual data entry, semi-automatic data collection from existing repositories
(like official organization archives or libraries), and automatic data collection
from public/generic repositories on the Web. Discovery and acquisition of data
from multiple datasources is a classical problem in data integration and leads
to a number of technical solutions that are out of the scope of this paper.
What is relevant with respect to our goals is the fact that product descrip-
tions acquired from different datasources can be featured by different levels of
quality and detail. For example, products acquired from a given data source
can be described by the title, the year of publication, the complete record of
the journal where it was published, and the publisher of the journal. At the
same time, products acquired from a different data source can be described
by means of less data, such as the title and year of publication only. To this
end, the resulting multidimensional model should be flexible with respect to
the data that are strictly required from the analysis and should support par-
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tial analysis when only partial data are available. The separation of facts and
dimensions make it possible to focus attention on the main components of
bibliographic events and address the fact that some dimensional data can be
unavailable.

Challenge III (One thing, one record: duplicate detection and data
normalization). Bibliographic data often contain multiple references to the
same objects. Data must be cleaned, normalized, and disambiguated to the end
of bibliometric analysis.

The presence of duplicates in bibliographic data collections is a frequent
occurence. A duplicate in this context is multiple references to the same object,
such as the reference to an author name and/or institution. This is due to two
main reasons. The first is that data are often collected from multiple data
sources, which can contain records referring to the same product. The second
reason is that duplication is an intrinsic feature of bibliographic data even
when they are collected from the same repository. Sometimes duplication is
due to errors in the data repository, but often this is simply due to the fact
that the same object is involved multiple times in data, such as an author who
contributes to more than one publication. Although duplication is not always
taken into account as a major problem in bibliometric analysis, it causes several
problems in terms meaningfulness and accountability of the analysis results.
In our approach, we address this problem starting from the idea of collecting
a record for each distinct real object involved in the dataset at hand. In other
words, we have multiple references to an object only in tables representing
facts, such as the fact that an author contributes to a product at a given time.
But all the data concerning the objects (e.g., authors, products, time units
like years) must be recorded only one time in a single record. The achievement
of this result requires standard services supporting data transformation, data
cleaning, and instance matching techniques in the acquisition and loading of
data into the model [1,11].

Challenge IV (Data aggregation). Multidimensional data need multivari-
ate data analysis, data analysis models and statistical techniques, in that bib-
liographic data could be referred to different statistical units.

In literature [20] the main types of statistical units for analysis have been
distinguished at the micro (persons), meso (institutions, disciplines) and macro
(regions, nations) levels. From a statistical point of view it is not easy to swich
from one level to another. The underlying structure of data is not a typical
hierarchical structure [10]. The basic idea of hierarchical modeling (also known
as multilevel modeling, empirical Bayes, random coefficient modeling, or growth
curve modeling) is to think of the lowest-level units (smallest and most nu-
merous) as organized into a hierarchy of successively higher-level units. For
example, students are in classes, classes are in schools, schools are in school
districts, school districts are in states. We can then describe outcomes for an
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individual student as a sum of effects for the individual student, for their class,
for the school, for the district and for the state. Each of these effects can be
often regarded as one of an exchangeable collection of effects (e.g. all school-
level effects) drawn from a distribution described by a variance component.
There may also be regression coefficients at some or all of the levels [21]. For
bibliographic data we cannot assume that a product belongs only to an au-
thor and to an institution or a country. Typically, a product belongs to several
authors from different institutions and different countries. Multilevel models
are extended to the case of an un-nested hierarchical model with a crossed
structure. They can be used for the bibliometric data, but the data matrix
must be extracted from the database in a timely manner, i.e. without violat-
ing any of the assumptions of the models3. A synthetic way to stress the core
of the problems is that the aggregation of personal production steps are not
additive in any to the possible dimensions of aggregation. This is because it si
not possible to allocate a product to a unique unit used for aggregation. Con-
sider, for example, a paper with multiple authors from different departments
(and/or subject areas, and/or countries). If we use the full count of the prod-
uct for each author, in the process of aggregation, the data cannot be simply
added together, because this would end up in duplication: the total number of
products for the whole department would exceed the total number of actual
products. Only in cases where the units of aggregation form completely dis-
jointed sets are the productivity measures additive [20]. With respect to our
example, does Paper 2 belong to Institution 1 or to Institution 2? Does Paper
5 belong to Institution 2 as well as Paper 3 to Institution 1? Paper 3 enters
in the sum of the papers of Institution 1, both as a paper of Author 6 and
Author 7. Are there three or four total papers from Institution 1? In general,
aggregated measures of production can not be calculated as simple sums of
the person’s production. When it comes to obtaining, for example, the pro-
duction of articles for a given university, there are two possible strategies: to
consider the persons and their aggregate measures and then aggregate them in
the institutions (in this case the number of papers of Institution 1 is four) or
bringing together all the products selected for each author of the institution,
eliminating duplicates, and finally aggregating by institution (in this case the
number of papers from Institution 1 is four). Both strategies actually lose im-
portant information, which are the true characteristics of the research profile
of the institution, the relationships between authors/products and the dynam-
ics of the group. We should answer several questions. Are we interested in the
distribution of products per persons, who are the unproductive researchers?
Are there some excellent researchers who may meet the institution’s needs?
Does the institution tend to be cohesive (prevalence of internal authors) or
is opened to the outside world (prevalence of external co-authors)? Does the
institution have a good level of internationalization (prevalence of foreign co-

3 A very important contribution about the statistical issues in comparing institutional
performance is [22].
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authors)? It is therefore important to produce measures directly related to the
institution and not only to aggregate measures of persons.

Challenge V (Comparison and ranking). Dimensions and data that are
compared actually need to be comparable.

The multidimensional data model presented in the preview sections make
possible the comparison between persons, groups of persons, or institutions. It
is important to note that this comparison must be made between institutions
that are mutually comparable. Institutions, in general, are not homogeneous
in terms of subject areas, roles and the seniority of the persons composing
them. The work of [29] focuses on the idea of not applying relative indicators.
As a consequence, only a comparison of the performance of institutes with
similar activities working in fields with similar bibliometric factors is possi-
ble. A good analysis must take into account all information. Especially in the
comparative approach, it is important to consider all the dimensions of the
data for all level of analysis. Comparisons could be done normalizing the bib-
liometric measures by field, age and the roles of persons. About this point, it
is important to note that making a comparative bibliometric analysis of two
institutions is different from creating a synthetic measure (rating), based on
measurable outcomes, in order to rank very different units. The international
rankings typically consider a large number of universities, regardless of their
structure and vocation. They are not able to consider different missions, disci-
plinary compositions, incentives, structures, foundations, and so on. Instead,
when we evaluate an institution, even by comparison with others, attention
is paid to the choice of benchmarks that must be comparable between the
institutions we want to evaluate, according to the preview aspects mentioned.
Nevertheless, the rankings are used to make comparisons between institutions
in absolute terms. Rankings and evaluations are often confused. This may be
due to the widespread dissemination of rankings in the field of higher edu-
cation in recent years [12,39]. The need to have comparable data between
institutions belonging to very different university systems has been met by an
extensive use of bibliometric indicators in the rankings4. In fact, specific types
of academic institutions (research universities in the U.S.A.) are recognised by
many international rankings in which research is considered the most relevant
dimension.

3.1 A fact schema for data description

Challenges III-V involve persons, products, and institutions. These data are
organized in our model as shown in Figure 3. In general terms, graphical rep-
resentations of facts and dimensions like the one shown in Figure 3 represent
facts as square boxes connecting together trees of attributes, which represent

4 For a detailed overview of the international rankings, see [19]; for the quality assessment
of composite indicators. see [3].
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dimensions. The different depth levels of dimension trees represents the differ-
ent levels of the dimension hierarchy. For example, looking at the dimension of
persons, we see how the institution, which represents the person’s affiliation,
is internally articulated in a type and a city, representing the city where the
affiliated institution is located. The city then is contained in a country and
the country in a region. According to this representation, city → country → re-
gion is a dimension hierarchy corresponding to different possible levels of data
aggregation. This conceptual representation is then translated in relational
database tables by building one or more tables for each dimension and a main
fact table containing references to the dimensions.

Fig. 3 Fact schema of contributions and publications

The main fact described by this schema is the contribution. A contribution
is referred to the single real event of a single person contributing in any role
to a product at a time. Each contribution is featured by the order of contribu-
tion, often required in case of products with many authors, and a relevance of
the contribution, which can be used to represent the weight of each author’s
contribution to a specific product. Optionally, the contribution fact can be also
associated with information about the role of each contributor (e.g., author,
editor). We note that, according to this schema, when a product has more that
one contributor, we have a single record for the product, a single record for
each contributor, and a single record for each contribution. In such a way, if
one of the contributors contributes to another product, this leads to a new fact,
but not to a new contributor. A contributor is a person with a primary affilia-
tion (i.e., institution), but who is also associated with a (potentially) different
institution in case of a contribution. This allows the model to represent the
current affiliation of a contributor, together with the affiliation they had at the
time of the contribution. A product is featured by a set of attributes including,
for example, title and publisher, and also by two main sub-dimensions. The
first one is referred to by keywords extracted from the product and describ-
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ing its contents, as we will discuss in further detail in Section 5. The second
is referred to the source of product, which represents where the product has
been published (e.g., journals, proceedings, books). Finally, the year has been
chosen as the minimal time unit in the model, and is organized in time slots
as required by the analysis goals (e.g, two-, three-, five-year slots).

Example. In order to show an example of data descriptions, we refer to the
publications Paper 1 and Paper 4 in Figure 2. A portion of the main tables
used for the implementation of the data description for the example is shown
in Figure 4.

contribution
product person year inst. order

Paper 1 Auth. 1 y1 Inst. 1 1
Paper 1 Auth. 2 y1 Inst. 3 2

... ... ... ... ...
Paper 4 Auth. 8 y1 Inst. 2 1

... ... ... ... ...

year
id year ten-years ...

y1 2011 2010 ...

product
id title source ...

Paper 1 Dynamic XML
Documents...

s1 ...

Paper 4 Static analysis
of...

s1 ...

source
id title type ...

s1 Journal 1 Article ...

person
id fname lname name ...

Auth. 1 Mario Rossi M. Rossi ...
Auth. 2 John Brown J. Brown ...
Auth. 8 Silvia Verdi S. Verdi ...

institution
id name region ...

Inst. 1 Department... IT ...
Inst. 2 Institute... IT ...
Inst. 3 Department... UK ...

Fig. 4 Portion of the main tables used for the implementation of the data description fact
schema

The two papers were published in the same journal (i.e., Journal 1). We
note that the database only requires the inclusion of one record for the journal
that is then associated with the papers through the table product. Author
contributions are recorded in the relational table contribution that implements
the main concept of the contribution dimension. Then, each contribution is
associated with the corresponding affiliation (through the table contribution).
Finally, a specific table year is used to represent years and their relationships
with the year slots in the corresponding decade.

4 Indexes and metrics

One of the main goals of bibliometric analysis is to discriminate among re-
searchers and products according to their impact on a scientific community of
interest. Many metrics and indexes are available for measuring the impact of
researchers and products, leading to some specific challenges for the analysis
and representation of these data.
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Challenge VI (Aggregation of indexes). Indexes must be aggregated with
respect to different possible dimensions and according to different aggregation
functions.

When we consider the analysis of bibliometric indexes, the main problem
is aggregation. Three cases, above anything else, deserve attention and must
be singled out:

a) Aggregation of indexes referred to products per author
b) Aggregation of indexes referred to products per institution
c) Aggregation of indexes referred to authors per institution (including the

ones aggregated in the first case)

Before describing the problems connected to these three cases, it is im-
portant to stress that the results obtained, such as if we want to calculate
the average of the IF for an institution, will be different if we take a list of
products (case b) without copies – in case there are more authors from the
same institution – or if we take the average of the IF calculated per author
(case a) and then we aggregate it per institution (case c). In this latter case,
if some papers are written by one or more authors from the same institution,
their value will be enhanced. As we will eventually see, it is possible to use
weights in the aggregations, in order to draw a more accurate portrait of the
real situation.

In case a) of indexes per products (e.g., Citations, Impact Factor, Scimago
Journal Rank) to be aggregated per authors, some of the questions that need
to be answered are as follows:

– Which function of aggregation is being used: the sum, mean or median?
Each of these function has limits. The sum considers the number of works,
while the other two functions do not. The mean gets enhanced if at least
one paper, possibly made by many, has a high impact factor and is an
outlier, and is hence not representative of the real position of the author.
Between the mean and the median, the latter is certainly better, even
though Web Of Science, comparing the two, shows the medians of IF per
Subject Category in Journal Citation Report.

– Should the function of aggregation take into account the number of au-
thors and the position of the authors in the paper? Depending on the field
considered, different different system weights can can be enhanced (e.g.,
first author, last author, corresponding). The work of [43] dedicates an
entire chapter to the determination of the contribution of a single author
according to their position and the total number of authors.

In case b), it must be taken into account how many authors in the paper
come from the institution, so that just the share of the index concerned should
be added to the institution.

In case of indexes per authors (e.g., H-index, G-index) to be aggregated per
institution (case c), if we consider, for example, the formula to calculate the
H-index [25], it makes little sense to think that the H-index of an institution
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is the simple mean of the H-index of the authors composing it. The authors of
[36] stress the problems connected to the aggregation of the H-index and offer
a mathematic model that may help us in creating some institutional rankings;
[19], in their review on rankings, used a synthetic measure of an institution,
the number of scholars of an institution with an H-index superior to 30, thus
avoiding the aggregation of the index.

Example. Referring to our example, in the following tables we show how the
indexes (number of publications (Npub) and impact factor (IF)) can be aggre-
gated to obtain different results (rankings) for the two institutions, depending
on criteria used.

Npub IF
b) c) b) c) c) (Nauth)

Inst 1 3 4 16 23 10.5
Inst 2 3 3 21 21 6.5

Inst 1 NPub IF Nauth IF/Nauth
Auth 1 1 6 3 2
Auth 4 1 3 2 1.5
Auth 6 1 7 2 3.5
Auth 7 1 7 2 3.5

Inst 2 NPub IF Nauth IF/Nauth
Auth 5 1 3 2 1.5
Auth 8 1 6 2 3
Auth 10 1 12 6 2

Fig. 5 The first table shows the aggregate (sum) indexes of the two institution in the case
b) aggregation of indexes referred to products per institution and in the case c) aggregation
of indexes referred to authors per institution. The last two tables show the indexes referred
to products per institution for each institution. The step b) of the first table can be easily
deduced taking into account that Author 6 and Author 7 are co-authors of Paper 3 and
both belong to the Institution 1 (see also Figure 2).

According to step c) and Npub, Inst 1 is more productive than Inst 2;
however, if we instead use step b) the two institutions would be equivalent. If
we look at the IF, Inst 1 is beter if we take the step c) and worse if we take
b). Inst 1 is again better if the IF is normalized using the number of authors
per paper.

Challenge VII (Multiple measures). Indexes are taken from different
sources and have different values associated with the same researcher/product.

Another important aspect to consider regarding the indexes is the multi-
farious nature of the sources. In several case [14,17] in which, for example,
the scientific productivity of an author is described by the number of pub-
lications, citations and H-index, it is important to understand their sources,
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because the same variables may take different values if they are obtained via
Web of Science, Scopus, Google Scholar or other disciplinary databases. In
literature, there are also some papers in which the journal coverages of the
various fields of these databases are compared [2,16,35] . In the greater part
of these cases, although exceptions are made for medical sciences and some
hard sciences, none of these is thoroughly exhaustive or representative. It is
then quite likely to reach a point where we lack a single value for the citations
and a single H-index, but one for each examined data source.

4.1 Multidimensional representation of indexes

Our approach to challenges VI-VII is to provide a flexible representation of
data where switching to cases a), b) or c) is easy. In particular, the multidi-
mensional representation of indexes is achieved in our model by means of two
different fact schemas, shown in Figures 6 and 7, respectively.

Fig. 6 Fact schema of researcher indexes

Both schemas share information about the index and the time, while the
third dimension is given by person data in the case of the researcher’s indexes
and by product data in the case of product indexes. The idea is that a fact, in
the case of indexes, is the attribution of an index value (i.e., a numerical value)
associated with an index to a person/product at a time. It is important to note
that, in our model, indexing is a time-dependent activity. In such a way, the
same person/product can be featured by the same index in different times
and with (potentially) different values. This represents the value of indexes
changes in time. Another important consideration to capture the challenges
discussed above is the fact that the identity of the index depends on the source
from which it is acquired. In other words, the same index (e.g., H-Index) is
considered a different and autonomous index when derived from different data
sources (e.g., the H-Index of Scopus, of Web of Science, of Google Scholar). The
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Fig. 7 Fact schema of product indexes

relationship among indexes of the same type are represented by the information
about type and category of the specific index.

From an analytical point of view, there are many different paths worth
treading. We could be interested in grouping together the authors who boast
high citation values and H-indexes according to Scholar but not in case of
Web of Science; whereas others boast high values for Scopus but not for Web
of Science. A particular research profile should correspond to the identified
groups. Conversely, we could be interested in getting some synthetic impact,
diffusion and internationalization indexes. In the traditional logic of the statis-
tical techniques applied to the reduction of data, it is possible to try to reduce
the dimension of the data matrix composed by the different matrixes obtained
from the different databases. These metrics, the manifest variables, are obvi-
ously tightly connected because they basically represent the same thing, and
may emit some latent variables that should be exactly interpreted as the hy-
pothesized synthetic indexes.

It may also be possible to think of predictive models in which we try to
figure out if the bibliometric measures, response variables, depend in any way
on factors (e.g., gender, country, field) or covariates (e.g., age of the institution,
age of the author, expenses for researches, GDP). In this, case the generalized
linear models may be useful. These models consider all levels of analysis and
also the use of repeated measures, particularly useful when the same measure
is used many times, because of the multifariousness of the sources (as stated
above), or because it is measured many times. The dimension of time is another
remarkable aspect of the analysis. It is certainly useful to understand if there
is a temporal progress of the metrics – or of their synthesis, or of the clusters
– connected to the institutions and the single authors alike, as well as. And if,
and how, the factors and the covariates influence this very progress.

Example. As an example of database representation of indexes, we take into
account two different indexes, namely the Impact Factor and the number of
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citations. We refer to this example in order to show the importance of dis-
tinguishing the source of information used to determine the index value. In
our case, in fact, we ypothesise the number of citations for papers Paper 1
and Paper 4 of Figure 2 from Web of Science and Scopus, respectively. The
resulting database instance is shown in Figure 8

product index
product index year value

Paper 1 IF y1 6
Paper 1 CIT y1 20
Paper 4 IF y1 6
Paper 4 CIT y1 15

index
id index type source

IF Impact Factor index i3
CIT Citation number citations i4

year
id year ten-years ...

y1 2011 2010 ...

institution
id name type ...

i3 Web of Science cit. database ...
i4 Scopus cit. database ...

Fig. 8 Portion of the main tables used for the implementation of the product index fact
schema

As a first comment, we note how the same kind of index, i.e., number
of citations, can correspond to completely different values according to the
data source used to access it. In order to keep these differences, we create
an index for each kind of data source. According to this approach, different
citation numbers, such as the Web of Science and Scopus citations, would not
be mixed but are still comparable in that we keep track of the index type (i.e.,
citations number).

5 Text mining and topic extraction

Challenge VIII (Extraction and indexing of textual data). In order to
support text mining activities on a collection of product/publications, textual
information must be extracted, represented, and pre-processed.

The introduction of text mining techniques in the workflow of bibliometric
analysis is a promising research direction. However, it introduces a new kind
of data that needs to be acquired from bibliographic data sources: the collec-
tion of textual data associated with each publication/product. In other words,
if metadata such as author names, titles, and years were enough to support
a more traditional bibliometric analysis, text mining requires the acquisition
of the full-text information about publications (or, at least, of representa-
tive abstracts). Thus, full-text harvesting of publications can be a very com-
plex task. A reasonable approach is to collect abstract and keyword lists for
each publication, especially considering that many bibliographic data sources
provide this information. As soon as abstracts and keywords have been col-
lected, a pre-processing activity is needed before running text mining analysis
techniques. During pre-processing, abstracts and keywords are manipulated
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using standard techniques for natural language processing, including the re-
trieval of synonymous relationships among terms, the retrieval of compound
terms, the transformation of terms through stemming and/or lemmatization,
and the deletion of stop-words and common terms. The general goal of this
pre-processing activity is to transform textual data in a more standard and
comparable collection of words.

Challenge IX (Topic-based analysis of textual data). A collection of
products/publication must be described in terms of the topics it contains in
order to understand the research area of interest and the most relevant trends
in that field.

In general, when dealing with text data, we seek to achieve at least one of
these goals:

1. We have a query represented by several terms and we like to retrieve the
relevant documents.

2. We have a collection of documents and the goal is to get a grasp of different
topics discussed in this collection.

In a bibliometric context, the second goal is more realistic and interesting:
we are seeking to classify the publications (products/papers) in the collection
into distinct classes (topics) and we have a compact and interpretable repre-
sentation for each class. The work in [34] explains how classical bibliometric
analysis can improve by using the topics. The methodological framework is
not completely new [27]. In recent years many different approaches have been
proposed for modeling text data. These methods can be broadly divided into
two categories:

– Deterministic Models. This family of methods is widely used in tradi-
tional text mining applications. The common framework used to represent
text in this family is the vector space model. The principal component
analysis and singular value decomposition methods are used to mitigate
some of the problems arising from using this framework, including high
dimensionality and inability in modeling some natural language features
(synonymy for instance). The most well-known method in this family is
Latent Semantic Analysis (LSA) [15]. Despite their wide use, deterministic
methods are criticized for their lack of statistical foundations and their
difficulty of interpreting results.

– Probabilistic Models. Probabilistic models are used to model text data
by assuming a random process responsible for generating the text. Given
the observed data, statistical inference procedures are used to infer the
structure of the assumed random process. Unigram models, mixture of un-
igram models [37], probabilistic latent semantic indexing (PLSI) [26], latent
Dirichlet allocation (LDA) [7], hierarchical LDA (hLDA) and hierarchical
Dirichlet processes (HDP) [40] are among the most well-known methods in
this family. These models are often referred to as topic models because the
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latent variables in these models are mostly associated with topics in the
text corpus.

Modeling text corpora has received a lot of attention in recent years. Find-
ing compact descriptions of documents in a corpus has been one of the main
goals of the research community. The availability of such descriptions will make
processing increasingly large collections of text more efficient while preserving
the essential statistical properties of the collection. The output will then be
useful for basic tasks such as classification, novelty detection, summarization,
and similarity and relevance judgments. An introduction to topic models is
given in [38] and [6]. The first generation of topic models was able to capture
different topics covered by a collection of documents. LDA is the best known
model in this generation. The basic assumption of the LDA model is that
each document is a mixture of topics, where each topic is a distribution over
words. The LDA model choice of probability distributions for specifying the
generative model corresponding to documents makes the resulting topics al-
most independent. However, it is common to have correlations between these
topics. The second generation of topic models tried to capture correlations
between topics [5]; moreover, a family of probabilistic time series models was
developed to analyze the time evolution of topics in large document collections
[4].

5.1 Multidimensional representation of textual information and topics

Multidimensional representation of textual information is achieved by two
main dimensions, as shown in Figure 9.

Fig. 9 Fact schema of keyword and subject areas

The first dimension describes a product in terms of its textual components,
such as the title, the abstract, or even the full-text content, when available.
This representation supports the analysis in focusing on the textual segments
of interest. The other dimension represents the output of the textual anal-
ysis process, which is given in terms of statistical information about terms’
occurrences and topics in the product collection.
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Example. As an example of textual information representation, we present
the data obtained by running LDA on the titles and abstracts of a collection of
products containing the papers in Figure 2. As a result, we attempt to obtain
ten topics, which are ten clusters of keywords extracted from the papers. Each
keyword is associated with a relevant topic, which describes the prominence
of the keyword for the topic at hand. Products are also associated with topics
with a given relevance, denoting the importance of the topic for the product at
hand. An example (limited to papers Paper 1, Paper 2, and Paper 4 of Figure 2)
of how this information is represented in our model is shown in Figure 10.

product topic
keyword text topic topic rel. keyword rel.

XML te1 t1 0.958 0.782
data te1 t1 0.958 0.432
... ... ... ... ...
web te2 t2 0.761 0.054

semantic te3 t2 0.838 0.802
... ... ... ... ...

topic
id keywords ...

t1 xml query
data ...

...

t2 web semantic
query ...

...

product
id title ...

Paper 1 Dynamic
XML...

...

Paper 2 Emergent
semantics...

...

Paper 4 Static anal-
ysis of...

...

text
id prod. text type ...

te1 Paper 4 Nowadays, the... abstract ...
te2 Paper 2 It is well known... abstract ...
te3 Paper 1 In this paper... abstract ...

Fig. 10 Portion of the main tables used for the storage of textual information and topics

6 Putting things together: complex models and trends

The application of statistical techniques to bibliographic data is almost never
immediate and simple, although most of these are known in the literature and
widely used in various fields. There are still many possible alternatives and
innovative proposals that can arise from bibliographic data, and which lie at
the frontier of multivariate statistics and data analysis.

Challenge X (Combining multidimensional information). The effec-
tive combination of different analysis dimensions requires a comprehensive
analysis model to retrieve trends and statistical properties of the bibliographic
data collection.

Following the idea of information quality concepts (infoQ) [31], different
goals need different data and integrated analyses. It is very unlikely, without
a set a target, that a single statistical technique is immediately identified and
sufficient. It is not possible to provide a simple table for bibliometric data
analysis with two columns: a goal and appropriate techniques to achieve it.
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As evidenced by previous challenges, bibliometric data are complex in many
ways. Table 2 highlights the primary and secondary variables corresponding
to the different statistical units.

Table 2 Statistical units, primary and derivate variables

Primary Variables Derived Variables
Person affiliation, role, index region, country, ..
Product authors, year, source (journal, pub-

lisher), abstract, keywords, index,
citation

topics, co-authorship networks, co-
citation networks, ..

The transition from primary variables to derived variables requires in it-
self the application more or less sophisticated statistical analysis. We just
mentioned the probabilistic topic models, but suitable methods are needed
to select co-authorship or co-citation networks [32]. Simple questions, such as
For a specific field, do the topics changes over years and countries?, require
complex data and complex analyses. In the example, two statistical units are
involved, the variable country is derived from the affiliation of the person, the
variable year is related to the product, and the topics are extracted and associ-
ated with the paper through a sophisticated analysis of abstracts or keywords
or full text. Moreover, it is not immediately clear to get, represent and describe
the multiple relationships between the variables and their causal dependencies.
Table 3 is a non-exhaustive list of possible techniques of statistical analysis
that can answer some typical questions of bibliometrics. For a specific goal,
the appropriate data preparation and manipulation needed is highlighted and
possible techniques of analysis, with general references, are indicated.

For example, if the goal is to understand whether, in a certain scientific
community, some topics are mainly related to some countries in some years
and are favored by some journals, we could apply the association rules analysis.
Collections of item sets used for transaction databases and sets of associations
can be represented as binary incidence matrices with columns corresponding to
the items (variables levels) and rows corresponding to the papers. The matrix
entries represent the presence (1) or absence (0) of an item in a particular
paper. An example of a binary incidence matrix for the five papers of the
example is shown in Table 4. The institutions and networks could also be
considered as items.

Each statistical model assumes a specific data structure. The organization
of data should not depend on the planned analysis. This would be inefficient
and would lead to duplication of data and potential errors. The best way to
organize data for bibliometrics is to centralize and consolidate storage in a sin-
gle model that is sufficiently flexible to produce the necessary data structures
for analysis when they become necessary. The topic of describing requirements
and structural design of relational databases for bibliographic data has been
addressed in detail in some previous works [44,45]. One of the most complete
works in this direction is [33], where the author proposes a relational database
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Table 3 Bibliometric data analysis schema: goals, data preparation and modeling

Goals Data Peparation Modeling
To identify similar
profiles of scholars

aggregation of data by person,
data transformation (to get nor-
mality) and data cleaning (out-
liers detection)

Cluster analysis
[18, chap. 14.3]

To identify syn-
thetic indexes of
productivity, dis-
semination, inter-
nationalization

aggregation of data by person,
data transformation (to get nor-
mality) and data cleaning (out-
liers detection)

Factor analysis
[18, chap. 14.7]

To identify asso-
ciations between
bibliometrics
variables

extraction of topics, extraction
of networks, selection of jour-
nals, selection of countries, se-
lection of years, and so on

Association rules
[18, chap. 14.2]

To represent
the associations
between biblio-
metrics variables

extraction of topics, extraction
of networks, selection of jour-
nals, selection of countries, se-
lection of years, and so on

Multiple correspondence analy-
sis
[24],
Multidimensional scaling
[8]

To study
the depen-
dency/relationship
between biblio-
metrics variables

extraction of topics, extraction
of networks, selection of jour-
nals, selection of countries, se-
lection of years, and so on

Tree-Based Models
[18, chap. 9],
Bayesian networks
[30]

To investigate the
factors and vari-
ables affecting a
measure

aggregation of measures by per-
son or by institution, data trans-
formation

Multilevel models
[21]

To study how the
indexes change
over time

aggregation of indices by per-
son or by institution, selection
of years

Time series models
[9]

To study how the
topics change over
time

extraction of topics, selection of
years

Dynamic topic models
[4]

Table 4 Association rules: binary incidence matrix

T1 T2 ... IT UK ... 2008 2009 ... J1 J2 ...
Paper 1 0 1 1 1 0 0 1 0
Paper 2 0 1 1 0 1 0 0 1
Paper 3 0 0 1 0 0 1 0 0
Paper 4 1 0 1 0 1 0 0 1
Paper 5 0 0 1 1 0 0 0 0

T stands for Topic, J for Journal

structure based on a detailed analysis of the main bibliometric indicators and
the data required by each indicator in order to be calculated and stored. How-
ever, the work is not focused on the variability of the analysis dimensions and
on the need of flexibly scaling data aggregation along an analysis dimension
according to different aggregation criteria. As a result, the queries needed to
extract data for the analysis are quite complex and specifically tailored for
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each indicator. With respect to this work, our proposal is more focused on
multidimensional analysis. In particular, the fundamental distinction between
facts and objects makes it possible to easily derive some indicators by refer-
ring to a limited number of tables. As an example, in [33], the retrieval of
the publications of authors working in the same institutions requires work on
three tables, namely authorship, person, and affiliation. In relational terms, this
means that two join operations are required. Since the relational join is a quite
complex operation, our model is conceived to avoid it when possible. In case of
authors and institutions, for example, we support the query by referring only
to the fact table contribution without any join.

7 Concluding remarks

The main idea behind this work is that bibliometrics needs multidimensional
data and analysis, and that reducing bibliometric analysis in search of one-
dimensionality is a stretch. Our first goal is to show how the increased use of
bibliometrics to produce comparisons and rankings isonly a very marginal part
of the whole world of bibliometric analysis. The paths of science and scientists
can be successfully described, understood and dealt with by an appropriate
organization of data and appropriate statistical analysis techniques. Remem-
bering the warning that Peter Hall gave thrown in his speech to the Institute
of Mathematical Statistics community in August 20115, we highlighted some
challenges that experts on data and data analysis should try to deal with:

1. Multidimensional analysis
2. Data availability and integration
3. Duplicate detection and data normalization
4. Data aggregation
5. Comparison and ranking
6. Aggregation of indexes
7. Multiple measures
8. Extraction and indexing of textual data
9. Topic-based analysis of textual data

10. Combining multidimensional information

In this paper we have tried to describe each of these challenges and outline
a possible way forward. We are aware that the list and the proposed solutions
are far from exhaustive. We firmly believe that only extreme attention to the
data and their organization will allow the application of advanced techniques
of analysis. We also believe that only by means of advanced analysis, properly
applied, taking into account various points of view, it is possible to really
understand how to increase the quality of research and not just its assessment.

5 http://bulletin.imstat.org/2011/09/presidential-address-peter-hall/
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