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Abstract This work presents a new approach for analysing the ability of ex-
isting research metrics to identify research which has strongly influenced future
developments. More specifically, we focus on the ability of citation counts and
Mendeley reader counts to distinguish between publications regarded as semi-
nal and publications regarded as literature reviews by field experts. The main
motivation behind our research is to gain a better understanding of whether
and how well the existing research metrics relate to research quality. For this
experiment we have created a new dataset which we call TrueImpactDataset
and which contains two types of publications, seminal papers and literature
reviews. Using the dataset, we conduct a set of experiments to study how
citation and reader counts perform in distinguishing these publication types,
following the intuition that causing a change in a field signifies research quality.
Our research shows that citation counts work better than a random baseline
(by a margin of 10%) in distinguishing important seminal research papers from
literature reviews while Mendeley reader counts do not work better than the
baseline.
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1 Introduction

“Quality” is a commonly used term in research evaluation. It has been stated
that the goal of peer review is ensuring only high-quality research gets pub-
lished [Kelly et al., 2014], and that the focus of evaluative scientometrics has
recently been directed at the quality of research publications [Bornmann and
Haunschild, 2017]. However, what exactly is research quality? In scientomet-
rics, research impact, which has been seen as a proxy to quality, has typically
been measured in terms of the number of citations [Butler, 2008, Abramo et al.,
2010, Bornmann and Haunschild, 2017], nevertheless, many researchers have
pointed out issues associated with making such a connection [Meho, 2007,
Adler and Harzing, 2009, Adler et al., 2009, MacRoberts and MacRoberts,
2010b, Onodera and Yoshikane, 2015, Ricker, 2017]. The reasons why the con-
nection between citation counts and quality are considered problematic are
many, from the fact citations may be used to criticise as well as praise [On-
odera and Yoshikane, 2015] to the fact that quality is a complex and multi-
faceted concept which cannot easily be expressed in a single indicator [Ricker,
2017]. Peer review, especially when it comes to journals with high impact fac-
tor, is often considered to be the best available measure of quality [Garfield,
2003, Bornmann and Daniel, 2005, Kreiman and Maunsell, 2011]; however, this
method of recognising high quality research also has its drawbacks, including
reviewer bias [Teixeira da Silva and Dobránszki, 2015] and high disagreement
in peer review decisions [Francois, 2015].

When asked about research quality, scientific impact and excellence, most
people usually refer to the volume of change produced in a particular field
(contribution to research, how much did a piece of work move the field for-
ward), rather than referring to the educational (or other types of) impact
generated [Sternberg and Gordeeva, 1996]. Similarly, when reviewing journal
publications, the most important factor influencing the reviewers’ decision to
accept or reject the paper is its perceived research contribution [Bornmann
et al., 2008, Nedić and Dekanski, 2016]. This is also the case for many national
evaluation systems [Research Excellence Framework, 2012, Tertiary Education
Commission, 2013, Australian Research Council, 2015]. Therefore, in this pa-
per we study how well the existing metrics, particularly citation counts, work
in distinguishing publications that generate a very high amount of research
contribution from publications that do not. The main motivation behind our
research is to gain a better understanding of whether and how well the existing
research metrics relate to research quality, however, we believe our study will
also prove useful in testing new research metrics.

We use seminal publications and literature reviews as characteristic ex-
amples of publications generating very high and very low volume of change.
Indeed, the definition of the word seminal according to the Oxford Dictionary
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is “strongly influencing later developments” while the definition of the word
review is “a report on or evaluation of a subject or past events”, which matches
our understanding of the difference between these two types of papers. Hence,
if one of the goals of research evaluation is recognising publications which con-
tributed significantly to their field, seminal papers should perform better under
such evaluation than literature reviews, which by definition do not generate a
change in the field1.

Therefore, we study how well the existing metrics discriminate between
these two types of papers. Our results show that existing metrics help in
distinguishing between seminal publications and literature reviews, albeit with
room for improvement. We believe this is an important finding demonstrating
more attention may need to be paid to publication type in research evaluation,
especially as these two types of papers are weighted equally when used in
research evaluation metrics, such as in JIF [McVeigh and Mann, 2009] and
the h-index, although literature reviews are sometimes excluded from research
evaluation studies, such as in the Research Excellence Framework. The work
presented in this paper is conducted on a new dataset of seminal publications
and literature reviews which we call TrueImpactDataset and which was built
for this study. We share this dataset with the research community2 to help the
development of new research evaluation metrics.

This paper is organized as follows. First, in Section 2 we present the related
work. In Section 3, we describe our research question and how we aim to answer
it. In Section 4, we explain how the dataset was created. Section 5 presents
some statistics of the dataset and Section 6 the results of the experiment
in which we examine the value of citations and Mendeley reader counts in
predicting the type of a paper. In Section 7, we discuss our findings and the
properties an ideal dataset for evaluating research metrics should have.

2 Related work

The suitability of current metrics for assessing the value of research outputs has
been studied extensively in the literature, especially the suitability of citations,
however, other indicators [Bornmann, 2014, Thelwall and Kousha, 2015a], in-
cluding Mendeley readership [Bornmann, 2015, Thelwall and Kousha, 2015b],
have been studied as well.

The existing studies have typically approached the question using one of the
following two methods: 1) by studying the unit of measurement itself,
for instance in the case of citations by studying the motivations of scientists
for choosing to reference or to not reference specific papers [Harwood, 2009,
MacRoberts and MacRoberts, 2010a] (a review of studies on citing behaviour
is available in [Bornmann and Daniel, 2008]), the characteristics of citations,
such as the placement [Bertin et al., 2016], and the context [Hu et al., 2015]

1 With some exceptions, notably systematic reviews, which are a key practice in evidence-
based medicine

2 http://trueimpactdataset.semantometrics.org/

http://trueimpactdataset.semantometrics.org/
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of citations in text, or in the case of Mendeley readership the reasons for
bookmarking specific papers [Mohammadi et al., 2016]; or 2) by studying
what a given metric represents, for example by analysing the characteris-
tics of highly cited papers [Aksnes, 2003, Antonakis et al., 2014, Van Noorden
et al., 2014] or by comparing the data with another metric [Bornmann and
Leydesdorff, 2015, Bornmann and Haunschild, 2015], typically by performing
a correlation analysis.

Our work has both similarities and dissimilarities with the studies men-
tioned in the previous paragraph. Similarly as the works studying highly cited
publications, we analyse whether a high number of received citations reflects
the shift a paper caused (or didn’t cause) in its field. Interestingly, two of the
mentioned studies have found a high proportion of the top cited papers to be
literature reviews [Aksnes, 2003] or method and software descriptions [Van No-
orden et al., 2014]. In contrast to previous work, we concentrate on analysing
how well important seminal papers perform under current evaluation meth-
ods in comparison to literature reviews, rather than focusing on characterising
highly cited papers, or understanding what the existing metrics measure.

Our work is also close to several recent efforts [Teufel et al., 2006, Wan and
Liu, 2014, Zhu et al., 2015, Valenzuela et al., 2015, Pride and Knoth, 2017]
in which the authors argue that not all citations are equal and that identi-
fying which citations are important is necessary for better understanding of
published research. Our work provides quantitative evidence further motivat-
ing this strand of research, as we show that while using citations works to
some extent for distinguishing seminal publications research from literature
reviews, there is a room for improvement. As a future work we would like to
test the models presented in these studies on our dataset to see whether clas-
sifying citations according to their importance will help distinguish seminal
publications from literature reviews.

3 Methodology

This paper aims to answer the following research question: “How well do cita-
tion and reader counts distinguish important seminal publications from liter-
ature reviews?” To answer this question we adopt the following method.

As mentioned in the introduction, when talking about evaluation of re-
search outputs, an important dimension is the volume of change produced in
a research area (how much was the area pushed forward thanks to a given piece
of work) [Sternberg and Gordeeva, 1996, Bornmann et al., 2008, Research Ex-
cellence Framework, 2012, Tertiary Education Commission, 2013, Australian
Research Council, 2015]. This amount of change has been discussed and stud-
ied from different perspectives [Yan et al., 2012, Knoth and Herrmannova,
2014, Whalen et al., 2015, Valenzuela et al., 2015, Patton et al., 2016]. We
were looking for a sample of research publications representing such work and
we believe seminal research papers constitute such sample. To provide a clear
comparison we were also interested in review publications (papers presenting
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a survey of a research area). While these papers are often highly cited [Seglen,
1997, Aksnes, 2003] they usually don’t present new original ideas. In this pa-
per we study how well citation counts and Mendeley reader counts distinguish
between these two types of papers.

To our knowledge, there currently isn’t any dataset which would categorize
papers into these two categories. We were therefore left with the task of cre-
ating such dataset ourselves. We have designed an online survey to collect the
dataset. The format of the survey, the number of collected responses and other
details are presented in Section 4.1. In the following section (5) we analyze the
dataset to understand whether it is suitable for our purposes.

In order to answer our research question, we have designed a simple exper-
iment. We chose citation counts and Mendeley readership as representatives of
bibliometrics and altmetrics, as these two measures are both well known and
are being used as measures of impact of published research in many settings
[REF 2014, 2012, Wilsdon et al., 2015]. We then classify the papers in the
collected dataset into two classes (seminal, review) using two models, a model
using the papers’ citation counts and a model using their Mendeley readership
(Section 6).

4 Dataset creation

This section describes the dataset and the process used to create it. The dataset
is publicly available for download3.

4.1 Initial data collection

The goal was to create a collection of research publications consisting of two
types of papers, seminal works, and literature reviews. We have used an online
form to collect the references, which was composed of two sets of questions
– questions about the respondent’s academic background (their discipline, se-
niority and publication record) and questions which asked for a reference to
a seminal paper and to a literature review, both related to the respondent’s
discipline. We have used the latest Research Excellence Framework (REF)
units of assessment [Research Excellence Framework, 2014] as a list of disci-
plines when asking about the respondent’s academic background because UK
researchers are familiar with this classification.

The survey was sent to academic staff and research students from all fac-
ulties of the Open University (to 1,415 people in total). The reason why we
contacted Open University researchers is because research at the Open Uni-
versity covers many disciplines, and because it is the largest university in the
United Kingdom. We were therefore able to get a significant sample spanning
multiple disciplines. Within three months we have received 184 responses (172
references to seminal papers and 157 to review papers), which represents a

3 http://trueimpactdataset.semantometrics.org

http://trueimpactdataset.semantometrics.org
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13% response rate. The survey questions and email invitation are available
online together with the dataset3. After removing empty and unidentifiable
responses, we were left with 171 responses providing us with 166 seminal and
148 literature reviews.

4.2 Additional metadata

Once the survey was closed we have manually processed the data and collected
the following information (by querying a search engine for the paper title and
looking for a relevant page): a DOI, or a URL for papers for which we did not
find a DOI, title, list of authors, year of publication, number of citations in
Google Scholar and abstract. Where we had access to the full text, we have also
downloaded the PDF. We were able to download 275 PDFs and 296 abstracts.
Due to copyright restrictions, the PDFs are not part of the shared dataset4.
This collection process took a single person several hours a day for about a
week.

To obtain readership data, we have used the DOIs, or title and year of
publication for papers without a DOI, to query the Mendeley API5. We were
mainly interested in the number of readers of each paper. The dataset contains
a snapshot of the Mendeley metadata we were working with. We were able to
find 141 out of the 166 seminal papers and 125 out of the 148 literature reviews
in Mendeley.

Furthermore, using the Web of Science (WoS) API6 we managed to retrieve
additional information for the seminal and literature review papers indexed by
WoS. We queried the WoS API using publication DOIs. In this case we were
mainly interested in the number of citing papers and cited papers (references).

5 Dataset analysis

To ensure the collected dataset is suitable for our task, we looked several statis-
tics describing the dataset including statistics of publication age, distribution
across disciplines and citation and readership statistics.

5.1 Size

The size of the dataset is presented in Table 1. The row DOIs shows the
number of papers in the dataset for which we were able to find a DOI and the
row Seminal/review/total in WoS shows how many of these DOIs appear in

4 As there are Copyright Exceptions for text and data mining in some countries, such as
in the UK, we are happy to provide the PDF documents for these purposes to researchers
residing in these jurisdictions upon request.

5 http://dev.mendeley.com
6 http://ipscience-help.thomsonreuters.com/wosWebServicesLite/

WebServicesLiteOverviewGroup/Introduction.html

http://dev.mendeley.com
http://ipscience-help.thomsonreuters.com/wosWebServicesLite/WebServicesLiteOverviewGroup/Introduction.html
http://ipscience-help.thomsonreuters.com/wosWebServicesLite/WebServicesLiteOverviewGroup/Introduction.html
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the Web of Science database. The number of additional references which we
collected using the WoS API is shown in the row Citing & cited references.
The row Total/unique authors shows the total number of authors of all papers
in the dataset and the number of unique author names. To count the unique
names, we have compared the surname and all first name initials, in case of a
match we consider the names to be the same (e.g. J. Adam Smith and John
A. Smith will be counted as one unique name). The number of unique author
names doesn’t show the number of disambiguated authors, but gives us an
indication of how many of the author names repeat in the dataset.

Responses 171

Seminal/review/total papers 166/148/314

Seminal/review/total in Mendeley 141/125/266

Seminal/review/total in WoS 51/59/110

DOIs 256

Abstracts 296

Total/unique authors 1334/1235

Citing & cited references 19,401

Table 1 Size of the dataset used in the study. The field Responses refers to how many
responses we received in the data collection survey and the field Seminal/review/total papers
refers to how many papers of each type the responses yielded.

5.2 Publication age

Figure 1 shows a histogram of years of publication with literature reviews and
seminal papers being distinguished by colour. Seminal papers in the dataset
are on average about 9 years older than review papers. This shows literature
reviews might age faster than seminal papers, which is consistent with our
expectations. An explanation for this could be that literature reviews theo-
retically become outdated as soon as the first new piece of work is published
after the publication of the review. Because the seminal papers are on average
older this also means these papers had more time to attract citations. This is
another reason to expect seminal papers to be distinguishable from literature
reviews by citations and readership as features. Descriptive statistics of years
of publication both sets are presented in Table 2.

5.3 Disciplines

Figure 2 shows a histogram of papers per discipline. We have used the informa-
tion we got about the respondents’ academic background to assign papers to
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Fig. 1 Histogram of publication years. Seminal publications in the dataset are represented
as blue bars and literature reviews as green bars.

Seminal Review Overall

Count 166 148 314

Mean 1999 2008 2003

Median 2002 2010 2006

Min 1947 1975 1947

Max 2016 2016 2016

Table 2 Descriptive statistics of publication age for both types of papers. The row Count
shows how many publications are included in each column.

disciplines. The distribution of papers per discipline is to a certain degree con-
sistent with other studies, which have reported Computer Science and Physics
to be among the larger disciplines in terms of number of publications, however,
Medicine and Biology are typically reported to be the most productive [Alt-
house et al., 2009, D’Angelo and Abramo, 2015]. The distribution is therefore
probably more representative of size of faculties of the Open University than
of productivity of scientific disciplines in general, however, we believe this does
not influence our study.

When answering the questions about academic background, 22 respondents
have selected “Other” instead of one of the listed disciplines, these 22 responses
provided us with 40 papers in total. We looked at the detailed description of
their topic provided by the respondents. 9 of them are related to astronomy
(the descriptions provided were “Binary stars”, “Martian meteorites”, “cos-
mochemistry”, “Planetary sciences” and “planetology”), 4 could be classified
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Fig. 2 Histogram of publication disciplines. In the histogram, seminal publications are
represented as blue bars and literature reviews as green bars.

as computer science (“virtual reality” and “Natural Language Understand-
ing, Spoken Language Understanding”), the rest relate to different areas (e.g.
“Microbial degradation of plastic” or “MOOC”).

5.4 Citations and readership

The dataset contains two basic measures related to publication impact and
utility – citation counts, which we manually collected from Google Scholar,
and the number of readers in Mendeley. We also had access to the number of
citations in Web of Science and while we couldn’t make these data available
together with the dataset, we provide an analysis of the WoS citations and a
comparison with the other two metrics.

Table 3 shows basic statistics of Google Scholar citation counts and Mende-
ley readership of each paper in the dataset. We consider the readership of
papers which we didn’t find in Mendeley to be 0 (as papers are added to the
Mendeley database by their readers). It is interesting to notice that while sem-
inal papers in our dataset are on average cited more than review papers, this
is not the case for readership, in fact literature reviews attract more readers
than seminal papers despite being on average younger (Section 5.2). We be-
lieve this is an important finding as readership counts are being more and more
frequently used as a measure of impact complementary to citations [Piwowar
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and Priem, 2013, Maflahi and Thelwall, 2016, Priem, 2014]. We believe the
fact that literature reviews are more read than seminal papers, while being
less cited, suggests that readership can be perceived more as a measure of
popularity than importance.

Google Scholar citations Mendeley readership

Seminal Review Overall Seminal Review Overall

Mean 2,458 519 1,544 240 368 306

Median 249 109 194 45 42 46

Std 8,885 1,197 6,575 894 1,566 1,264

Min 0 0 0 0 0 0

Max 85,376 12,099 85,376 10,258 15,516 15,597

Table 3 Descriptive statistics of Google Scholar citation counts and of Mendeley readership.
Each column presents statistics for the selected type of paper (columns Seminal and Review)
or for all papers regardless of type (column Overall).

Table 4 shows a comparison of the number citations obtained from Google
Scholar and from WoS. This table includes only those 110 papers (51 seminal
and 59 survey papers) which appear in WoS. The higher citation numbers com-
ing from Google Scholar are not surprising as Google Scholar’s wider coverage
of academic outputs is well known [Harzing and Alakangas, 2016a, Harzing,
2016]. This wider coverage is also demonstrated by the fact that we were able
to find only 110 out of the 314 papers used in our study in WoS.

Google Scholar Web of Science

Seminal Review Overall Seminal Review Overall

Mean 814 429 607 523 255 379

Median 211 216 214 144 94 105

Std 1,599 566 1,175 926 373 697

Min 2 0 0 1 0 0

Max 8,246 2,446 8,246 4,753 1,709 4,753

Table 4 Descriptive statistics of citation counts acquired from Google Scholar and Web of
Science. This table includes only those 110 papers, which we were able to find in WoS. Each
column presents statistics for the selected type of paper (columns Seminal and Review) or
for all papers regardless of type (column Overall).

This low coverage provided by Web of Science can be seen as a problem, es-
pecially given the fact WoS misses some key seminal papers and overall misses
more seminal papers than literature reviews. For example, a recent publica-
tion by Krizhevsky et. al. [Krizhevsky et al., 2012], a seminal deep learning
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paper which has caused a shift in the area of artificial intelligence/computer
vision, is missing in WoS, but has (at the time of writing this paper) attracted
almost 8000 citations in GS since its publication in 2012. This problem isn’t
limited to WoS either, Scopus for example also does not index the publication,
and while Mendeley does, most of the associated meta-data is inaccurate. The
most probable reason for these exclusions is that the conference proceedings
for this paper are not published through a major publisher but instead by the
conference itself and self-hosted on their website. We believe this is an inter-
esting point as it shows important seminal work isn’t always published by the
traditional routes of journals or known publishers. With the recent changes
in scholarly communication towards Open Access, Open Science, Arxiv, self
hosting, etc. the very definition of “published” no longer has a universal stan-
dard and we believe it is reasonable to expect that this will continue with
higher frequency as the communities continue to change over time.

In order to compare whether the two databases rank papers similarly we
have correlated the citation counts (see Table 5). Both correlations are weaker
for seminal papers, however this could be caused by the age difference be-
tween the two types of papers as the databases might have a lower coverage of
older publications. On the other hand, the overall correlations may be slightly
inflated due to older articles having on average higher citation values. This
might, in combination with seminal publications in our dataset being older,
cause ranks produced using citation counts to be more similar for the two
databases and as a consequence may increase the correlations. One solution
to overcome this limitation would be correlating only articles published in the
same year. However, studying the differences between the databases is not the
main aim of our study and for this reason we do not present here the separate
correlations. Overall, both Pearson and Spearman correlations are otherwise
strong. We believe the strong correlations show using citation data from these
two databases will produce similar results.

Spearman Pearson

Seminal 0.8581, p � .001 0.6775, p � .001

Review 0.9696, p � .001 0.9588, p � .001

Overall 0.9281, p � .001 0.7254, p � .001

Table 5 Correlation between Google Scholar and Web of Science citation counts. Each field
in the table represents Spearman or Pearson correlation between citation counts found in
Google Scholar and WoS. The correlation is calculated for seminal publications and literature
reviews separately as well as for all papers combined together.

6 Experiment & Results

In this section, we present the results of the experiment, the aim of which was
to test whether citation or readership counts work as a discriminating factor
for distinguishing seminal papers and literature reviews. These two measures,
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and especially citation counts, are frequently used as proxies for scientific influ-
ence and quality. For example, citation counts are the basis for calculating JIF,
where the calculation doesn’t take into account the differences between types
of research papers (pure research papers and literature reviews are both used
as input with equal weight) [Thomson Reuters]. Amount of research contribu-
tion is often indicated as an important dimension of research quality [Sternberg
and Gordeeva, 1996, Bornmann et al., 2008, Nedić and Dekanski, 2016, Re-
search Excellence Framework, 2012, Tertiary Education Commission, 2013,
Australian Research Council, 2015]. Thus, we study how well these two mea-
sures distinguish between seminal publications and literature reviews, which
respectively represent publications generating very high and very low amounts
of research contribution.

In order to test our hypothesis we use these two metrics to classify the
papers into the two classes (seminal, review) – i.e. we use citation and reader
counts as two features for creating classification models. As a baseline we use
a model which classifies all papers as seminal, as that is the majority class.
This baseline model achieves the accuracy of 53%. We calculate accuracy as
the proportion of correctly classified publications, or more formally:

acc =
TP + TN

N
(1)

where the category seminal is our positive class, TP (true positives) is the
number of items correctly labelled as belonging to the positive class, TN (true
negatives) is the number of items correctly labelled as not belonging to the
positive class, and N is the number of all items (publications).

Before running the experiments we first perform a statistical test to see
whether the citation/readership distributions of seminal and review papers
differ. We perform a one-tailed independent t-test with the null hypothesis
stating that the means of the two groups are equal. The results we get are
p = 0.0063 for citations and p = 0.1666 for reader counts. In case of citations,
for a significance threshold of 1% we reject the null hypothesis. Because we
know the mean number of citations of the seminal papers is higher (Table
3), we conclude seminal papers are cited significantly more than literature
reviews. In case of readership, we accept the null hypothesis that the dis-
tributions of reader counts of seminal and review papers are the same (that
is the number of readers doesn’t distinguish between the two groups). How-
ever, one possible explanation for this is the typical shape of the distribution
of Mendeley readers. It has been shown that older articles tend to have less
readers in Mendeley [Thelwall and Sud, 2016]. In combination with seminal
publications in our dataset being older, this could lead to seminal publications
being indistinguishable in terms of reader counts from literature reviews. For
this reason we do not remove Mendeley reader counts from further analysis.
To better understand how well each metric works in distinguishing between
the two groups, we use citations and readership as features in a classification
experiment.
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6.1 Experimental setup and choice of a model

The classification experiment relies on two approaches. First, we use a leave-
one-out cross-validation setup, that is we repeatedly train on all but one pub-
lication and then test the performance of the model on the publication we left
out of the training. We do this for all publications in the set. However, because
in some cases, due to the size of the dataset, leaving out even one publication
can affect the performance of the model, we also find the performance of the
ideal model, that is we train the model on all available data (all publications
in the dataset) without leaving any publication out. This gives us an upper
bound of performance on our dataset.

We run three separate experiments. First, we train and test our models on
all publications, regardless of their age or discipline. This gives us an idea of
how well do both metrics perform across disciplines and regardless of time.
We call this the aggregate model (Section 6.2). Next, we split the data by
discipline and create separate models for each discipline (Section 6.3). The
reason for this is that both citation patterns as well as Mendeley coverage
and usage patterns tend to differ across disciplines [Mohammadi et al., 2015,
Waltman, 2016]. Finally, we split the data by publication years and create
separate models for each year (Section 6.4). There are two reasons why split-
ting the publications by year is important. Firstly, when it comes to citation
counts, older publications have more time to accumulate citations than newer
publications and will therefore be often cited higher than newer publications
[Waltman, 2016]. Because the seminal publications in our dataset are on av-
erage older than the literature reviews, this could significantly influence our
results. Secondly, when it comes to Mendeley reader counts, their distribution
tends to have different shape than the distribution of citation counts. In par-
ticular, newer publications often have more readers [Thelwall and Sud, 2016].
It would be interesting to also split the data by both discipline and year, how-
ever, we weren’t able to do this due to the size of the dataset, as the resulting
groups would be too small for analysis. In all three cases we also create two
separate models – one model trained using citation counts as the only feature
and one model trained using Mendeley reader counts as the only feature.

The model we use to classify papers based on their citation or reader counts
works in the following way: if the total number of citations (or the number
of readers) for a given paper is equal to or greater than a selected thresh-
old we classify the paper as seminal, otherwise as a literature review. To do
this, we use the threshold which achieves the best accuracy on the training
data. We find this threshold by calculating the accuracy for all thresholds in
the interval [0,max(citation count)] for the model using citation counts and
[0,max(reader count)] for the model using reader counts. If there is more than
one such threshold, we use the average value of all best thresholds. For the
ideal model we choose any of the best thresholds, as all will have the same
performance. The reason why we chose the this simple model instead of a ma-
chine learning model such as SVM or Näıve Bayes is that our model better
reflects how research metrics are used by scientists in decision making.
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6.2 Aggregate model

Table 6 shows the confusion matrix for the leave-one-out cross-validation sce-
nario using a citation count threshold and not separating publications by disci-
pline or age. This setup achieves an overall accuracy of 63%, which represents
a 10% improvement over the baseline. All but two of the models trained in
the cross-validation setup chose 51 citations as an optimal threshold (the two
other thresholds were 52.4 and 52.5). The ideal model (trained on all avail-
able publications) achieves the accuracy of 63%. Table 7 shows the confusion
matrix obtained by using reader counts as a feature. This model achieves an
overall accuracy of 43%, which is 10% worse than the baseline. Most of the
models (277) trained in the cross-validation setup chose 0 readers as the op-
timal threshold. The remaining models (37) chose 2.5 readers as a threshold.
The performance of the ideal model is 53%, which is equal to the baseline.

Predicted

Review Seminal Total

Actual
Review 19% (61) 28% (87) 148

Seminal 9% (29) 44% (137) 166

Total 90 224 314

Table 6 Confusion matrix for predicting the class of the paper using Google Scholar citation
counts. In this case publications were separated into two groups using a citation counts
threshold.

Predicted

Review Seminal Total

Actual
Review 0% (0) 47% (148) 148

Seminal 10% (32) 43% (134) 166

Total 32 282 314

Table 7 Confusion matrix for predicting the class of the paper using Mendeley reader
counts. To produce this matrix, publications were separated into two groups using a Mende-
ley reader counts threshold.

6.3 Discipline based model

This model uses discipline information to first split the papers into groups. For
all separate groups we then perform the same statistical test and classification
experiment using both citation and reader counts. In this case, we remove all
papers labeled as “Other”. Furthermore, we remove all subject areas which
contain less than two of each type of papers, to be able to train and test the
models on representatives of both seminal and review papers. The p-value
is greater than 1% for all remaining disciplines and for both citation and
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reader counts, which means in all cases we accept the null hypothesis of equal
averages. All p-values are shown in Appendix A, Table 13.

The overall cross-validation accuracy is 45% for citations and 42% for
reader counts, which is worse than the baseline (53%) in both cases. We believe
this is due to the fact the baseline isn’t dependent on the size of the data, while
in the leave-one-out cross-validation, removing even one paper can change the
performance of the model. Furthermore, the baseline method “knows” which
class is the majority class, while our model doesn’t use this information. Both
of these factors make it harder to outperform the baseline. The results for
separate disciplines are reported in Tables 14 and 15.

To calculate the overall accuracy, rather than counting average accuracy
across all disciplines, we sum all confusion matrices and calculate the accuracy
from the sum (Tables 8 and 9, this method is sometimes referred to as micro-
averaging). The accuracy of the optimal model goes up in both cases, to 68%
in the case of citations and to 63% in the case of readership. This shows that
separating papers by discipline has the potential of improving the results.

Predicted

Review Seminal Total

Actual
Review 24% (62) 24% (60) 122

Seminal 31% (79) 21% (53) 132

Total 141 113 254

Table 8 Overall classification results obtained from running the classification for each dis-
cipline separately. In this case, a citation counts threshold was used to classify publications
as seminal or review. One model was created per discipline and the overall performance was
obtained by summing confusion matrices from all disciplines and calculating accuracy from
the sum.

Predicted

Review Seminal Total

Actual
Review 17% (44) 31% (78) 122

Seminal 27% (69) 25% (63) 132

Total 113 141 254

Table 9 Overall classification results obtained from running the classification for each dis-
cipline separately. In this case, a Mendeley reader counts threshold was used to classify
publications as seminal or review.

6.4 Year based model

We perform a similar experiment as in case of disciplines also for publication
years. The results for this experiment are shown in Tables 10 and 11.

In this case we split the publications in the dataset into groups by the the
year in which they were published and again leave out those groups which
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Predicted

Review Seminal Total

Actual
Review 40% (95) 17% (41) 136

Seminal 28% (66) 15% (37) 103

Total 161 78 239

Table 10 Overall classification results obtained from running the classification for each
year separately, using citations as a feature. Similarly as in the previous case, one model
was trained for each year and the overall accuracy was obtained by summing the confusion
matrices for all years.

Predicted

Review Seminal Total

Actual
Review 38% (90) 19% (46) 136

Seminal 30% (71) 13% (32) 103

Total 161 78 239

Table 11 Overall classification results obtained from running the classification for each
year separately, using reader counts as a feature.

don’t contain at least two papers of each type. The p-value is greater than
1% for all publication years (16). The overall cross-validation accuracy is 55%
(Table 10) for citation counts and 51% (Table 11) for reader counts, which in
the case of citation counts is an improvement both over the baseline (53%) and
over the previous model trained per discipline. The accuracy of the optimal
model is 69% in the case of citations and 65% in the case of reader counts.
The full results for this experiment are reported in Tables 17 and 18.

7 Discussion

7.1 Results

Table 12 shows a summary of classification results of all three models. Overall
the year based model performs better than the discipline based model, how-
ever, particularly when it comes to citation counts, this might be due to the
distribution of survey and seminal publications in our dataset – as we have
shown in Table 2, seminal papers in our dataset are on average older than
literature reviews, which makes the year based classification easier. In reality
papers published in a given year will be distributed more evenly. The perfor-
mance of the discipline based model should be more stable, as the distribution
of seminal and survey papers across disciplines in our dataset is more even.
When it comes to Mendeley readership, the year-based model outperforms the
other two models by a margin of almost 10%. One possible explanation for this
is that Mendeley is a relatively new service which was created in 2008, how-
ever, many publications in our dataset, especially seminal publications, are
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much older. Furthermore, newer publications (up to a certain threshold) tend
to have more readers [Thelwall and Sud, 2016]. Separating the publications
by year is therefore important for a fair comparison. We haven’t performed a
classification across both disciplines and years as due to their wide distribu-
tion we weren’t able to find enough examples belonging to the same discipline
and year. The aggregate model outperforms the two other models, however,
we believe this might be due to the size of the dataset.

Model Data Accuracy

Baseline
Citations 53%

Readership 53%

Aggregate
Citations 63%

Readership 43%

Discipline based
Citations 45%

Readership 42%

Year based
Citations 55%

Readership 51%

Table 12 Summary of all results. Column Accuracy shows the accuracy obtained in the
leave-one-out cross-validation scenario.

7.2 Contribution of our work and comparison with existing literature

We believe this study is novel in two ways. Firstly, our experiments show that
citation counts help in distinguishing important seminal research from litera-
ture reviews with a degree of accuracy (63%, i.e. 10% over the random base-
line), while Mendeley reader counts don’t work better than a random baseline
on this task and our dataset. There has been much discussion whether cita-
tion counts are appropriate for use in evaluation of research outputs [Wilsdon
et al., 2015]. We have used a new approach to study this question. In addi-
tion, our contributions include the creation of a novel dataset of 314 seminal
publications and literature reviews, which is publicly available. We believe this
dataset will be useful in developing and evaluating new metrics.

A number of previous works have studied highly cited literature to analyse
and understand which factors make publications highly cited [Aksnes, 2003,
Antonakis et al., 2014, Van Noorden et al., 2014]. Our work complements this
strand of research, as in our work we study whether a high number of re-
ceived citations reflects the shift a paper caused (or didn’t cause) in its field.
Our results are similar to results reported by Aksnes, who observed that a
significant portion of top cited articles are review articles (12% of articles in
their dataset [Aksnes, 2003]). We have chosen a slightly different approach,
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as we did not focus only on highly cited articles, but instead studied publi-
cations perceived by scientists as seminal and compared these publications to
literature reviews. Our results suggest that to a degree, citation counts can
distinguish between publications which caused a shift in their field, i.e. semi-
nal publications, and literature reviews. Our work also complements existing
methods for automated classification of research citations [Teufel et al., 2006,
Valenzuela et al., 2015, Pride and Knoth, 2017] as it demonstrates the need for
these methods. An interesting future direction would be to test whether the
existing automated citation classification models help to improve performance
in our task, i.e. whether using only “important” citations [Valenzuela et al.,
2015, Pride and Knoth, 2017] helps in distinguishing seminal publications from
literature reviews.

7.3 Limitations of our dataset

One limitation of our study is that we rely on the respondents’ understanding
of seminal publications and literature reviews and the fact our dataset is lim-
ited to responses from a single university. To get a better understanding of the
validity of the data, we have verified the correctness of the responses belong-
ing to the Computer Science and Informatics subset (43 publications), as that
is an area most familiar to us. To do this, we have reviewed the publication
titles and abstracts. The labelling of this subset matches our understanding
of seminal and review publications except in three cases, a paper “From data
mining to knowledge discovery in databases” which was labelled as seminal
and papers “Process algebra for synchronous communication” and “Unifying
heterogeneous and distributed information about marine species through the
top level ontology MarineTLO” which were both labelled as a literature re-
view. For these three papers we would flip the labels. We haven’t however read
the full papers and so our disagreement with the respondents could be caused
by not knowing the content of the papers and/or not being experts in those
areas. Overall, 93% of the publications (40 out of 43) reviewed by us were
assigned a correct label.

The dataset was created through a survey conducted at the Open Univer-
sity (OU) in the UK. The OU is the largest university in the UK and one of
the largest universities in Europe and in the world, with centres across the UK
and Europe. Contacting academics from the OU has enabled us to get a signif-
icant sample spanning multiple disciplines and levels of seniority. Considering
this fact and our manual examination of the dataset, we do not believe the
results of our study would be significantly different if conducted at a different
university, particularly in the UK. However, to overcome this limitation, as
future work we are planning to cross-reference the data to ensure the validity
of the entire dataset.
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7.4 Database coverage

In Sections 5.1 and 5.4 we have compared the coverage of Google Scholar, which
we used to collect publication metadata, Mendeley and Web of Science. Of the
314 publications in our dataset (all of which were found in Google Scholar)
266 (85%) were found in Mendeley and 110 (35%) in WoS. The WoS cover-
age is consistent with findings reported by Harzing and Alakangas, who have
shown it can vary significantly when compared to Google Scholar (between
approximately 17 and 66% depending on discipline) [Harzing and Alakangas,
2016b].

We have also observed higher citation counts in Google Scholar compared
to WoS (Section 5.4). It has been shown that higher citation counts in Google
Scholar are often caused by “stray citations”, i.e. duplicate records and/or cita-
tions from non-traditional research outputs such as books, blogs, etc. [Harzing
and Alakangas, 2016b], rather than better coverage. Therefore, to better un-
derstand the differences between the two databases, in Section 5.4 we have re-
ported correlations between citation counts found in Google Scholar and Web
of Science. Both correlations were very strong for literature reviews showing
that for newer articles both databases will produce similar results. The num-
bers were significantly lower for seminal publications which may be caused by
lower coverage of older articles. These differences in coverage may influence our
results, particularly if one type of publication is represented better in a given
database than the other. As future work it would be interesting to compare
correlations between these two databases across years and both publication
types.

Mendeley has been shown to have fairly high coverage [Priem et al., 2012,
Haustein et al., 2014, Thelwall and Kousha, 2015b], which was also the case
in our study. The coverage of seminal publications and literature reviews in
Mendeley was the same, 85% in the case of seminal publications (141 out of
166 seminal papers were found in Mendeley) and 84% in the case of literature
reviews (125 out of 148 reviews were found in Mendeley). One possible issue
could stem from the fact majority of Mendeley readers are often PhD students,
graduate students or postdocs [Haustein and Larivière, 2014]. These users may
prefer to bookmark a certain type of publications (e.g. literature reviews more
often than seminal publications). As future work it would be interesting to
compare readership patterns of the two publication types in our dataset.

8 Conclusions

In this paper, we have shown that citation counts work 10% better than the
baseline in distinguishing important seminal publications from literature re-
views, while Mendeley reader counts don’t work better than the baseline. We
have performed a set of experiments using citation and reader counts to clas-
sify papers into seminal and review categories and showed that citations dis-
tinguish between these two types of papers with low to moderate accuracy
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(highest accuracy achieved in all experiments was 63%, while our baseline
model achieved 53%), while reader counts don’t distinguish between them at
all (highest accuracy 51%). We believe this shows that while citations work to
some degree, additional methods, such automated methods for classifying im-
portant citations [Teufel et al., 2006, Valenzuela et al., 2015, Pride and Knoth,
2017], may be needed.

In addition to quantifying the success rate when using citation count to
distinguish seminal publications from literature reviews, we also presented a
novel dataset of 314 annotated seminal publications and literature reviews
along with their metadata (including DOIs, titles, authors, and abstracts),
which we call TrueImpactDataset. We described how this dataset was built,
provided a detailed analysis of the dataset and discussed the properties an
ideal dataset for validating research evaluation metrics should have. We share
this dataset with the research community7 and hope it will be useful to others
and will perhaps inspire creating a true ground truth evaluation set.
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A Experiment results

Discipline p (citations) p (readership) Total

Geography, Environmental Studies and Archaeology 0.3404 0.2081 8

Biological Sciences 0.1748 0.4956 17

Computer Science and Informatics 0.0895 0.4517 43

Mathematical Sciences 0.2549 0.2518 14

Earth Systems and Environmental Sciences 0.1162 0.1645 18

Business and Management Studies 0.1191 0.1577 19

Physics 0.3819 0.1679 26

Education 0.1162 0.2146 26

Psychology, Psychiatry and Neuroscience 0.2443 0.2293 9

Politics and International Studies 0.2007 0.4275 6

Electrical and Electronic Engineering, Metallurgy and Materials 0.4260 0.3397 16

Sociology 0.4302 0.3955 7

Classics 0.1265 0.2113 4

Art and Design: History, Practice and Theory 0.2702 0.4565 5

Social Work and Social Policy 0.0910 0.3365 6

Economics and Econometrics 0.1525 0.3977 8

General Engineering 0.2079 0.1453 4

Anthropology and Development Studies 0.2920 0.2850 4

Aeronautical, Mechanical, Chemical and Manufacturing Engineering 0.2439 0.2015 4

Modern Languages and Linguistics 0.1557 0.1154 4

Public Health, Health Services and Primary Care 0.2056 0.1906 6

Total - - 254

Table 13 Results of independent one-tailed t-test performed using citation and readership
counts on all disciplines separately.
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Year p (citations) p (readership) Total

1999 0.3738 0.1951 8

2000 0.1706 0.0555 10

2001 0.1988 0.3102 15

2003 0.1096 0.3459 9

2004 0.4157 0.1629 10

2005 0.2115 0.3178 17

2006 0.3230 0.2259 14

2007 0.1570 0.1482 15

2008 0.2112 0.4029 14

2009 0.1199 0.0531 11

2010 0.1098 0.3501 21

2011 0.2064 0.2207 18

2012 0.1154 0.4622 17

2013 0.4370 0.1918 19

2014 0.2785 0.0731 13

2015 0.4661 0.1684 11

2016 0.0842 0.3098 17

Total - - 239

Table 16 Results of independent one-tailed t-test performed using citation and readership
counts on all publication years separately.



Do Citations and Readership Identify Seminal Publications? 29

Year Acc. Opt. Base. Opt. t TN TP FN FP Total

1999 0.7500 0.7500 0.7500 0 0 6 0 2 8

2000 0.6000 0.7000 0.7000 0 0 6 1 3 10

2001 0.1333 0.6000 0.5333 3 1 1 7 6 15

2003 0.6667 0.8889 0.5556 374 3 3 2 1 9

2004 0.3000 0.7000 0.5000 35 2 1 4 3 10

2005 0.4706 0.5882 0.5882 472 8 0 7 2 17

2006 0.5714 0.5714 0.5714 1559 7 1 5 1 14

2007 0.6667 0.6667 0.6000 37 5 5 1 4 15

2008 0.4286 0.7143 0.5000 197 2 4 3 5 14

2009 0.4545 0.5455 0.6364 214 5 0 4 2 11

2010 0.6190 0.7143 0.5714 1105 11 2 7 1 21

2011 0.5000 0.6667 0.5556 59 3 6 4 5 18

2012 0.7059 0.7059 0.6471 633 11 1 5 0 17

2013 0.6316 0.7895 0.7895 240 12 0 4 3 19

2014 0.6923 0.6923 0.7692 64 9 0 3 1 13

2015 0.6364 0.7273 0.7273 96 7 0 3 1 11

2016 0.5882 0.7059 0.5882 2 9 1 6 1 17

All 0.5523 0.6862 - - 95 37 66 41 239

Table 17 Classification results using citation counts as a feature, performed on all years
separately. The columns TN, TP, FN and FP show the number of true negatives (papers
correctly predicted as reivew), true positives (papers correctly predicted as seminal), false
negatives (seminal papers incorrectly predicted as review) and false positives (review papers
incorrectly predicted as seminal), respectively. The column “Opt.” shows accuracy achieved
with the optimal model and column “Base.” shows accuracy of the baseline model.
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Year Acc. Opt. Base. Opt. t TN TP FN FP Total

1999 0.5000 0.7500 0.7500 0 0 4 2 2 8

2000 0.6000 0.7000 0.7000 0 0 6 1 3 10

2001 0.5333 0.6667 0.5333 57 3 5 3 4 15

2003 0.2222 0.5556 0.5556 0 0 2 3 4 9

2004 0.6000 0.6000 0.5000 15 3 3 2 2 10

2005 0.6471 0.6471 0.5882 327 9 2 5 1 17

2006 0.2143 0.5714 0.5714 39 3 0 6 5 14

2007 0.2000 0.6000 0.6000 10 3 0 6 6 15

2008 0.5000 0.5714 0.5000 2775 6 1 6 1 14

2009 0.4545 0.5455 0.6364 382 5 0 4 2 11

2010 0.5714 0.6190 0.5714 326 11 1 8 1 21

2011 0.3889 0.6111 0.5556 1 2 5 5 6 18

2012 0.4118 0.6471 0.6471 41 7 0 6 4 17

2013 0.7895 0.8421 0.7895 823 14 1 3 1 19

2014 0.6154 0.6923 0.7692 123 8 0 3 2 13

2015 0.7273 0.8182 0.7273 1028 7 1 2 1 11

2016 0.5882 0.6471 0.5882 35 9 1 6 1 17

All 0.5105 0.6527 - - 90 32 71 46 239

Table 18 Classification results using reader counts as a feature, performed on all years
separately. The columns TN, TP, FN and FP show the number of true negatives (papers
correctly predicted as review), true positives (papers correctly predicted as seminal), false
negatives (seminal papers incorrectly predicted as review) and false positives (review papers
incorrectly predicted as seminal), respectively. The column “Opt.” shows accuracy achieved
with the optimal model and column “Base.” shows accuracy of the baseline model.
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