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Abstract
Identifying the evolution path of a research field is essential to scientific and technologi-
cal innovation. There have been many attempts to identify the technology evolution path 
based on the topic model or social networks analysis, but many of them had deficiencies in 
methodology. First, many studies have only considered a single type of information (text 
or citation information) in scientific literature, which may lead to incomplete technology 
path mapping. Second, the number of topics in each period cannot be determined auto-
matically, making dynamic topic tracking difficult. Third, data mining methods fail to be 
effectively combined with visual analysis, which will affect the efficiency and flexibility 
of mapping. In this study, we developed a method for mapping the technology evolution 
path using a novel non-parametric topic model, the citation involved Hierarchical Dirichlet 
Process (CIHDP), to achieve better topic detection and tracking of scientific literature. To 
better present and analyze the path, D3.js is used to visualize the splitting and fusion of the 
evolutionary path. We used this novel model to mapping the artificial intelligence research 
domain, through a successful mapping of the evolution path, the proposed method’s valid-
ity and merits are shown. After incorporating the citation information, we found that the 
CIHDP can be mapping a complete path evolution process and had better performance 
than the Hierarchical Dirichlet Process and LDA. This method can be helpful for under-
standing and analyzing the development of technical topics. Moreover, it can be well used 
to map the science or technology of the innovation ecosystem. It may also arouse the inter-
est of technology evolution path researchers or policymakers.
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Introduction

The technology evolution path describes the emergence, transition, and extinction of a sub-
ject in this field, which can help researchers understand the history and current situation of 
the research field so that they can quickly identify research hotspots and gaps.

In the study of technological evolution path, discovery and presentation of topic infor-
mation is a crucial problem. In recent years, an increasing number of researchers have 
begun to use machine-learning methods to identify the development of specific research 
domains based on literature data. Probabilistic topic models are useful in detecting differ-
ent research topics and mining research hotspots. Especially Probabilistic Latent Seman-
tic Analysis (PLSA) (Hofmann 1999) and Latent Dirichlet Allocation (LDA) (Blei et al. 
2003), have drawn much attention in the field of topic discovery because of their effective-
ness in analyzing sparse high-dimensional data, like literature data (Jeong and Min 2014; 
Yau et al. 2014).

There are usually two main questions when using topic models for technology mapping. 
First, is non-textual technical information useful for technical evolution analysis? If yes, 
how to add it to the topic model? Second, can we dynamically identify and track technical 
topics in different periods? It can help us discover the evolution path of technology more 
flexibly.

Most existing topic models only consider textual information. However, scientific literature 
contains textual information, citation information, co-author information, and so on. When 
topic models using only textual information are applied to analyze scientific literature, many 
useful features of literature are ignored. In particular, the citation relationship, which also con-
tains robust technical evolution information, cannot be ignored when analyzing the develop-
ment of specific research domains (Kajikawa et al. 2007; Zhou et al. 2016, 2019b, 2020).

The determination of the number of topics is essential for technical evolution analysis, 
but this is usually a troublesome problem. Generally, topic models, such as PLSA, LDA, 
and their extended models, need a preset number of topics. Two strategies can be used to 
handle this problem. One is comparing the experimental results for multiple times based 
on qualitative indicators such as perplexity or Normalized Mutual information (NMI) to 
determine the optimal number of topics. But this method requires a lot of experimentation, 
and the best result depends on the selected indicators. The second method is setting a rela-
tively large number of topics, and then aggregating similar topics through Kullback–Lei-
bler divergence, Cosine similarity, or another measure. By using the second method, the 
topics finally extracted are usually hard to understand (Griffiths and Steyvers 2004; Yao 
et al. 2011; Ding and Chen 2014).

When performing technology mapping, we hope that the algorithm can automatically 
determine the number of topics according to the structure of the data itself. In this way, we 
can not only have good adaptability to different data but also dynamically track changes of 
technical topics between different times. Teh et al. (2006) introduced HDP that can handle 
this problem. By utilizing the Dirichlet Processes feature of generating infinite clustering, 
the Hierarchical Dirichlet Processes (HDP) can automatically determine the appropriate 
number of mixture components.

In this paper, we combine textual information and citation information based on HDP 
to propose a new non-parametric topic model (no need to preset the parameters of the 
number of topics) to map the evolution path of the technology better. The novel non-par-
ametric model based on HDP was named the citation-involved Hierarchical Dirichlet Pro-
cess (CIHDP). Based on citation information, node2vec was used to convert papers in the 
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citation network into vector form. Then we calculated the similarity of each pair of papers 
in the given paper data set to construct a similarity matrix. Unlike the Hierarchical Dir-
ichlet Process (HDP), topic distribution for each document in the CIHDP was influenced 
by all of the other documents with different degrees of impact. The similarity of the two 
articles determined the degree of influence. That is, the less similarity there was in the 
citation network, the smaller the impact was. As other researchers did, we used the Gibbs 
sampling inference to estimate parameters in our model. Quantitative experiments prove 
that CIHDP can achieve better subject modeling effects than LDA. Through case analysis, 
CIHDP can find complete path evolution information than HDP.

The technology evolution path dynamically tracked by CIHDP is visualized through 
D3.js finally. For those who are not very familiar with technology mapping methods, visu-
alization helps to adjust the topic model (such as parameters adjustment), and also facili-
tates understanding and discussing the technology path effectively.

The rest of this paper is organized as follows. The “Related work” section briefly 
reviews the related works. The “Methodology” section presents the overall research pro-
cess and method introduction. The “Result and discussion” section conducts a case study 
in the field of AI research and evaluates the validity of the model. The “Conclusions” sec-
tion lays out our key findings and future works. In the end, the Appendix provides details 
about the improved algorithm and experiment results. The code of CIHDP and sample data 
are available on the GitHub repository.1

Related work

Technology evolution path

As a powerful presentation of the development of technology, the technology evolution 
path can track historical development, explore knowledge diffusion and predict future 
trends in technology (Adomavicius et al. 2007; Yu 2011; Huang et al. 2016; Huang et al. 
2020). Given the explosive growth in the quantity of literature in the current research envi-
ronment, analysis of the technology evolution path is usually based on data mining. There 
are two kinds of existing technology path research using literature data: bibliometrics and 
method based on the topic model.

Most methods of bibliometrics are based on citation analysis of scientific and techno-
logical literature (Zhou and Minshall 2014; Li et  al. 2015, 2016b; Zhou et  al. 2018; Xu 
et  al. 2017, 2020; Nordensvard et  al. 2018; Pan et  al. 2019; Wang et  al. 2018; Liu et  al. 
2019; Miao et al. 2020). Some methods can use to find simple information, such as key-
words, influential authors, or core articles in the field literature. And then we can analyze the 
changes in this information over time to analyze the evolution of technology. These methods 
include co-word analysis (Callon et al. 1983), co-author analysis (Braun et al. 2001), bib-
liographic coupling (Kessler 1963), and co-citation analysis (Small 1973) and so on. Based 
on the citation network, some researchers also use the main path analysis method for path 
identification. For instance, Xiao et al. (2014) explore the knowledge diffusion path through 
an analysis of the main paths. Kim and Shin (2018) identify the main path of high voltage 
direct current transmission technology. Recently, researchers have begun to use citation net-
work-based clustering methods, which can identify major research communities in a field. 

1 https ://githu b.com/scien tomet rics-speci al-issue -2020-ml.

https://github.com/scientometrics-special-issue-2020-ml
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Chen et al. (2013) found that fuel cell technology consisted of several communities/clusters 
by clustering patent network. Moreover, the clusters used to detect and analyze technology 
evolution. However, the use of citation information alone is not convincing, and bibliomet-
rics methods fail to consider both citation and text information.

The approach based on the topic model has gained more and more attention in recent 
years (Kong et al. 2017; Zhou et al. 2019a; Li et al. 2020). The content of the literature 
contains much information about technology development. By analyzing the distribution 
of words in the corpus, topic models perform well in extracting latent topics of documents. 
Of the topic models proposed in the early stage, TF-IDF, PLSA, and LDA are the most 
frequently used by researchers for mining topics in the corpus. Based on the topic model, 
some researchers explore the change of technology topics of each period, to analyze the 
development path of technology. For example, they are using TF-IDF cluster associated 
terms and phrases to constitute meaningful technological topics, Zhang et al. (2016) fore-
cast future developments. Xu (2020) explores the identification method for innovation 
paths based on the linkage of scientific and technological topics. Wei et al. (2020) tracing 
the evolution of 3D printing technology in china using LDA-based patent abstract mining.

Nevertheless, topic models like LDA also have method flaws; that is, it needs to set the 
number of topics in advance. Because of the ability to automatically determine the number 
of topics in a given corpus, the HDP has attracted more scholars’ attention. In contrast, the 
traditional topic model needs preset the topic number. See the next section for an introduc-
tion to the topic modeling domain.

To sum up, of the two methods used for path recognition, bibliometrics methods tend 
to use citation information, and topic model methods are good at using large amounts of 
textual information. However, the path drawn using one type of information alone is not 
convincing, and there are few attempts to combine citation information and text informa-
tion. In this paper, we try to mapping the technology evolution path by a novel method that 
integrates citation information into the topic model.

Topic modeling

With the rapid increase in the amount of text data and the continuous improvement of 
machine learning, many latent topic discovery methods have been proposed (Hofmann 
1999; Blei et  al. 2003; Blei and Lafferty 2006; Teh et  al. 2006; Chang and Blei 2010; 
Rosen-Zvi et al. 2012; Cheng et al. 2014; Fu et al. 2016; Chen et al. 2020). We first sort out 
the research context of the topic modeling. Among them, LDA and HDP are two typical 
representative algorithms. And then we introduce these two classic methods.

Most topic models, like LDA and HDP, only take the corpus as bags of words. Many 
data contain other information. For example, text data of web pages have hyperlinked 
information, comment text has user information, and scientific data have citation infor-
mation and author information. Because of the excellent modularity of LDA, PLSA, and 
HDP, these models can be easily extended. BTM was used to integrate word co-occurrence 
information into LDA to solve the problem of inferring topics from large-scale short texts 
(Cheng et al. 2014).

Similarly, On-Line LDA (Alsumait et al. 2008) and Dynamic Online HDP (Fu et al. 
2016) was used to integrate time information into LDA and the HDP to solve the prob-
lem of topic detection and tracking. Some researchers integrated author information 
into LDA, PLSA, or HDP to solve the problem of mining the author–topics distribu-
tion (Steyvers et  al. 2004; Rosen-Zvi et  al. 2012; Ming and Hsu 2016). Some other 
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researchers integrated information besides author information, like recipient informa-
tion (Mccallum et al. 2007) and conference information (Jie et al. 2008). For example, 
Dai and Storkey (2009) integrated author information into the HDP to solve the author’s 
disambiguation problem.

The above models have been shown to perform well under specific tasks and data. How-
ever, when these models are used to obtain scientific literature data, the citation information is 
ignored. And the citation information represents a strong topical relevance between the papers.

Several research advances have already incorporated citation information into topic 
modeling, and these works can be divided into two categories. One takes citation as an 
undirected link. For instance, the Relational Topic Model (RTM) (Chang and Blei 2010) 
uses LDA to model each document and uses the binary variables of a link whether or not 
there is a link between documents to optimizing model parameters. The other takes cita-
tion as a directed link. Based on PLSA and PHITS, Cohn and Hofmann (2000) proposed a 
joint probabilistic model link LDA, which generated terms and citations under a common 
set of underlying factors. Based on the link-based LDA, pairwise-ink LDA uses the Mixed 
Membership Stochastic Block (MMSB) model to generate a citation relationship alone to 
model the topicality of citations explicitly. Moreover, the link-PLSA-LDA method divid-
ing data into citing part and cited part, and use the same global parameters to generate 
terms and citations (Nallapati et al. 2008). But, it could use PLSA to model the cited part 
while using LDA to model the citing part to reduce the calculation costs of a pairwise-link 
LDA. Kataria et al. (2010) proposed that cited-LDA and cited-PLSA-LDA extended link-
LDA and link-PLSA-LDA. These two models explicitly model the influence propagation of 
words by citation. However, in these two models, words belonging to a citation are taken as 
clear information, yet the Inheritance Topic Model (ITM) views whether the word belongs 
to the citation as unclear information (He et al. 2009).

Specifically, LDA is a topic model based on the corpus (Blei et al. 2003), which treats 
the document as a set of words. LDA believes that the document contains only a limited 
number of hidden topics, and the number of topics corresponding to the corpus can be set 
to a fixed constant. Therefore, before being used, the number of topics needs to be preset 
(usually need). It can extract latent topics in the corpus, and each topic is composed of a set 
of words with different weights. At the same time, we can also obtain the probability value 
of each topic in the corpus (can be understood as the proportion of topics in the corpus).

The HDP is a topic model that automatically determines the number of expected topics, 
and can achieve dynamic topic mining. This model does not depend on the preset number 
of topics. As the data changes, the model can achieve adaptive changes, such as model 
parameter learning and automatic classification number update tasks. The model believes 
that the number of topics in the corpus can be infinite, and automatically learns the optimal 
set of topics based on the data. This model introduces the Dirichlet process and builds a 
hierarchical Dirichlet process, which provides a solution for sharing an infinite number of 
clusters among multiple documents. Similarly, its topic modeling process can mine latent 
topics in the corpus and output high-frequency words under each topic.

After the above overview, we focus on two problems with the topic model to make it 
better for technology path mapping. How to determine the number of topics automati-
cally? How to use the citation information to mine more coherent topics? To solve these 
two problems, we aimed to propose a citation-involved topic model that automatically 
determines the number of topics (see "Methodology"). Since HDP has the specificity of 
automatically determining the number of topics, we selected it as the benchmark model 
of the improved algorithm. Unlike the link-and-content-involved topic model mentioned 
above, we used the citation information to calculate the similarity of each literature pair. 
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Besides, when sampling the topics of a specific document, the similarity information 
was used to adjust the impact of the topic distribution of other documents.

Path visualization

The process of technology path mapping can be divided into two parts: one is to mine 
the path information based on the topic model and other methods; the other is to visual-
ize the evolution path information of technology effectively.

The visualization of the path can help us understand and analyze the development 
process of technology more intuitively, and there are many existing visualization meth-
ods. Citespace (Chaomei 2006), based on Java development, can perform citation analy-
sis and timing network visualization. However, this approach cannot show the whole 
path of technology evolution on a single graph. Similarly, TopicRiver (Havre et  al. 
2002) uses rivers with varying widths to symbolize technical topics, and changes in the 
width of rivers to indicate changes in the strength of the topics. This method is suitable 
for displaying the topic of continuous development, but it is challenging to represent 
isolated technical topics and the developing relationship between different topics. Tex-
tFlow is a more intuitive method, which can show the split and fusion of topics by the 
confluence and diversion of rivers (Cui et  al. 2011). Based on the semantic similarity 
calculation, the topic association can be used to get the split and fusion information 
of the topic. However, in the case of a large number of topics, this approach makes the 
final evolution path look messy, so that the information presentation may be inappro-
priate. From the perspective of the data set, a more targeted visual model is designed 
for different data sets based on the above two river graph representation methods. For 
example, the TopicFlow (Malik et  al. 2013) and the OpinionFlow (Wu et  al. 2014) 
can visualize Twitter data further be used to analyze public opinion communication. 
Besides, Guo et al. (2012) used a technology roadmap-style chart to represent the evolu-
tion trend, which is difficult to express complex information when the evolution path is 
complicated (such as cross-development path, topic intensity changes).

D3.js (data-driven documents) is a JavaScript library (Bostock et  al. 2011), which is 
also called an interactive and dynamic data visualization tool library and can be visualized 
with great flexibility through programming. Based on D3.js, CellWhere showing the local 
interaction network organized into subcellular locations (Heberle et al. 2017), SPV simpli-
fies biological signaling pathways visualization (Calderone and Cesareni 2018).

Combining the advantages of TopicRiver and TextFlow, we use D3.js to present the 
evolution path of technology. Visualize the technical topic information proposed by the 
novel topic model, and use the changes of rivers to represent the development of technol-
ogy. It is worth mentioning that the topic model and visualization method are not isolated. 
They together serve to map the path of technology evolution.

Methodology

How do we map the technology evolution path? This section summarizes the over-
all research process, introduces the integration of citation information and topic model, 
and a dynamic topic detection model. Then, the process of mapping the evolution path is 
explained in detail.
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Framework

To make the mapping process of the technological evolution path proposed in this article 
clearer, we have drawn the overall methodological framework, as shown in Fig. 1. Firstly, 
the processing of document data collection is divided into two aspects. On the one hand, 
we construct the citation network formed by the documents and embed the citation infor-
mation of each document into a vector. Then calculate the similarity of citation information 
of two documents, and finally construct a document similarity matrix. On the other hand, 
based on the year of publication, the documents were grouped by period, and the interval 
of the period was uniform. Secondly, we integrated document content information with 
document similarity information, CIHDP was used to detect the topics of documents in 
each period dynamically. Thirdly, based on the topic information of each period obtained 
by CIHDP, we conduct topic path tracking. This part of the work is divided into two steps, 
the first step is to tag the topic of each period, and the second step is the correlation analy-
sis of topics in the adjacent period to obtain the evolution path of the topics. Finally, D3.js 
was used to visualize the evolution path. By mapping out the evolution path, we can see 
the major technology branches of the field, as well as the splitting and fusion of technology 
evolution paths.

Measuring the similarity between documents

A citation network is a graph that contains information about the paper in each vertex, and 
an edge is the citation relationship between them. Vertex attributes are details about the 
paper, such as id, publication year, abstract, keywords, and content. Moreover, when the 
paper Pi referenced paper Pj , there was an arrow extending from the vertex representing 
Pi to the vertex representing Pj . Therefore, the citation network had the following charac-
teristics. (1) The citation network was a directed graph in which each edge was an arrow 
going from one paper to the other. (2) All of the citation arrows almost always pointed 
backwards in time to older papers. Therefore, the graph of the citation network was acyclic 

Fig. 1  A methodological framework for mapping the technology evolution path
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and showed the development of the research field over time. (3) The most important char-
acteristic of the citation network was the immediate relevance between topics of the paper 
and mentioned topics in other papers that it cited.

In bibliometrics, more researchers are using citation networks to identify and forecast 
development in the field of science and technology (Kajikawa et al. 2007). Therefore, many 
algorithms have been proposed to identify the similarity of each pair of documents in the 
citation network, such as bibliographic coupling, co-citation, Amsler, SimRank, P-Rank. 
Bibliographic coupling takes only out-links into account, so the similarity between two 
papers is computed based on the number of papers directly cited by both of them (Kessler 
1963). Unlike bibliographic coupling, co-citation considers only in-links, and the similar-
ity between the two papers depends on the number of papers that directly cite both of them 
(Small 1973). Amsler considers both direct in-links and out-links by combining the results 
of co-citation and bibliographic coupling (Amsler 1972). SimRank, a recursive version 
of co-citation, considers only in-links recursively, so the similarity between two papers 
is computed based on the papers that cite them (Jeh and Widom 2002). P-Rank, a recur-
sive version of Amsler, considers both in-links and out-links recursively, so the similarity 
between two papers is computed based on the papers that cite them and are cited by them 
(Zhao et al. 2009).

However, because these models use co-citing and co-cited papers to calculate the simi-
larity of each pair of documents, these models do not perform well in the task of calculat-
ing document pairs that have a direct citation relationship.

As shown in Fig. 2, Node2vec (Grover and Leskovec 2016) was chosen to calculate the 
similarity of each pair of documents. This model uses the random-walk procedure to catch 
the features of similarity between nodes and then embeds the node into a low-dimensional 
space. First, node2vec was used to acquire the vector representation of each node in the 
citation network in this study. Then, cosine similarity (cosineSim) was used to calculate the 
similarity of each pair of documents. To avoid the negative value of similarity, we finally 
use the following formula to calculate document similarity (docSim), whose range is [0,1]:

where doc denotes the document, i and j denote the order of document (or node), i∈[0, N], 
docVector denotes the embedding vector of the node in citation networks, and cosineSim 
denotes cosine similarity calculation function.

At last, an N*N matrix was used to adjust the degree of influence between topics of dif-
ferent documents, where N is the number of documents in a given data set. It can be seen 
that the citation information is transformed into the similarity matrix of the document by 

(1)docSim
(
doc1, doc2

)
= 0.5 + 0.5 × cosineSim

(
node1, node2

)

Fig. 2  Flow chart of document similarity calculation. Adapted from Perozzi et al. (2014)
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way of graph embedding. The similarity matrix will be used to affect the topic allocation of 
the document to improve the quality of topic detection and tracking.

Citation involved Hierarchical Dirichlet Process

In this section, the citation information is indirectly introduced into the novel dynamic 
topic model (CIHDP) by using the document similarity matrix. Group documents by time, 
and by using the CIHDP algorithm, we can dynamically get the topics corresponding to 
each period. This part will be the primary work of path mapping.

In most cases, when researches try to extract topics from scientific literature, only the 
textual information (such as title and abstract) are used. In most topic models (such as LDA 
and HDP), topics are considered as the distribution of words, and the corpus is considered 
as batches of words. However, how can citations be appropriately used in topic extrac-
tion? The main idea of our improved model was to use citation information as a means 
to enhance the textual representation of documents, to discover more coherent technology 
evolution paths. Node2vec was used to construct a similarity matrix based on the citation 
network in the scientific literature. In our model, the topics of a paper were influenced 
by all other papers by different degrees in the corpus. And the similarity between papers 
determined the degree of influence. The similarity between documents will affect the topic 
modeling process.

The directed graphical representation of CIHDP is shown in Fig.  3. In the directed 
graph, open circles represent variables, shaded circles represent observable measurements, 
rounded rectangles represent parameters or basic distributions, and rectangular boxes rep-
resent iteration cycles. The numbers in the lower right corner of the rectangular boxes rep-
resent the number of cycles. Among them, G0 represents the global topic distribution of all 
documents, Gj represents the local topic distribution of the j-th document, and θji represents 
the distribution of words under the topic. xji represents observed words in the document.

CIHDP is very similar to HDP, but CIHDP has an additional influencing factor “c”, 
namely the influence of document similarity. In simple terms, the topic distribution of each 
document is not only affected by the overall topic distribution, but also by the topic distri-
bution of similar documents. If the similarity of the two documents is higher (calculated 
based on the citation networks), the topic distribution between the two documents tends 
to be more similar, so that we can identify more coherent topics and better topic modeling 
effects. The citations we added are based on the global citation network, so the evolution 

Fig. 3  Directed graphical repre-
sentation of CIHDP
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of the topic will be more coherent, which will also improve the effect of topic tracking. To 
better explain our model, we provide a brief introduction of HDP (see “Appendix A”). We 
also proposed a metaphor for the CIHDP to explain our model. The metaphor was named 
the “USA Local Specialties Restaurant Franchise.” (See “Appendix B”).

To verify the effectiveness of the proposed algorithm in topic detection and topic track-
ing, we compared the LDA, HDP, and CIHDP. On the one hand, compare the advantages 
and disadvantages of the algorithm level, on the other hand, compare the effectiveness of 
the algorithm in the technology path mapping. In this article, we use perplexity indicators 
to compare algorithms between models.

Perplexity is an important measurement in information theory. It is a common way of 
evaluating language models. The lower the perplexity is, the better the model trains the 
dataset. The perplexity formula is as follows:

where D denotes the data set, 
∑M

d=1
Nd denotes the number of words in the data set, and 

p
(
�d

)
 denotes the probability of that document generating a word in the data set.

Dynamic topic tracking and path identification

In order to complete the technology path mapping work, this section post-processes the 
topic modeling results to obtain the technology evolution path. Additionally, we designed 
the path expression and used visual methods to present the path.

The process of dynamic topic detection and tracking using CIHDP is shown in Fig. 1. 
First, documents were grouped by periods, and each group of documents was modeled 
to detect the topic in each period. In the topic modeling process, the document similar-
ity matrix calculated in the last part would be used to affect the distribution of document 
topics. The topic name had to be determined by manually reading the corresponding high-
frequency topic words.

Through the topic model, we get the distribution of each topic in each period (the prob-
ability of each word appearing under each topic). First, the tag of each topic is determined 
by manual calibration, and then the correlation analysis of the topics in different periods is 
carried out.

To determine the tag of each topic, we output the 25 words with the highest occur-
rence probability in the distribution of topics and words. Based on the tags given in the 
original data set, through manual reading, determine the topic for each tag. There are two 
more critical issues in this process. (1) For tiny topics (the total number of word frequen-
cies corresponding to the topic is less than 100), and there are no highly directed words, 
we consider these topics to be background topics and filter them. (2) If the topic with the 
same tag appears at the same time, we believe that the domain represented by this tag has 
evolved into sub-domains within this period. In our research, we do not discuss the issue of 
the technical level, so we will do the fusion processing on the same tag in the same period 
(see “Appendices D and E”). The same topic in the same period retains the one with the 
highest word frequency.

We think the topics with the same tag can be connected directly in the two adjacent 
periods. Topics in the latter period are used to continue developing the topics in the 
previous period. As for topics with different tags in the two periods, the association 

(2)perplexity (D) = exp

�
−

∑M

d=1
log

�
p
�
�d

��

∑M

d=1
Nd

�
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between topics needs to be judged by the similarity. Here we use Jensen-Shannon 
divergence to characterize the similarity of two topics:

where KL(T1||T2) is the Kullback–Leibler divergence:

The value range of JS divergence is 0–1. The smaller the JS divergence, the higher 
the similarity of the topics. After sorting the JS divergence, we set a similarity thresh-
old (S) between topics, and the association within this threshold will be presented.

Based on d3.js, this paper presents the evolution path visually, which is convenient 
for understanding development trends in the technology field. On the graph, there are 
tags for each topic, the intensity of the topic, and the topic relations in the adjacent 
periods. The topic of the topic modeling output was a set of words. The topic intensity 
was used to indicate the research heat of the topic. In this study, the number of words 
under the topic was used to measure topic intensity. The calculation formula of topic 
intensity strength (Ti) was as follows:

In the s_th period, n(Tsi) represents the total word frequency of the i-th topic, ∑
j∈s Tsj represents the total word frequency of all topics, and n

(
docs

)
 represents the 

total number of documents.
There were two elements in our visual design: points and lines. Points represented 

the topic in the period, whereas lines (rivers) represented the relationship between top-
ics. Each river in the figure represents the technology evolution path, which reflects the 
intensity change of the technical topic and the starting and ending time of the topic.

Result and discussion

To verify the effectiveness and usefulness of the proposed methodology in technology 
path mapping, we select the field of artificial intelligence for a case study. Also, a com-
parison of similar methods was conducted.

In the first section of this part, three data sets were selected for model compari-
son and case study, and the data were described and preprocessed. In the second sec-
tion, the model parameters are set. The third section compares the topic modeling 
performance of CIHDP, HDP, and LDA based on the perplexity index, and performs 
dynamic topic detection on the Aminer data set. The fourth section carries out path 
identification based on manual calibration and topic similarity calculation. The fifth 
section is based on D3.js to visualize the path and compare the technology path map-
ping capabilities of CIHDP and HDP.
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Data collection

The data sets used in this paper are shown in Table 1. Our study’s data sets included two 
virtual data sets (Citeseer and Cora) and one real data set (Aminer). These data sets were 
used to verify the effectiveness of the CIHDP. We conducted a case study of an evolution 
path based on the Aminer data set. Details about the data are described below.

Citeseer2: This dataset contained 3312 scientific publications. All these papers had a 
unique category label. There were 6 categories in the data set, namely Agents, Artificial 
Intelligence, Database, Human–Computer Interaction, Machine Learning, and Informa-
tion Retrieval. The citation network consisted of 4732 links, and the data set had 3703 
unique words after stemming and removing the stop words. Moreover, there was no spell-
ing information in this data set. When a word was repeated multiple times in a paper, we 
only counted it once.

Cora3: This dataset contained 2708 scientific publications. All these papers also had a 
unique category label. There were 7 categories in this dataset, namely Neural Networks, 
Rule Learning, Reinforcement Learning, Probabilistic Methods, Theory, Genetic Algo-
rithms, and Case-Based. The citation network consisted of 5429 links, and the data set had 
1433 unique words after the stemming process and removal of stop words. Like Citeseer, 
there was no spelling information in the Cora data set of each word in the vocabulary, and 
the words that appeared multiple times in the same paper were only recorded once.

Aminer4: The papers in this data set were mainly from the Aminer team and included 
about 10 research fields of artificial intelligence: “Data Mining/Association Rules” (DM/
AR), “Web Services”, “Bayesian Networks/Belief function” (bayesian networks), “Web 
Mining/Information Fusion”(web mining), “Semantic Web/Description Logics” (SW/DL), 
“Machine Learning”, “Database Systems/XML Data” (DS/XD), “Information Retrieval”, 
“Pattern recognition/Image analysis”, and “Natural Language System/Statistical Machine 
Translation” (NLS/SMT). Since the raw data did not have the abstract information, we 
used the Web of Science database to complete the abstract information and delete some 
data that could not be found in the raw database. In addition, the paper of “Database Sys-
tems/XML Data” accounted for almost half of the total data. So, some papers from this 
category were also deleted to avoiding data skewness. At last, the data set contained 1000 
scientific publications and information for 1109 citations. After the stemming process and 
removal of stop words, we had 670 unique words. The year range of the final data was 
1990–2007. As with Cora and Citeseer, the words that appeared multiple times in the same 
paper were only recorded once.

Table 1  Data sets information Data set Category Publication Citation Vocabulary Words/Doc

Cora 7 2708 5429 1433 18.2
Citeseer 6 3312 4608 3703 31.8
Aminer 10 1000 1109 670 29.4

2 https ://s3.us-east-2.amazo naws.com/dgl.ai/datas et/cites eer.zip.
3 https ://s3.us-east-2.amazo naws.com/dgl.ai/datas et/cora_raw.zip.
4 https ://lfs.amine r.cn/lab-datas ets/soinf .

https://s3.us-east-2.amazonaws.com/dgl.ai/dataset/citeseer.zip
https://s3.us-east-2.amazonaws.com/dgl.ai/dataset/cora_raw.zip
https://lfs.aminer.cn/lab-datasets/soinf
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Based on Aminer data, we conducted a case study on mapping the technology evolu-
tion path in the field of artificial intelligence. The overall time span of our analysis is from 
1990 to 2007, and the overall time is divided into five periods. Among them, each period 
includes four consecutive years. Due to the small number of documents contained in 2006 
and 2007, these two years are included in the last period (T5). The final period setting and 
the corresponding number of papers are shown in Table 2.

Parameter setting

When using HDP and CIHDP models for topic modeling, how to determine the model 
parameters (�, �, �) is a tricky question. We have found different parameter combinations in 
the previous literature and applied these parameter combinations to our data set. With the 
number of topics (since we used a labeled data set, the number of labels is known, so we 
hope the number of topics is closer to the number of labels) and the perplexity as the basis 
for judgment, the result is not ideal. Therefore, we conducted orthogonal experiments to 
obtain the optimal parameter combination.

Combining the distribution of parameters (� ∼ � (5, 0.1), � ∼ � (0.1, 0.1)) and the 
parameter values set in the previous HDP model, we determine the value ranges of the 
three parameters. We divided the value range of the parameter into 5 levels and con-
ducted orthogonal experiments. The parameter values range and level division are shown 
in the following Table 3, and the results of the orthogonal experiments are shown in the 
“Appendix”.

When conducting orthogonal experiments, we need to consider the effect of different 
parameter combinations on the number of topics and perplexity. Ding and Chen (2014) 
designed an S value to consider the number of topics and perplexity in the parameter selec-
tion process:

The goal of parameter selection is that the perplexity is small enough and too many 
topics are unnecessary, so we chose the parameter combination that generates the lowest 

(6)S(�, �, �) =

√
lg (prep)2 + lg (K)2

Table 2  Number of documents each period

Period T1 T2 T3 T4 T5

Year span 1990–1993 1993–1996 1996–1999 1999–2002 2002–2007
Number of documents 189 278 386 285 167

Table 3  Orthogonal test level setting table

Parameters Distribution Ranges Level

level1 level2 level3 level4 level5

β – [0, 0.5] 0.1 0.2 0.3 0.4 0.5
α � (0.1, 0.1) [0, 2] 0.3 0.5 1 1.5 2
γ � (5, 0.1)) [0, 1] 0.1 0.3 0.5 0.7 0.9
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S value as the optimal parameter combination. Since the number of tags in the dataset 
we use is known, the number of topics determined using the S value may be very differ-
ent from the actual number of tags. Therefore, for the labeled data set, we assign differ-
ent weights to the perplexity part and the number of topics:

In the case of different weight distributions, the optimal parameters obtained by the 
S value are used for multiple repeated experiments to ensure that the number of top-
ics finally obtained by the topic model is about 10. Finally, we determine the S value’s 
weight distribution value under the three data sets and the optimal parameter combina-
tion of the three data sets under the two subject models.

In this paper, the algorithm comparison experiment requires that the number of top-
ics identified by different algorithms is basically the same, and then the subsequent per-
plexity index comparison and path mapping comparison. For simplicity, if there is a 
parameter combination in the orthogonal test table that meets our requirements, we will 
directly set this group of parameters as the model parameters.

According to the orthogonal experiment table (see “Appendix C”), we find that there 
are parameter combinations with 7 and 6 topics in the table, and set the correspond-
ing parameter combinations as the topic model parameters of Cora and Citeseer data, 
respectively. Since the aminer data needs to be compared for path drawing, we want to 
find a better combination of parameters, using weights a = 0.7, b = 0.3 to set the param-
eter combination for the aminer data. The parameter settings of the three data are shown 
in Table 5.

In our experiment, several parameters had to be set for CIHDP and the benchmark 
models LDA and HDP. See “Appendix C” for details of parameter settings. Since it is 
selected as the empirical test data, the following uses Aminer as an example to set the 
parameters.

For LDA, parameters α, β, K, and iteration need to be set (see Table  4). To com-
pare the three models, we try to make the number of topics, that generated by the three 
models, consistent with the number of data set categories. Thus, the number of topics, 
K = 10 (for Aminer), was set the same as the number of categories of data set. Dir-
ichlet prior parameters α and β will influence the performance of the model. We set 
α = 50/K, β = 0.01, which has been proved to be effective for the LDA model (Heinrich 

(7)S(�, �, �) =

√
a ⋅ lg (prep)2 + b ⋅ lg (K)2

Table 4  Parameter settings for 
LDA

Algorithm α β Iterations

LDA 50/K 0.01 2000

Table 5  Parameter settings for 
CIHDP and HDP

Dataset Algorithm β γ α Iterations

Cora CIHDP 0.3 0.3 1.5 150
HDP 0.3 0.7 0.3 150

Citeseer CIHDP/HDP 0.4 0.9 1 150
Aminer CIHDP/HDP 0.2 0.7 0.5 150
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2005; Cheng et al. 2014; Li et al. 2016a; Liu et al. 2016). In all of the experiments, the 
number of iterations of Gibbs samples was set to according to the perplexity index. The 
perplexity index of the LDA topic model has a slower convergence rate. Iterations is set 
to 2000.

For the CIHDP and the HDP, we used a symmetric Dirichlet distribution with param-
eters β for the prior H over the topic distribution, and concentration parameters γ and α that 
influence hierarchical DP. For CIHDP and HDP, we set β = 0.2, γ = 0.7, α = 0.5, and itera-
tion = 150 (these two models can fast achieve good performance than LDA).

In our method, we had to mine the topic of relevance between documents for CIHDP. 
Node2vec was used to capture the information from the network via a biased random walk 
(Grover and Leskovec 2016). Then, we can calculate the similarity of each document pair. 
Two parameters were used to control the process: the return parameter p and the in–out 
parameter q. The same with Kim et al. (2018), the goal of our study was to identify nodes 
that are closely interconnected and belong to the same communities (homophily equiva-
lence), we set p = 2 and q = 0.125. The other parameters involved in node2vec were set as 
d = 128, r = 10, l = 10, and k = 10, where d, r, l, and k denote embedding dimensions, walk 
per node, walk length, and context size, respectively. Parameter values also were selected 
based on the parameter-sensitive part of the original paper (Grover and Leskovec 2016) for 
the best performance.

Topic modeling

The third section compares the topic modeling performance of CIHDP, HDP, and LDA 
based on the perplexity index, and performs dynamic topic detection on the Aminer data 
set. According to the model parameters set above, we set the model parameters for CIHDP, 
HDP, and LDA separately. Taking the Citeseer data set as an example, we use the three 
topic model algorithms to perform topic modeling on the data set and obtain the perplexity 
data in the topic modeling process. We conduct five repeated experiments for each algo-
rithm and use the average perplexity to draw the perplexity change curve during the topic 
model sampling process.

We run LDA topic modeling on Citeseer, and draw the perplexity curve with the num-
ber of iterations in the topic detection process, as shown in Table 4. It can be seen from the 
figure that the perplexity of LDA changes slowly, and the model needs many iterations to 
achieve better results.

To facilitate the comparison of the three algorithms’ performance, we plot their perplex-
ity curves in the same coordinate system. The number of iterations of LDA is much greater 
than the number of iterations of CIHDP and HDP, so we set a secondary abscissa system 
for LDA so that the three algorithms can be compared in the same graph (see Table 5a).

It can be seen from the figure that the perplexity of CIHDP and HDP is similar, and the 
final convergence value of the perplexity is also almost equal. It can be seen that their algo-
rithm performance on the perplexity is similar. However, the perplexity of LDA decreases 
very slowly (the number of iterations needs to be 2000), and the final convergence value 
of the perplexity is higher than others. It can be seen that the algorithm performance of 
CIHDP and HDP on the perplexity is better than LDA (Fig. 4).

In the process of topic modeling for Cora and Aminer, we also found the same conclu-
sion, the corresponding perplexity is shown in the subplot (b) and (c) of Fig. 5.

As can be seen from the above, the algorithm performance comparison between 
CIHDP and HDP is not apparent. Since these two algorithms can automatically 
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determine the number of the topics, to perform dynamic topic detection and subsequent 
dynamic topic tracking, the following will compare the advantages and disadvantages of 
the two algorithms in mapping. The following section uses HDP as a benchmark model.

To compare the technology path mapping, we use CIHDP and HDP to model the 
topic of the Aminer data, identify the topics of each period, and get the word distribu-
tion under each topic (see “Appendix E”).

Path identification

Before topic calibration in each period, we first subject the comprehensive data set to 
topic modeling and pre-calibration (see “Asppendix D”). Pre-calibration can make the 
calibration work more directional and guiding, and improve the efficiency of each cali-
bration work. According to the topic modeling results, we first perform manual calibra-
tion (see “Appendix E”), and then perform path tracking on the calibration results.

We divide the evolution path into two categories, one is the evolution path of the 
same topic, and the other is the evolution path between different topics. In two adja-
cent time slices, the topics with the same tag can establish an association relationship 
directly. As for topics with different tags in the two periods, the association relationship 
between topics needs to be judged by the semantic similarity. As mention above, if the 
semantic similarity between two topics on adjacent time slices is high, we think there 
is an evolutionary relationship between the two topics. In this paper, the JS divergence 
is used to measure the semantic similarity, set the similarity threshold, and connect the 
topics with higher similarity to the path. First, calculate the JS divergence of all the 
associations of the topics with the different tags in adjacent periods and rank the JS 
divergence.

We set the similarity thresholds to different values, and we can get different evolution 
paths. In this paper, we set the similarity thresholds (S) to 10%, 20%, and 30%, respec-
tively, and we can get the six different evolution paths in Fig.  6. Taking machine learn-
ing as an example, the red circle in Fig. 6 indicates different paths made using different 
similarity thresholds. We conduct information validity analysis on the paths under different 
similarity thresholds, and finally, determine an appropriate threshold so that the obtained 
evolutionary paths present the most useful information.

Fig. 4  Perplexity curve of LDA 
trained by Citeseer
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Mapping the evolution path

Based on Aminer data, we conducted a case study on the path identification in the field of 
artificial intelligence. We use CIHDP and HDP to mapping the evolution path in this field 
separately, and conduct a comparative analysis to prove the usefulness and advantage of 
the method proposed (CIHDP). After performing topic detection and topic tracking analy-
sis for Aminer data, we can get the correlation of artificial intelligence technology topics 
from 1990 to 2007. That is to say, we can obtain multiple paths of technological evolution.

To intuitively analyze the path evolution in this field, we use D3.js to visualize the path 
evolution process. The previous section calculated the semantic similarity between topics 

Fig. 5  Comparison of the perplexity of different topic models (LDA, HDP, CIHDP)
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with different tags and connected every two topics with a semantic similarity larger than 
the similarity threshold. In this paper, the similarity threshold for CIHDP and HDP is set to 
S = 20%, because the most effective path evolution information can be obtained in this way.

The visualization results are shown in Fig. 7. In the visual design, we use different rivers 
to describe the evolution path of technology. (1) Each vertical line represents a period and 
is marked with a year interval. From left to right, the year is getting closer to the present. 
(2) The topics included in each period are presented on the corresponding time vertical 
line, and the red dots with tags represent the technical topics. (3) Connect related topics 
with lines to form a series of rivers, and use different rivers to represent different technical 
evolution paths. (4) Different colors represent different paths, and the gradation of colors 
indicates the fusion and splitting of paths. (5) The width of the river expresses the topic 
intensity. The stronger the topic, the wider the river.

After visualizing the path information, we can conveniently conduct technical evolution 
analysis, and at the same time, we can also compare the effectiveness of CIHDP and HDP 
in path mapping.

In the sub-figure (a) in Fig. 7, we can analyze the technology evolution path mapped 
using CIHDP. Judging from the overall time, CIHDP has identified a total of 10 types of 
topics, and the overall topic recognition effect is satisfactory. In general, we first analyze 
the development trend of each topic. The topics that first appeared represent some basic 
and supporting research areas. These topics include “database systems and XML data” 
(DS/XD), “semantic web and description logic” (SW/DL), “natural language systems and 

Fig. 6  Comparison of technology path mapping using different methods and topic similarity threshold
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statistical machine translation” (NLS/SMT), “bayesian network”, “information retrieval”, 
in which DS/XD and SW/DL exist almost throughout the entire period.

The topics that emerged later were research areas that were more application-oriented 
and high-end R&D. These topics include “data mining”, “web mining”, “machine learn-
ing”, “pattern recognition”, and “web services”. Among them, in the T4 and T5 periods, 
the intensity of the topic of machine learning has increased dramatically, and this kind of 
research is hot and popular, occupying the mainstream research status. In T5, the new topic 
of “web service” appeared, and the topic intensity value is not high, which means that a 
new path has emerged, and it is in the initial stage of path evolution.

Next, with the help of the color gradient effect, we analyze the path evolution details 
between different topics. Following the direction of time development, we analyze path split-
ting, fusion, emergence, and even disappear. (1) In the process from T2 to T3, “database 

Fig. 7  Mapping the technology evolution path of the artificial intelligence field. (S = 20%). a Mapping the 
technology evolution path using CIHDP. b Mapping the technology evolution path using HDP
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system”, “information retrieval” and “data mining” merge to form “web mining”. (2) During 
the process from T3 to T4, “web mining” continues to integrate DS/XD. (3) Based on the 
development of related technologies such as database systems, information retrieval technol-
ogy, and data mining technology, the emerging of “web mining” path is reasonable. Moreover, 
similar path fusion and splitting conditions still exist. (4) For example, DS/XD, as a basic 
technology, always undergoes path splitting during its development and merges with “data 
mining”, “web mining” and SW/DL. (5) Another example is that the “bayesian network” path 
splits, and merges with “pattern recognition”, “machine learning”. (6) From the figure, we 
can also find some interesting phenomenon. “bayesian network” and “machine learning” have 
interactive fusion and splitting of paths. From T2 to T3, “bayesian network” split and merge to 
“machine learning”. From T3 to T4, “machine learning” is integrated into the “bayesian net-
work” partly, it also shows that these two research areas are closely related. The same situation 
also exists between the DS/XD and SW/DL.

We also searched for information on the development of artificial intelligence and learned 
some facts. In 1995, Corinna proposed Support Vector Machine. In 1997, (a) the computer 
“dark blue” defeated Kasparov in chess. (b) Long Short-Term Memory (LSTM) was first pro-
posed by Sepp Hochreiter and Jürgen Schmidhuber. (c) And AdaBoost was also proposed and 
used to achieve the effect of a strong classifier. In 1998, Tim Berners Lee proposed the seman-
tic web and previous research is more biased towards “descriptive logic”. In 2001, Conditional 
Random Field (CRF) was proposed by Lafferty et al. Based on these critical events, and we 
can better understand and believe that the above findings are in line with the facts, and also 
find that these significant scientific advances have promoted the emergence of new paths in T3 
and T4.

Similarly, in the sub-figure (b) in Fig.  7, we can analyze the technology evolution path 
mapped using HDP. HDP has successfully identified 10 types of topics and has also obtained 
some effective technological evolution paths. However, we found that many paths identified 
by HDP lack actual meaning. In other words, the paths tracked using HDP are less effective 
than CIHDP.

The technology path mapped by CIHDP has been analyzed in detail above, so here is only 
a brief analysis of the path traced by HDP. It can be seen from the figure based on HDP that 
there is a little path information identified between T1, T2, and T3. There are many unex-
plained correlations and evolution paths in subgraph (b). Especially T3–T4, there are many-
to-many associations. For example, data mining, web mining, information retrieval, network 
services, and statistical machine translation are integrated into the database system, which 
covers almost all the topics of T3. It is difficult to judge the core evolution path. Except for the 
evolution process from T3 to T4, it is almost difficult to find useful information.

Combined with the above analysis, we found that the technology evolution path we identi-
fied is consistent with the facts, indicating that the proposed method is valid in mapping the 
technology evolution path. We use CIHDP and HDP to make a comparative analysis of the 
paths and find that the former can find a more complete and detailed path evolution infor-
mation. Therefore, it also proves that CIHDP is better at mapping the path of technological 
evolution.
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Conclusion

In this study, we developed a method of mapping the technology evolution path that uses a 
novel non-parametric topic model (CIHDP) to achieve better dynamic topic detection and 
tracking of scientific literature. We performed a visual analysis of the evolution path based 
on D3.js. By incorporating literature citation information into the topic modeling process, 
the combination of textual and citation information is achieved. By using CIHDP, we have 
successfully completed the mapping of technological evolution paths, and obtained more 
detailed and complete path splitting and fusion information.

The method proposed in this paper is universal and suitable for technology path map-
ping. In principle, CIHDP is designed to mine and analyze data containing textual informa-
tion (such as the title and abstract of the literature data) and citation information, including 
commonly used paper or patent data. Therefore, it is also feasible to use CIHDP to process 
patent data. Considering the availability and standardization of the data, we selected the 
paper data for technology path analysis in this study.

It is worth mentioning that the method and process in this paper can also help to solve 
general technology management problems, such as (1) analyzing the overall development 
trend of technology in a field, (2) determining the mainstream or emerging technology in 
the process of technology evolution, (3) or technology life cycle evaluation, and so on.

The key findings and contributions were as follows. First, this paper proposes a technol-
ogy path mapping method based on an improved topic model and compares CIHDP with 
some traditional methods (such as LDA and HDP). For evaluating the proposed method, we 
used three data sets to verify our model. Through the comparison of algorithms and case 
studies, we found that the proposed method can find more detailed and complete technical 
evolution path information, and the identified evolution path is more interpretable than HDP.

Second, CIHDP makes full use of the information in the literature data, taking into 
account both textual semantic information and citation information, and mines the litera-
ture data from a more comprehensive perspective. This method can identify the path of 
technological evolution, and the experimental results also indicated that the method in this 
paper effectively avoids the lack of information caused by a single perspective analysis.

Third, few previous studies have mentioned how to set the parameters of non-parametric 
Bayesian models (such as HDP). In this paper, a large number of parameter orthogonal 
experiments were carried out separately on three different data sets. It provides reference 
values or process recommendations for users of HDP and CIHDP models to set optimal 
parameters. Besides, the traditional evaluation indexes (such as perplexity index) of the 
topic modeling algorithm are not enough to explain the pros and cons of the model, and 
actual case verification should be carried out.

Finally, this study conducted a visual analysis of the technology evolution path based on 
D3.js. We found that this visual method is suitable for analyzing complex evolution paths. 
Data mining combined with visual analysis can find the path splitting and fusion evolution 
process more efficient.

However, there are still limitations and future work here. First of all, considering the 
workload and time, the case study uses the core literature of the AI research field organ-
ized by the Aminer team, and the data set is not large. Later, we will consider changing 
to another field and use data sets with large data volume for further verification. Second, 
this paper has conducted in-depth data mining on scientific and technological literature. 
To discover more and more complete path evolution information, data fusion and analysis 
of different types of literature data may be performed in the future. Third, the scientific 
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literature is rich in information, including not only textual and citation relationships, but 
also co-occurrence of authors, the quality of journal literature, and other factors. Including 
these factors in this model also has the potential to mine more accurate path information.
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Appendix A: Hierarchical Dirichlet Process

The Hierarchical Dirichlet Process (HDP) is a non-parametric Bayesian topic model that 
assumes that there are infinite topics in the corpus. To understand what HDP is, we need to 
start with what is the Dirichlet Process (DP).

The DP is a stochastic process that generates probability distributions, parameterized by 
a scaling parameter � and a base probability measure H. We denote it by G0 ∼ DP(� ,H) , 
A perspective on the Dirichlet process is provided by the Chinese restaurant process (CRP) 
(Aldous 1985). A sequence of variables �1, �2,… are independent and identically distributed 
according to G0 . In this metaphor, take �i to be a customer entering a restaurant with infinitely 
many tables, each serving a unique dish �k . Each arriving customer chooses a table, in pro-
portion to the number of customers already sitting at that table, denoted as mk . With some 
positive probability proportional to � , the customer chooses a new, previously unoccupied 
table. The above equation can be expressed as follows (Blackwell and Macqueen 1973):

(8)�i|�1,… , �i−1, � ,H ∼

K∑

k=1

mk

i − 1 + �
���k

+
�

i − 1 + �
H

Fig. 8  The graphical representa-
tion for HDP

http://creativecommons.org/licenses/by/4.0/


2065Scientometrics (2020) 125:2043–2090 

1 3

The Dirichlet process can be used to model group data, and the HDP is used to link 
group-specific Dirichlet processes, which can share clusters among groups of data. The 
graphical model is shown in Fig. 8.

The HDP has two-level DP structures. The Gj is distributed as a DP corresponding 
group, j, with a concentration parameter, �, and a base distribution, G0 . G0 is also distrib-
uted as a DP with a concentration parameter, � , and a base distribution, H. Moreover, J is 
the number of observed groups, nj is the number of observed variables in group j, xji is the 
ith observed variable in group j, �ji is the factor of xji, . And F

(
�ji
)
 is the distribution of the 

xji given �ji . The generative model for HDP is as follows:

To better understand HDP, we will combine the topic model process over documents 
to explain the HDP model. In the HDP, the sampling order of �ji is exchangeable, and so 
is Gj . H is taken as a Dirichlet distribution whose dimension is the size of the vocabu-
lary, i.e., it is the distribution over an uncountable number of term distributions. Moreo-
ver, G0 is a distribution over a countable but infinite number of topic-word distribu-
tions. For each document j, Gj is a distribution over a countable but infinite number of 
categorical term distributions, i.e., topic distributions of the document. Here, �ji is a 
categorical distribution over terms, i.e., a topic, and xji represents observed variables.

We can use the Chinese Restaurant Franchise (Teh et al. 2006) to understand HDP. In 
this metaphor, there a lot of restaurants that shares the same menu. There is an unlimited 
number of dishes in this menu. Additionally, each restaurant has an unlimited number 
of tables. Each table can serve an unlimited number of customers. However, each table 
only has one dish. All of the dishes will be chosen after customers of all the restaurants 
have chosen a table to sit. Like customers in CRP, when the ith customer �ji enters the jth 
restaurant, the customer will choose an occupied table or a new table according to the 
equation:

where mj. is the number of occupied tables of the jth restaurant; njt. is the number of the 
customers of the tth table of the jth restaurant; �jt is the dish index of the tth table of the jth 
restaurant; and ��jt

 is a probability measure concentrated at �jt.
After all of the customers of all of the restaurants have chosen a table to sit, the 

customers of each table will pick one dish for each table in turn. In each selection pro-
cess, customers do not know which dish is good. Thus, the customers will consider the 
number of different dishes that have been selected. The more times a dish is selected, 
the more likely it is that the customers will select the dish. At the same time, there is a 
certain probability of choosing new dishes. This process is following the equation:

(9)G0|� ,H ∼ DP(� ,H),

(10)Gj|�,G0 ∼ DP
(
�,G0

)
,

(11)�ji|Gj ∼ Gj,

(12)xji|�ji ∼ F
(
�ji
)
.

(13)�ji|�j1,… , �ji−1, �,G0 ∼

mj.∑

t=1

njt.

i − 1 + �
��jt

+
�

i − 1 + �
G0,
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where m.k is the number of the tables serving the kth dish in all the restaurant, m.. is the 
number of all the occupied tables of all the restaurants, and �k is the kth dish.

In this metaphor, each dish � corresponds to a global topic, and each restaurant cor-
responds to a document. Because each document’s topics are drawn from the same 
measure G0, global topics could be shared by all documents. Moreover, because of the 
two levels of DP, each document contains words from different topics.

It is easy to find that, when choosing a dish (topic) for table t in restaurant j, all the 
numbers of the different dishes in different restaurant are taken into considered in the same 
degree. That is to say, customers who choose a new dish in the restaurant j are under the 
same influence of all the restaurants. Corresponding to the topic model process, the topic 
distribution of a document was influenced to the same degree by all the documents. This is 
not reasonable. We think that integrating the citation information into the topic model can 
handle this problem.

Appendix B: Citation involved Hierarchical Dirichlet Process

In the CIHDP model, D =
{
j, j2,…

}
 is a collection of scientific literature, J is the number 

of scientific literature works, xj consists of a series of words chosen from a vocabulary V as 
xj =

{
xj1, xj2,…

}
 , and G = (V ,E) represents the graph of the citation network. Moreover, 

each element v ∈ V  is an index of document j, and each element directed edge (u, v) ∈ E 
represents a citation. In our model, the citation directed graph G was not directly used. 
Instead, node2vec and cosine similarity were used to calculate the similarity of each pair of 
documents based on the citation directed graph G. A similarity matrix, M, was generated in 
this process. The element sim

(
ja, jb

)
 in the ath row and bth column of M was the similarity 

of document a and document b.
Similar to the HDP, there were two level Dirichlet Processes in our model. G0 , as a 

topic, was generated as a Dirichlet Process with a base distribution, H, and a concentration 

(14)�jt|�11,�12,… ,�21,… ,�jt−1, � ,H ∼

K∑

k=1

m.k

m.. + �
��k

+
�

m.. + �
H

Menu

Utah Restaurant

Colorado Restaurant

Maine

Colorado
Utah

Maine Restaurant

Lobster

Boiled 
Peanuts

Mountain 
Trout

Fig. 9  A Depiction of Generation process of USA Local Specialties Restaurant Franchise. (the USA map 
quoted from: www.mapso fworl d.com/usa/)

http://www.mapsofworld.com/usa/
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parameter, � . Additionally, a set of measures, {Gj}
J
j=1

 , was drawn from the DP with a base 
distribution, G0, and a concentration parameter, � . However, the value of � was influenced 
by the similarity matrix, M, except in the case of other parameters related to � in the HDP.

That is, in the process of choosing dishes for each table, we took into consideration 
the differences in customer preferences caed by differences in the geographical locations 
of different restaurants. This metaphor was named the USA Local Specialties Restaurant 
Franchise. Similar to the Chinese Restaurant Franchise (CRF) metaphor, some restaurants 
were sharing the same menu. The number of dishes, the number of tables in each restau-
rant, and the number of customers that each table could sit were all infinite. Each customer 
chose a table to sit in the same way as in the CRF metaphor. Nevertheless, these restaurants 
were located all over USA. Moreover, in the process of picking dishes, the customer not 
only considered the number of different dishes that had been selected, but also the geo-
graphical locations of each restaurant.

As shown in Fig. 9, all the blocks of �1 in purple represent lobster, all the blocks of 
�2 in yellow represent the boiled peanuts, and all the blocks of �3 in orange represent the 
mountain trout. We assumed that all the tables in the restaurant located in Utah had not 
been ordered yet, and the franchise only had three restaurants. Except for the Utah res-
taurant, the lobster had been ordered twice, the mountain trout had been ordered twice, 
and the boiled peanuts also had been ordered twice. Thus, according to the CRF’s order-
ing principle, these three dishes would be ordered with the same probability, which was 
clearly unreasonable. It is known that Utah people like to eat mountain trout and have simi-
lar tastes as people in Colorado. And between boiled peanuts and lobsters, Utah people are 
more likely to eat boiled peanuts.

However, in the CIHDP model, the geographical locations of each restaurant were taken 
into consideration. Because Maine is far from Utah, the dishes ordered in Maine restaurant 
would have less impact on the dishes ordered by customers at Utah restaurants. On the con-
trary, because the Colorado is adjacent to the Utah, the dishes ordered in Colorado would 
have a greater impact on the dishes ordered by customers at Utah restaurant. Of course, the 
dishes ordered in the Utah restaurant would have the greatest impact on themselves. Differ-
ent geographical location will affect the distribution of dishes on the table.

In detail, for the restaurant farthest from their restaurant, the number of different dishes 
that were selected would have a weak influence on their selection of dish. For the restaurant 
near their restaurant, the influence would be strong. It was obvious that the influence of the 
restaurant itself was the biggest. The following equations confirmed the whole process:

(15)�ji|�j1,… , �ji−1, �,G0 ∼

mj.∑

t=1

njt.

i − 1 + �
��jt

+
�

i − 1 + �
G0,

(16)�jt|�11,�12,… ,�21,… ,�jt−1, � ,H ∼

K∑

k=1

m∗
jk

m∗
j.
+ �

��k
+

�

m∗
j.
+ �

H

(17)m∗
jk
=

J∑

l∈D,j=1

mjksim
(
jl1 , jl2

)
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where jl is the lth restaurant.
In the process of topic modeling by CIHDP, geography corresponded to the distance 

between the two documents in the citation network. Moreover, the degree of the impact 
was determined by the similarity of the two documents calculated by node2vec and cosine 
similarity based on the citation network. The generation of the words for each document is 
described in Table 6.

We used the Gibbs sampling method to obtain the index variables, tji, (associating tables 
with customers/words) and kjt (associating tables with dishes/topics). Given these variables, 
we could reconstruct the distribution over topics for each document and the distribution over 
words for each topic. The sampling probability of table tji was as follows:

where n¬ji
jt

 is a count of customers at table t in restaurant j; ¬ji denotes the counter calcu-
lated without considering the customer i in restaurant j; and f ¬xji

k

(
xji
)
 is the likelihood of 

generating xji for existing table t, which could be calculated by:

(18)m∗
j.
=

K∑

k=1

m∗
jk

(19)p
(
tji|�¬ji, k

)
∝

{
n
¬ji

jt
f
¬xji

kjt

(
xji
)
, t is an existing table

�p
(
xji|�−��, tji = tnew, �

)
, t is a new table

,

(20)f
¬xji

k

(
xji
)
=

� f
(
xji|�k

)
�j�i�≠ji,zj� i� =k

f
(
xj�i� |�k

)
h
(
�k

)
d
(
�k

)

� �j�i�≠ji,zj� i�=k
f
(
xj�i� |�k

)
h
(
�k

)
d
(
�k

) ,

Table 6  Generation process of the USA Local Specialties Restaurant Franchise
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where k = kjt is the dish served at table t in restaurant j. In addition, p(xji|t¬ji, tji = tnew, k) is 
the conditional distribution of xji for tji = tnew, which could be calculated by integrating the 
possible values of kjtnew as follows:

where m∗
jk

 is the influenced number of tables assigned to dish k for restaurant j.andm∗
j.
 is the 

total influenced number of tables for restaurant j.
Also, f knew

¬xji

(
xji
)
= ∫ f

(
xji|�

)
h(�)d(�) is the prior density of xji . The prior probability that 

the new table tnew served a new dish knew was proportional to � . If the sample value of tji was 
equal to tnew, we could obtain a sample of kjtnew by sampling as follows:

In the process of Gibbs sampling, if the value of njt was reduced to 0, the probability 
that the next customer would choose table tji was 0. Thus, we needed to delete the kjt 
corresponding to tji . Moreover, if dish k did not correspond to a table at this time, kjt had 
to be updated as follows:

Appendix C: Parameter setting and orthogonal test

Both CIHDP and HDP are non-parametric Bayesian models. Although it is not neces-
sary to set the number of topics in advance like LDA, it is also necessary to provide the 
parameter values of the prior distribution of the model. The parameters of the two mod-
els are the same, both β, γ, and α. In this study, three-factor and five-level orthogonal 

(21)p
(
xji|�¬ji, tji = tnew,K

)
=

K∑

k=1

m∗
jk

m∗
j.
+ �

f
¬xji

k

(
xji
)
+

�

m∗
j.
+ �

f
¬xji

knew

(
xji
)
,

(22)p(kjtnew = k|�, �¬jtnew ) ∝
{

m∗
jk
f
¬xji

k

(
xji
)
, k is an existing dish

�f
¬xji

knew

(
xji
)
, k is a new dish

(23)p(kji = k|�, �¬jt) ∝
{

m
∗¬jt

jk
f
¬���

k

(
�jt
)
, k is an existing dish

�f
�jt

knew

(
�jt
)
, k is a new dish

Table 7  Factors and levels of 
parameter orthogonal test (for 
CIHDP and HDP)

Level β γ α

1 0.1 0.1 0.3
2 0.2 0.3 0.5
3 0.3 0.5 1
4 0.4 0.7 1.5
5 0.5 0.9 2
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experiments were performed on the parameters to determine the optimal experimental 
parameter combination (Table 7).

To reduce the randomness of the test results, we conducted 3 repeated tests for each 
condition (that is, each set of parameters). The perplexity and the number of topics (K) 
in the experiment are the averages of the results of three repeated experiments. In the 
experiment, the number of model iterations is set to 150. Under this condition, the per-
plexity of the model can be reduced to the convergence. The results of the parameter 
orthogonal experiment are shown in Tables 8 and 9. 

Appendix D: Topics in the overall time span

This section gives the experimental results of topic detection in the overall period in the 
case study. Among them, “topic tag” is a label that is calibrated for the topic after read-
ing 25 high-frequency keywords. At the same time, the probability value and frequency 

Table 8  Parameter setting using orthogonal experiment for CIHDP

Condition β γ α Cora Citeseer Aminer

Perplexity K Perplexity K Perplexity K

1 0.1 0.1 0.3 443.889 12. 991.776 10. 369.171 13.333
2 0.1 0.3 0.5 404.353 15.333 937.566 14.667 343.342 14.333
3 0.1 0.5 1 386.967 17.333 884.724 16. 349.427 13.667
4 0.1 0.7 1.5 392.396 16. 869.951 18. 347.426 12.667
5 0.1 0.9 2 380.891 18.333 857.654 18.333 345.830 13.667
6 0.2 0.1 0.5 467.330 7.667 1146.719 4.667 375.512 7.667
7 0.2 0.3 1 443.791 10. 1003.565 9. 370.188 9.
8 0.2 0.5 1.5 437.541 10.667 1026.976 9.667 366.359 9.667
9 0.2 0.7 2 443.986 10.333 967.986 13. 352.189 11.
10 0.2 0.9 0.3 451.636 9.333 1009.860 11.333 351.597 12.333
11 0.3 0.1 1 509.588 5.333 1187.428 4.667 405.518 4.333
12 0.3 0.3 1.5 477.325 7. 1099.758 6.667 382.612 6.667
13 0.3 0.5 2 470.026 8. 1022.945 10.333 383.617 6.667
14 0.3 0.7 0.3 491.719 7.333 1108.175 8.333 372.295 9.
15 0.3 0.9 0.5 471.284 8. 1068.991 7. 367.097 9.333
16 0.4 0.1 1.5 549.292 4.333 1180.325 4.333 414.750 4.333
17 0.4 0.3 2 523.036 5. 1116.887 5.333 398.329 5.667
18 0.4 0.5 0.3 530.002 6. 1197.933 4.667 387.566 7.
19 0.4 0.7 0.5 504.876 6. 1140.858 5.667 385.537 6.667
20 0.4 0.9 1 496.726 6. 1117.367 6. 377.025 8.667
21 0.5 0.1 2 535.189 4. 1282.257 2.667 422.308 3.667
22 0.5 0.3 0.3 533.201 5. 1281.657 3.667 398.238 5.
23 0.5 0.5 0.5 529.989 5.333 1162.613 4.333 397.653 6.
24 0.5 0.7 1 506.205 5.667 1145.107 5.333 399.803 5.333
25 0.5 0.9 1.5 510.587 5.667 1120.929 6.333 395.204 6.333



2071Scientometrics (2020) 125:2043–2090 

1 3

of occurrence of words in the topic are given behind the words (word frequency is given 
in parentheses). The words marked in red are representative words of the corresponding 
topic (Tables 10, 11). 

Appendix E: Topics in each period

This section gives the experimental results of topic tracking in the case study. The topic 
information for each period is given below. Among them, “topic tag” is a label that is 
calibrated for the topic after reading 25 high-frequency keywords. At the same time, the 
probability value and frequency of occurrence of words in the topic are given behind the 
words (word frequency is given in parentheses). The words marked in red are representa-
tive words of the corresponding topic (Tables 12, 13). 

Table 9  Parameter setting using orthogonal experiment for HDP

Condition β γ α Cora Citeseer Aminer

Perplexity K Perplexity K Perplexity K

1 0.1 0.1 0.3 436.946 10. 1036.216 8.667 373.653 10.333
2 0.1 0.3 0.5 410.220 14.333 950.905 13. 356.497 11.667
3 0.1 0.5 1 406.885 14.333 916.103 13. 341.565 12.667
4 0.1 0.7 1.5 406.226 13.667 887.200 14.333 353.480 10.333
5 0.1 0.9 2 408.243 14. 884.853 16. 344.405 13.333
6 0.2 0.1 0.5 480.046 7.333 1129.312 5. 369.397 8.333
7 0.2 0.3 1 471.605 7.333 993.338 8. 395.456 5.333
8 0.2 0.5 1.5 459.279 8.333 1024.254 8.333 377.334 8.
9 0.2 0.7 2 470.374 8.333 1004.016 9. 381.410 7.333
10 0.2 0.9 0.3 457.433 9.667 1007.059 8.667 365.448 10.
11 0.3 0.1 1 498.280 5.667 1131.996 4.333 421.889 3.667
12 0.3 0.3 1.5 498.229 5.333 1118.208 5.333 388.429 6.
13 0.3 0.5 2 492.475 6.333 1095.069 6.667 392.596 6.
14 0.3 0.7 0.3 494.636 7. 1110.199 5.667 361.881 9.667
15 0.3 0.9 0.5 468.405 8. 1049.479 7.667 367.250 9.667
16 0.4 0.1 1.5 533.065 4.667 1240.606 3. 430.033 3.
17 0.4 0.3 2 531.901 4.667 1167.213 4.333 416.268 4.333
18 0.4 0.5 0.3 512.341 5.333 1187.029 4.667 376.999 7.333
19 0.4 0.7 0.5 498.064 7. 1116.782 4.667 380.086 6.667
20 0.4 0.9 1 497.798 6.333 1112.521 6. 374.177 8.333
21 0.5 0.1 2 544.722 4. 1234.937 3.667 426.039 3.667
22 0.5 0.3 0.3 545.243 4.333 1236.789 3. 431.074 4.333
23 0.5 0.5 0.5 529.598 4.667 1169.052 4.667 394.328 5.667
24 0.5 0.7 1 523.124 4.667 1135.793 6. 392.471 6.333
25 0.5 0.9 1.5 525.971 5.667 1130.510 6.333 399.661 5.667
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