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Abstract
In previous research, we proposed the multiple modelling quality evaluation framework 
(MMQEF), which is a method and tool for evaluating modelling languages in model-
driven engineering (MDE) environments. Rather than being exclusive, MMQEF attempts 
to complement other methods of evaluation of quality such as SEQUAL. However, to date, 
MMQEF has not been validated beyond some concept proofs. This paper evaluates the 
applicability of the MMQEF method in comparison with other existing methods. We per-
formed an evaluation in which the subjects had to detect quality issues in modelling lan-
guages. A group of expert professionals and two experimental objects (i.e. two combina-
tions of different modelling languages based on real industrial practices) were used. To 
analyse the results, we applied quantitative approaches, i.e. statistical tests on the results 
of the performance measures and the perception of subjects. We ran four replications of 
the experiment in Colombia between 2016 and 2019, with a total of 50 professionals. The 
results of the quantitative analysis show a low performance for all of the methods, but a 
positive perception of MMQEF.Conclusions: The application of modelling language qual-
ity evaluation methods within MDE settings is indeed tricky, and subjects did not succeed 
in identifying all quality problems. This experiment paves the way for additional investiga-
tion on the trade-offs between the methods and potential situational guidelines (i.e. cir-
cumstances under which each method is convenient). We encourage further inquiries on 
industrial applications to incrementally improve the method and tailor it to the needs of 
professionals working in real industrial environments.

Keywords Quality · Model-driven engineering · Quality frameworks · Empirical 
evaluation · The MMQEF method

1 Introduction

The model-driven engineering (MDE) paradigm is a subfield of software engineering 
that focuses on models as the main artifacts of an engineering process instead of source 
code in a traditional programming language. In MDE, source code is a kind of model 
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or it can be generated from other models. Models are defined by modelling languages, 
which provide key elements for specifying models such as abstract syntax (i.e. domain 
concepts), concrete syntax (notation), semantics, and pragmatics or guides about the 
appropriate use of language. Due to the current facilities and technical environments 
for defining languages, one of the main trends in the modelling field is domain-specific 
languages (DSL), which allows models that are closer to an application domain to be 
generated (Bézivin, 2005; Mernik et al., 2005; da Silva, 2015).

Since models are the main artifact in MDE methods, the quality of the modelling lan-
guages is important for MDE environments. This feature is particularly important consider-
ing the current applications of models and modelling languages, such as the case reported 
in  (Wortmann et  al., 2019). There are methods to evaluate the quality of modelling lan-
guages, but when they are applied in MDE environments, some problems appear due to 
the features of these environments. Since multiple modelling languages are used together, 
model transformations add a level of complexity to the evaluation of quality because the 
suitability of the source and target languages must be ensured, and the code generation 
requires quality requirements of modelling languages and models (e.g. the construct deficit 
in one language or incomplete models may have an effect on the resulting source code).

There is great diversity among researchers about the definition of quality in MDE con-
texts (Giraldo et al., May 2014). Considering that quality is not a concrete manifestation 
(or physical component) of modelling artifacts, there are many facets or levels of quality. 
The different meanings of quality have not been acknowledged, which is an open problem. 
Some of the identified quality definitions have associated frameworks for evaluating qual-
ity issues. These frameworks present specific validation procedures for demonstrating their 
applicability and utility in accordance with the given quality definitions.

Since 2013, we have performed a systematic review in order to identify the main trends 
in the definition of quality in MDE contexts (Giraldo et  al., 2018a). To date, there are 
twenty-nine works that provide an explicit definition of quality; of these, only nine works 
have an associated validation procedure (Challenger et  al., 2015; Espinilla et  al., 2011; 
Grobshtein & Dori, 2011; Hindawi et  al., 2009; Lange & Chaudron, 2005; Le Pallec & 
Dupu Chessa, 2013; Lopez-Fernandez et al., 2014; Maes & Poels, 2007; Merilinna, 2005). 
When we used the classification of evaluation techniques that were previously proposed in 
(Siau & Rossi, 1998) on the nine identified works, we found five works that reported labo-
ratory experiments, two works that used metrics, and other individual works that used sur-
vey, metamodelling, and case studies. The laboratory experiments use different evaluation 
procedures with participants, surveys, and implementation of software tools to demonstrate 
the applicability of the work that is proposed. The only common aspect in these experi-
ments is their specificity with regard to the scope of each quality definition.

This paper presents the design and results of a controlled experiment that was performed 
between 2016 and 2019 to evaluate the applicability and use of approaches for evaluating qual-
ity issues in modelling languages in MDE projects. In accordance with (Siau & Rossi, 1998), 
which defines some approaches for evaluating information modelling methods, this experi-
ment can be considered to be an empirical evaluation technique. The design of the experiment 
was done in accordance with the guidelines described in (Wohlin et al., 2012) for experimenta-
tion in software engineering scenarios. We use the guidelines of (Jedlitschka et al., 2008) for 
reporting the execution and results of the empirical validation. Therefore, the remainder of this 
article is structured as follows: Section 2 presents the context of the experiment. Section 3 pre-
sents the planning of the performed experiment. Section 4 presents the results obtained from 
the experiments with their corresponding analysis. Section 5 presents a discussion about the 
findings and results that were obtained. Finally, the conclusions are presented.
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2  Background

2.1  Overview of quality methods for MDE

Modelling languages are the main artifacts of MDE environments. Modelling languages 
are conceptual tools that allow viewpoints and concerns to be conceived and addressed. 
Modelling languages also allow representations (views) of these concerns to be generated. 
The evaluation of quality in modelling languages is a critical task considering their key 
role in a model-driven project.

Due to the multiple (and even ambiguous) interpretations of the model-driven para-
digm, there is not a clear conception of quality as the fulfillment of some modelling artifact 
with its associated specification. With regard to quality evaluation procedures, the litera-
ture in the model-driven engineering field provides examples of the applicability of quality 
evaluation frameworks in the following: over specific modelling initiatives (e.g. the Phys-
ics of Notations - PoN  (Moody, 2009) in Big Data analytics  (Khalajzadeh et  al., 2020) 
and multiagent  (Miranda et  al., 2019) modelling languages); specific quality evaluation 
approaches in specific modelling domains (e.g. the embedded systems domain  (Arslan & 
Kardas, 2020), the multiagent domain (Asici et al., 2021; Alaca et al., 2021)); comparison 
between modelling initiatives (Santos et al., 2020); and analysis of modelling approaches 
from the perspective of potential users of the modelling initiative  (Shin, 2019). In order 
to tame the heterogeneity and multiplicity of related approaches, the authors in  (Fischer 
& Strecker, 2018) compile several works that report evaluation procedures in conceptual 
models and modelling languages.

Some proposals for evaluation of quality in MDE have different underlying theories (e.g. 
semiotic, cognitive process, linguistics, psychological, and others). In addition, the applica-
tion of the previous proposals covers different artifacts of a model-driven project (i.e. con-
crete syntax, abstract syntax, and other specific properties of modelling languages). The 
artifacts under evaluation are defined within the scope of the quality method. Therefore, we 
can find methods with a broad scope (e.g. the SEQUAL framework (Krogstie, 2012)), as 
well as other methods with a specific application (e.g. PoN).

Previous quality methods for MDE have been formulated for addressing quality issues 
in modelling languages. The Physics of Notations - PoN defines nine principles for evaluat-
ing the perceptual properties of visual modelling languages in order to improve their under-
standability for the final users of the languages. These are: Semiotic Clarity, Perceptual 
Discriminability, Semantic Transparency, Complexity Management, Cognitive Integration, 
Visual Expressiveness, Dual Coding, Graphic Economy, and Cognitive Fit. The evaluation 
is performed by interpreting these principles and applying them to the language to deter-
mine the fulfillment of the language with each one of them. In this way, the quality of the 
language is determined by whether or not the language meets each principle and how the 
language must be fixed in order to be compliant with a conflictive principle. The 6C Goals 
framework (6C) (Mohagheghi, 2009) is a set of desirable properties or quality goals (Cor-
rectness, Changeability, Consistency, Comprehensibility by humans, Confinement,, and 
Completeness) that were initially deduced for models. The framework defines each goal so 
that the analyst is responsible for determining whether or not a model meets the goals.

The SEQUAL framework provides a wide conceptual foundation for quality in model-
driven and model-based initiatives that comes from semiotic theories. SEQUAL defines the 
quality of models  (Krogstie, 2012a) separately based on seven semiotic levels (Physical, 
Empirical, Syntactic, Semantic and Perceived Semantic, Pragmatic, Social, and Deontic). 
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The framework also defines the quality of modelling languages  (Krogstie, 2012b) that is 
based on six quality categories (Domain appropriateness, Comprehensibility appropriate-
ness, Participant appropriateness, Modeller appropriateness, Tool appropriateness, and 
Organizational appropriateness).

The multiple modelling quality evaluation framework method (MMQEF) (Giraldo et al., 
2018b; Giraldo et al., 2019) is a conceptual, methodological, and technological framework 
for evaluating quality issues in modelling languages and modelling elements by the appli-
cation of a taxonomic analysis. It derives analytic procedures that support the detection 
of quality issues in modelling languages, such as the suitability of modelling languages, 
traces between abstraction levels, specification for model transformations, and integration 
between modelling proposals. MMQEF also suggests metrics to perform analytic proce-
dures based on the classification obtained for the modelling languages.

MMQEF uses a taxonomy that is extracted from the Zachman framework for Informa-
tion Systems (Zachman, 1987; Sowa & Zachman, 1992), which proposed a visual language 
to classify elements that are part of an IS. These elements can be from organizational to 
technical artifacts. The visual language contains a bi-dimensional matrix for classifying 
IS elements (generally expressed as models) and a set of seven rules to perform the clas-
sification. In this way, MMQEF defines the quality of a modelling language as the degree 
of its fulfillment with essential principles of IS that are defined in the Zachman reference 
architecture for IS. As an evaluation method, MMQEF defines activities in order to derive 
quality analytics based on the classification applied to modelling languages. The Zachman 
framework was chosen because it was one of the first and most precise proposals for a 
reference architecture for IS, which is recognized by important standards such as the ISO 
42010 (ISO, 2011).

2.2  Problem statement & research objective

The validation of quality methods for MDE contexts, such as the 6C Goals, PoN, and 
SEQUAL, has challenges. To detect validation procedures for these frameworks, specific 
publications of the authors about the applicability of the frameworks must be accessed sep-
arately. Examples of validation procedures can be found in (Heggset et al., 2015). Some 
approaches that have been employed in validation are experiments, surveys, interviews, 
and questionnaires.

Besides the specific modelling scenarios that are required to demonstrate the application 
of the quality methods for MDE, the quality methods are not directly comparable with each 
other. Although it is true that the quality frameworks could be similar theories for Informa-
tion Systems (Gregor, 2006), they differ in their purposes, scope, and procedures for the 
identification of quality issues. Reported validations present individual applications of the 
quality frameworks.

Using the template defined in (Wohlin et al., 2012b) for the definition of goals in experi-
mentation processes, the main purpose of this experimentation is described as follows:

Analyse the MMQEF method
for the purpose of characterizing it
with respect to its applicability for finding quality issues for modelling languages
from the point of view of the researcher
in the context of professional experts analysing a scenario for the application of multi-

ple modelling languages.
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3  Design of the experiment

The experiment was formulated to identify the degree of applicability of the MMQEF 
method for evaluating quality in MDE contexts, specifically modelling languages as the 
main artifact of this paradigm. This evaluation also considers other quality methods that 
are formulated in the MDE literature so that MMQEF could be applied in similar condi-
tions of practice, taking into account that the population of the experiment had no previous 
experience with quality methods for MDE.

A group of participants in Colombia (Spanish-speaking participants) applied the 
MMQEF method in a model-driven scenario that we had defined beforehand. During the 
experiment, the participants were asked to find quality evidence for modelling languages 
that are jointly applied to model an IS project. To do this, the participants used MMQEF 
and another quality framework for MDE which was freely chosen by each one of them.

Prior to the experiment, we identified some quality issues. We took advantage of a 
post-mortem analysis that was performed by the researchers who led the project. These 
researchers were given roles such as domain expert, modelling-data leader, and software 
engineering leader. Table 1 summarizes some of the quality issues for the experiment that 
were expected to be found. This list is not exclusive (i.e. other issues could be reported by 
the participants).

3.1  Experimental units

We used a convenience sampling approach to select the participants, who were contacted 
and invited based on their homogeneous knowledge and condition (academic or profes-
sional) for applying quality frameworks.

For the experiment, there was a total of fifty participants (Master’s students and profes-
sionals) with previous knowledge of MDE and model-driven environments such as Eclipse 
Modelling Framework (EMF/GMF)1 and JetBrains MPS2. The participants came from sev-
eral software development companies; they had experience in roles such as senior soft-
ware developers / software architects (33), software project managers (10), and teachers 
(7). They have expertise in software development projects and are currently working in 
software development companies, with an average of 5.7 years of work experience. Most 
of the participants were post-graduate students who are involved in a Software Engineer-
ing Master’s program. The students were in a Master’s course about domain-specific lan-
guage (DSL) design and implementation. In addition, those students had previously taken 
two courses in MDE (Introduction to MDE and Applied MDE). Both (professionals and 
Master’students) were contacted by email and they voluntarily accepted to participate in 
the experiment.

For the design of the experiment, we used a Probability-Paired comparison design 
to avoid the influence of the quality evaluation methods in MDE during their applica-
tion by the participants. For the experiments, the paired comparison was defined as pre-
sented in Table 2. For their participation, those invited were rewarded with free semi-
nars and lunches/dinners.

1 https:// www. eclip se. org/ model ing/ emf/
2 https:// www. jetbr ains. com/ mps/
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Prior to the use of quality methods, the participants were asked about their previ-
ous knowledge about key terms for MMQEF, MDE, modelling languages, and DSLs in 
order to determine whether or not their previous knowledge might eventually affect the 
application of the method. The set of terms used by MMQEF is not limited just to the 
application of the method. These terms are common concepts in the MDE terminology. 
Thus, the familiarity with these terms facilitates the performance of activities for evalu-
ation of quality that are proposed in MMQEF. Previous knowledge and use of modelling 
languages and DSLs could also induce key MDE terms.

3.2  Experimental material

The objects that were used in the experiment were the following:

– The slides of the seminar about quality in MDE (modelling languages).
– A summary of the MMQEF with the main blocks (components) of the method.

Table 1  Example of quality issues expected to be reported in the experiment

ID Quality Issue Derived 
from

QIPR01 There was no traceability from models to code. MMQEF
QIPR02 There was no automatic code generation. MMQEF
QIPR03 Decoupling between organizational modelling and system modelling. MMQEF
QIPR04 Misalignment between the modelling languages used and the purposes of 

modelling.
MMQEF

QIPR05 Excessive stereotyping of the UML modelling language. MMQEF
QIPR06 Excessive adaptation of languages to model business concerns. MMQEF, 

SEQUAL
QIPR07 Lack of suitability analysis of modelling languages. MMQEF
QIPR08 Lack of coverage of modelling languages. Some IS issues were not covered 

by modelling languages (e.g. data, interaction, architectural decisions).
MMQEF

QIPR09 There was no distinction of the purpose of the resulting models (i.e. there 
were models to communicate ideas, to automate the process, to make 
systems), but these purposes were not explicitly addressed.

MMQEF, 
SEQUAL

QIPR10 There was no integration between modelling languages. MMQEF
QIPR11 Poor support for the deontic level (for organizational and system purposes). MMQEF, 

SEQUAL
QIPR12 Lack of adequate tool support. MMQEF
QIPR13 Lack of expressiveness of the modelling languages. 6C, 

MMQEF, 
SEQUAL

QIPR14 Lack of communication abilities for the performed modelling. MMQEF

Table 2  Paired-comparison 
design for the validation of 
MMQEF

i - participant Treatment 1 Treatment 2

Odd participant MMQEF Other method
Even participant Other method MMQEF

280 Software Quality Journal (2021) 29:275–307
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– A description about a modelling scenario where multiple modelling languages 
( ≥ 2 ) are required for addressing specific IS concerns. This scenario was previously 
reported in (Giraldo et al., 2018a).

– A questionnaire for characterizing each participant.
– A questionnaire for reporting the quality issues that are identified by the participants 

(for both the alternative approach and the MMQEF treatment).
– A survey about the Perceived ease of use (PEU), Perceived usefulness (PU), and 

Intention to use (IU) for MMQEF. This survey was made using twelve statements 
with answers on a Likert scale of 1 to 5 (1: Strongly disagree, 2: Disagree, 3: Neither 
agree nor disagree, 4: Agree, 5: Strongly agree). In the Likert statements, we used 
explicit leading phrases about the applicability of MMQEF in order to more easily 
generate agreement/disagreement opinions from the participants. Table  3 presents 
the Likert statements. These were arranged randomly. The last three variables of the 
survey (PEU, PU, and IU) were deduced from the Perceptions and Intentions dimen-
sions of the Method Evaluation model (MEM) for IS evaluation methods (Moody, 
2003).

The last three items of the package were grouped into a spreadsheet to facilitate the data 
collection from the participants.

3.3  Tasks

During the experiment, the participants received a seminar about quality in modelling 
languages. Afterwards, a scenario was presented where multiple modelling languages are 
employed in an IS project. The participants evaluated the quality in this scenario using any 
other quality evaluation approach and the MMQEF method. The participants could choose 
between 6C Goals (Mohagheghi, 2009), PoN (Moody, 2009), SEQUAL (Krogstie, 2012a), 
and other criteria suggested by them (such as the result of combining principles of the 
identified frameworks).

Figure 1 presents the tasks performed in the experiments with their associated duration. 
Four sessions were required in order to work with all of the participants. Each session had 
different participants in accordance with their availability for the experiment and the dates 
of the Master’courses. The sessions were as follows: 

S1: 24 participants, April-June 2016.
S2: 8 participants, November-December 2016.
S3: 11 participants, October 2017.
S4: 7 participants, June 2019.

Each session was performed in an academic location to facilitate the access of the partici-
pants to scientific databases and other resources required in the evaluation of quality for the 
modelling scenarios proposed in Section 3. This location also facilitated the face-to-face 
support between the researchers and the participants. The risks about situations that could 
affect the experiment were successfully addressed by the researchers. All of the partici-
pants performed the validation under the same conditions (a computing laboratory, internet 
access, modelling tools, and all of the experimental material described in Section 3.2).
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3.4  Hypotheses, parameters, and variables

The following hypotheses were defined for the experiment: 

H0: Compared to alternative methods for evaluating quality in MDE (e.g. SEQUAL, PoN, 
and 6C Goals), participants do not perceive the applicability of the MMQEF method 
for finding quality issues in MDE projects.

Ha: The applicability of MMQEF is perceived by the users of the method.

The independent variable that was defined for the experiment was the method (its appli-
cation) to evaluate quality in MDE contexts. Table 4 presents the variable with its possible 
associated values. The other approach could be one of the following options: the 6C Goals, 
the Physics of Notations (PoN), the SEQUAL framework, or any personal criteria applied 
by the subject to perform an evaluation procedure. The first three frameworks were taught 
as part of the seminar that we provided.

Some dependent variables were identified. Table  5 describes the variables, where 
the first six variables were obtained from the application of each method according to 

Table 3  Likert sentences associated to MEM variables (the Perceptions and Intentions dimensions)

MEM 
variable

ID Likert question

 PEU L1 MMQEF is easy to understand.
 PEU L2 It is easy to use MMQEF to detect quality issues in modelling languages and models.
 PEU L3 MMQEF is useful for detecting quality issues in modelling languages and models.
IU L4 You would use MMQEF in later scenarios of quality assessment in models and 

languages.
PU L5 The use of MMQEF allows problems in software engineering and information systems 

to be addressed using conceptual models.
PU L6 MMQEF is aligned with the principles of the MDE paradigm (i.e. quality is evaluated 

from the MDE perspective).
IU L7 From this experience, the evidence of quality at the level of modelling languages and 

models will be important in your further software engineering and/or information 
systems projects.

PU L8 MMQEF allows relevant considerations for addressing a project under the model-
driven paradigm to be identified.

PEU L9 MMQEF provides a practical method to identify quality issues in projects developed 
under the model-driven paradigm.

PU L10 The taxonomy that is used in MMQEF supports the construction of an information 
system using conceptual models, and it also considers the conceptual levels where 
models can be placed (e.g. from the organization level to the implementation and 
deployment levels).

PU L11 The classification of modelling languages and modelling elements is useful in finding 
quality issues in model-driven projects.

PU L12 The inferences proposed by MMQEF contribute to identifying quality issues in MDE 
projects.

282 Software Quality Journal (2021) 29:275–307
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the treatments defined in Table 2. The fourth and fifth variables refer to inferences, i.e. 
conclusion(s) that participants eventually might deduce when they applied a quality 
method (e.g. modelling language A is better than modelling language B for addressing a 
system concern). The last three variables are from the MEM model.

Empirical evalua�on

Researcher Par�cipant { parallel mul�-instance with n = 50 }

Train the subjects in quality for MDE 
(modelling languages)

Explain a modelling scenario for evalua�on 
of quality (an applica�on of mul�ple 

modelling languages)

Assign the order of applica�on of the quality methods 
for evalua�ng the quality of modelling languages in 

the proposed scenario

Make a quan�ta�ve analysis 
about the applicability of the 

quality methods

Evaluate the MEM variables 
for the MMQEF method 

Complete the demographic ques�onnarie

Make a quality analysis on the modelling 
scenario with the first treatment

Make a quality analysis on the modelling 
scenario with the second treatment

Complete the answers for the 
Likert statements

Request feedback 
from par�cipants

[Feedback about a specific 
finding is required]

[No more feedback is required]

Update analysis

6 hours

3 hours

3 hours. For S1, S2, 
and S4 Sessions

Fig. 1  Summary of the tasks that were involved in the experimentation
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3.5  Analysis procedure

The Sign test approach was used to analyse H0 and Ha , (see Section  4.2). To analyse 
the hypotheses, we assume that the behaviour of the independent variable (application 
of the method) has a binomial distribution because the following four conditions were 
present:

– The number of observations was fixed.
– Each observation was independent.
– Each observation represented one of two possible outcomes (success or failure).
– The probability of success (p) was the same for each outcome.

The distribution is described as X ∼ B(n,P) where n = number of analysed observa-
tions and X = number of successful (or positive) answers. For this analysis P = 0.5 and 
p − value = 0.05 . The null hypothesis is accepted when (P ≤ 0.5) ; otherwise (P > 0.5) , it is 
rejected. Assuming that quality methods can be comparable through the T, DoU, QIF, NQI, 
QID, and NI dependent variables, we tested H0 and Ha with X ∼ B(n,P) and P(X ≥ x).

Each distribution has its associated dependent variable and the respective values for 
computing it, including the obtained x value (positive answers). Successful or positive 
answers (x value) were detected for the cases when the subject assigned a positive response 
to the MMQEF method in each one of the six related variables:

– TMMQEF < TAnotherMethod

– DoUMMQEF > DoUAnotherMethod

– QIFMMQEF = YES ∧ QIFAnotherMethod = NO

– NQIMMQEF > NQIAnotherMethod

Table 4  Expected treatments for 
the independent variable

Factor Treatments

Method Application of any other approach
Application of MMQEF

Table 5  Dependent variables identified for the validation

Description Acronym Values

Time of application of the method T [ 0 ...)
Degree of understanding of the method DoU [ 0 ...100 ]
Were quality issues found? QIF YES / NO
Number of quality issues derived by each subject from the pro-

posed scenario
NQI [0 ...)

Were quality inferences deduced? QID YES / NO
Number of inferences deduced from the application of the method NI [0 ...)
MEM Perceived Ease Of Use for MMQEF (PEU) [ 1 ...5 ]
MEM Perceived Usefulness for MMQEF (PU) [ 1 ...5 ]
MEM Intention To Use for MMQEF (IU) [ 1 ...5 ]

284 Software Quality Journal (2021) 29:275–307
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– QIDMMQEF = YES ∧ QIDAnother = NO

– NIMMQEF > NIAnotherMethod

Negative answers were those in which MMQEF received a low or equal score (tie). In 
addition, a direct analysis with the Likert values obtained was used to analyse the MEM 
variables (see Section 4.2.1)

3.6  Execution ‑ deviations

For sessions S3 and S4 (Section  3.3), we introduced an additional question for the par-
ticipants in order to determine the reason(s) why they selected the quality method that was 
employed in the experiment as an alternative to MMQEF. We provided some non-exclusive 
reasons for this question:

– The ease of use of the approach.
– The examples found that are formulated for the approach.
– The suitability of the approach regarding the application domain.
– The documentation of the approach.
– I think it is the best option.
– The approach can be performed in the allotted time (3 hours).
– No particular reason. The choice was random.
– Another unspecified reason.

The participants that were previously in sessions S1 and S2 were also contacted by email in 
order to ask them the same question.

In addition, for the S3 session, we assign only one quality evaluation method to each 
participant in a paired-comparison approach, in order to detect possible advantages that 
quality methods could individually provide.

4  Analysis

4.1  Descriptive analysis

Before the interaction with MMQEF and the other quality evaluation frameworks, the par-
ticipants were asked whether they knew some key terms that are employed in the MMQEF 
method. If an affirmative answer about knowledge of these terms was given, the partici-
pants were also asked about the application of these concepts in their immediate contexts.

Table  6 summarizes the percentages for the knowledge and application of the terms 
involved. These percentages indicate a positive trend, which could infer an appropriate use 
of MMQEF due to the importance of those terms in the methodo-logical specification of 
the MMQEF method. In addition, for the same questions (knowledge and application), if 
the participants gave an affirmative answer, they were asked to indicate the associated level 
for both of them using a Likert scale from 1 to 5, with 1 indicating the lowest level of 
knowledge/application and 5 indicating the highest level. Table  7 presents the levels of 
knowledge/application obtained for the participants.

For the participants, there was a dramatic change in their initial perception of famili-
arity with the MMQEF key terms. While the percentages in Table  6 show a positive 
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trend about knowledge and application, the associated levels in Table 7 present moder-
ate (and relatively low) behaviour. This indicates a limited comprehension of the terms, 
which eventually affected the full understanding and use of the MMQEF method (see 
Section 4.2). The concept of conceptual modelling can be highlighted for its association 
with the data representation for relational databases.

After the characterization of the MMQEF terms, the participants were asked about 
their knowledge and use of modelling languages and domain-specific languages (DSLs). 

Table 6  Percentages of knowledge and application of MMQEF key terms

MMQEF key terms Participants (n=50)

Do you know it? If you do, do you apply 
it in your professional 
tasks?

MDD 86.00% 48.00%
MDA 74.00% 37.84%
MDE 76.00% 52.63%
Conceptual modelling 84.00% 64.05%
Metamodelling 82.00% 43.90%
Model transformation 74.00% 43.24%
Transformation languages 72.00% 33.33%
Traceability 70.00% 60.00%
Abstraction level 80.00% 67.50%
Viewpoint 48.00% 58.33%
View 58.00% 58.62%
Model-driven technical environments 78.00% 51.28%
Model-driven tools 82.00% 60.98%

Table 7  Resulting levels of knowledge and application of MMQEF terms for the participant

MMQEF key terms Participants (n=50)

Knowledge level Application level

Mean Median Mode Mean Median Mode

MDD 2.62 3.00 3.00 2.73 2.00 2.00
MDA 2.42 2.00 2.00 2.44 3.00 3.00
MDE 2.95 3.00 4.00 2.92 3.00 4.00
Conceptual modelling 3.08 3.00 3.00 3.50 3.00 3.00
Metamodelling 2.82 3.00 3.00 3.33 3.00 3.00
Model transformation 2.50 2.50 1.00 2.58 2.50 2.00
Transformation languages 2.39 2.00 1.00 3.00 4.00 4.00
Traceability 3.20 3.00 4.00 2.94 3.00 3.00
Abstraction level 2.80 3.00 2.00 2.81 3.00 3.00
Viewpoint 2.73 3.00 4.00 3.27 4.00 4.00
View 2.94 3.00 3.00 3.08 3.00 3.00
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They were also asked about their intention to use these two approaches in their immedi-
ate contexts. Table 8 presents the results.

The population reported knowledge of modelling languages (94%). UML was the 
most popular modelling language (59.57%). BPMN was the second modelling alterna-
tive (44.68%), and other specific alternatives appeared, such as ER (6.38%), i* (4.26%), 
SySML, Flowchart and AADL (each with a percentage of 2.13%).

SQL was the DSL that was most known by the population (36.84%). XML was the sec-
ond technical DSL (7.89%). Individually, some participants reported their knowledge of 
DSLs, such as HTML, R, MPI, and VHDL.

The above percentages are a consequence of the convenience sampling approach that 
was applied to select the participants. Despite their lack of background in the key terms, 
the familiarity of the participants with modelling languages made them appropriate partici-
pants for discussing quality issues in modelling languages and the posterior application of 
quality evaluation frameworks.

4.2  Testing of hypotheses

First, we detected an important tendency of the participants to choose a quality evaluation 
method with more prescriptive information and orientation about tasks, steps, procedures, 

Table 8  Information about knowledge and use of modelling languages and DSLs from the participant

Element Questions Participants with YES answer %

Modelling languages Do you know modelling lan-
guages?

47 94.00%

If you do, what do you use them 
for?

42 89.36%

If you do, what do you use them 
for

Options Total %

For documentation 35 83.33%
To generate code 17 40.48%
To generate models 9 21.43%
To communicate (e.g. to 

share ideas, to explain some 
concept)

27 64.29%

For other purposes 6 14.29%
DSL Do you know DSLs? 38 76.00%

If you do, do you use them? 35 92.11%
If you do, what do you use them 

for?
Options Total %

For documentation 11 26.19%
To generate code 24 57.14%
To generate models 14 33.33%
To communicate (e.g. to 

share ideas, to explain some 
concept)

12 28.57%

For other purposes 9 21.43%
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etc., to perform the quality evaluation. A total of 46.15% of the participants chose the PoN, 
and 38.46% chose the 6C Goals. Only one professional reported the use of the SEQUAL 
framework. However, in his reported data, there was clearly a conceptual confusion when 
he applied it.

In accordance with the analysis that was described in Section  3.5, we compared the 
application of the quality methods for each participant, identifying the cases in which 
MMQEF demonstrated an advantage over the other selected quality method (i.e. the x 
parameter of the Binomial Distribution).

When we processed the raw data, we detected No Response (NR) cases (i.e. empty 
responses) and Tied Score cases (i.e. situations where MMQEF and the other selected qual-
ity method have equal values for the same variable). Therefore, in order to determine the 
values to be compared with the Binomial Distribution, the value of n corresponds to the 
number of participants (with a sample of 39 participants which corresponds to sessions S1, 
S2 and S4) subtracting No Response and Tied Score situations. Due to this variation, the n 
values for T-, DoU-, QIF-, NQI-, QID-, and NI-dependent variables changes.

Table 9 presents the obtained results. For each dependent variable, the amount of suc-
cessful application of MMQEF is indicated by the x parameter. NR and Tied Score cases 
are also reported. Regarding the analysis that was initially proposed in Section  3.5, we 
report the explicit tied cases in order to show the high number of those obtained cases 
(especially for QIF and QID variables) as a consequence of the first interaction of the par-
ticipants with the quality evaluation methods that were proposed by the researchers. This 
finding does not affect the P(X ≥ x) analysis in Table 9.

The probability distributions presented in Table 9 oblige us to accept H0 . From the obtained 
results, we could make a Type-I-error (Wohlin et al., 2012a), attempting to justify the applica-
bility of the MMQEF method without a pattern of positive distribution over the data.

The above resulting scenarios were an expected output; this is a consequence of verify-
ing H0 and Ha with six questions/metrics. In addition, the resolution of the metrics was 
based on the subjective criteria of each participant and their first use of the quality eval-
uation frameworks, including MMQEF. Thus, the overall results require a review of the 
complementary answers provided by the participants in each experiment in order to find 
evidence that adequately justifies the responses provided.

Initially, the time used to apply the quality evaluation method (T) was considered to be a 
metric to show the practicality of MMQEF when compared to existing methods. However, 
in the results obtained for this metric, there is no significant difference between the time of 
application for the MMQEF method and the time of application for the other methods used 
by the participants (including the personal criteria method). For the significant difference, 
we expected a difference of (at least) thirty minutes between the applications of the meth-
ods. However, 68.75% of the professionals reported times without any significant differ-
ence (i.e. equal times or times whose difference was less than thirty minutes).

Table 9  Binomial distribution 
results

Variable MMQEF (x) OTHER (X) Tied score NR n P(X ≥ x)

T 10 15 13 1 25 0.88524
DoU 15 15 6 3 30 0.57223
QIF 5 5 28 1 10 0.62305
NQI 12 16 10 1 28 0.82754
QID 3 6 29 1 9 0.91016
NI 11 13 14 1 24 0.72937
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Table 10 presents the average value of the dependent variables involved for testing the 
two hypotheses. It shows that the values for QIF, QID, and NI variables are close. The 
reported average of quality issues that were found and the number of inferences that were 
reported are relatively low in accordance with the time that was given to the participants 
for working with each quality method, the supplementary support that was given to the 
participants, and the additional support that the participants found by themselves. Taking 
into account these averages, the efficiency of the quality methods (MMQEF and the others 
selected) is inevitably questioned.

Table  11 shows the comparison of dependent variables to the S3 session (see Sec-
tion 3.6). Values for the dependent variables are close, which demonstrates no advantage of 
the quality evaluation methods when they were individually applied.

These findings may be a consequence of the lack of previous knowledge about the 
model-driven paradigm (as reported in Table 7) and the first interaction of the participants 
with methods to evaluate quality in MDE. Reported methods for evaluating quality in 
MDE require great cognitive effort for their understanding and applicability. The previous 
conception of quality of each participant also influenced the performance of the partici-
pants during the experimentation. In addition, quality methods are not directly comparable 
with each other by using their purposes, scopes, procedures, and conception of quality.

Due to the low values of the NQI averages that are presented in Table  10, we took 
advantage of Table 1 (which presents the expected quality issues for the participants that 
we previously considered in Section 3) in order to determine the applicability of quality 
methods through a review of the responses from the participants indicating whether or not 
they found similar issues to those of Table 1. Table 12 presents each projected issue with 
the number of participants that reported similar issues to the ones projected.

Table 12 also presents other quality issues reported by the participants, which can be 
classified according to identified categories for issues. Other quality issues reported by the 

Table 10  Comparison of 
dependent variables associated to 
the hypotheses

Dependent variables MMQEF Other Method

T average (minutes) 66.1 57.1
DoU average (%) 49.9 56.5
Number of participants who 

found quality issues (QIF)
30.0 31.0

NQI Average 1.6 2.1
Number of participants who 

reported inferences (QID)
28.0 31.0

NI Average 1.3 1.4

Table 11  Comparison of 
dependent variables associated to 
the S3 Section

Dependent variables MMQEF Other Method

DoU average (%) 36 44.2
Number of participants who 

found quality issues (QIF)
3 6

NQI Average 4.3 4.3
Number of participants who 

reported inferences (QID)
3 5

NI Average 1.7 1.2
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participants in Table 12 are specific quality issues without a common category for group-
ing them (i.e. a category that differs from the quality methods) due to their specificity (5 
issues reported in other methods by participants).

Because of the low differences obtained in the value of the variable, and the number of 
reported issues that are reported in Table 12, the potential applicability of MMQEF can be 
inferred considering its first usage in conjunction with other quality evaluation methods for 
MDE.

An analysis was also performed to determine the influence of the quality frameworks 
on each other as a consequence of the Paired-comparison design (defined in Section 3.1). 
To do this, we compared the identified favorable cases for MMQEF in each of the values 
obtained by the T-, DoU-, QIF-, NQI-, QID-, and NI-dependent variable, regarding the 
application of methods defined in Table 2.

Table  13 summarizes the identified favorable cases for MMQEF regarding the treat-
ments of Table 2. There is similar behaviour in the value of favorable cases regarding the 
distribution design. For the T and DoU variables, more cases were favorable for MMQEF 
when the participants started with other methods; however, for the QIF, NQI, and NI vari-
ables, a greater number of cases were reported when the participants started with MMQEF. 
For the QID variable, there is not a significant difference in the obtained values of favora-
ble cases. Because of the divergence in the behaviour of the paired-comparison design, 
there is not a pattern of influence between methods regarding the treatments of Table 2. 
Therefore, there is no evidence of the influence of the quality frameworks on each other 
(i.e. MMQEF on the others and vice versa).

4.2.1  Analysis of the MEM variables for MMQEF

One of the main risks of this empirical evaluation is the use of new methods that are 
absolutely unknown to the participants. In (Wohlin et  al., 2012a), Wohlin et  al. discuss 
the risks involved when new methods are tested; they specifically consider issues related 
to the consistent application of previous methods and their influence on existing methods 

Table 13  Comparison of favorable cases for MMQEF regarding the paired-comparison design

Expected success answer for MMQEF Distribution (starting 
with)

Number of favorable 
cases for MMQEF 
variables

TMMQEF < TAnotherMethod MMQEF 3
Other method 7

 DoUMMQEF > DoUAnotherMethod MMQEF 5
Other method 9

 QIFMMQEF = YES ∧ QIFAnotherMethod = NO MMQEF 5
Other method 0

NQIMMQEF > NQIAnotherMethod MMQEF 10
Other method 2

QIDMMQEF = YES ∧ QIDAnother = NO MMQEF 3
Other method 0

NIMMQEF > NIAnotherMethod MMQEF 8
Other method 3
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when new ones are learned. A clear example of such a validation can be found in (Panach 
et al., 2015), where an experiment was performed to compare a traditional software process 
development with a model-driven development process.

However, in the design of this validation, the main challenge is the lack of previous 
interaction with the quality frameworks for MDE. This was the first time that the partici-
pants confronted quality issues in MDE, and, therefore, their first time recognizing and 
applying the frameworks involved (including MMQEF).

Although, each participant in the S1, S2, and S4 sessions applied two quality evaluation 
methods (freely selecting one of them), the entire population (including S3 session) had not 
considered the presence of quality issues in modelling languages. Therefore, they did not 
know frameworks or methods for addressing quality evaluation procedures at the model-
driven level. This was evident despite the percentage of the participants who reported pre-
vious knowledge and skills with model-driven technical environments, use of modelling 
languages, use of domain-specific languages, and metamodelling (see Section 4.1).

For this reason, a Likert survey approach was applied to validate the specific MEM 
dimensions of the MMQEF (i.e. the Perceived Ease Of Use, the Perceived Usefulness, and 
the Intention To Use) that are described in Table 5 of Section 3.2. The survey was applied 
mainly to determine if MMQEF could have been influenced (and affected) by the applica-
tion of other quality frameworks selected by the participants, complementing the finding 
of Table 13 by the use of the last three dependent variables that are defined in Table 5. 
Table  14 summarizes the results obtained in the Likert sentences for the participants.

Section 7 has the URL for accessing the data and the comparative figures associated to 
each Likert sentence.

Table 14 also presents the Cronbach’s � that were obtained for the Likert survey of the 
professionals ( � = 0.87897523). Since the obtained values are greater than the expected 
value for this test (0.7), the reliability of the Likert survey and their internal consistency is 
confirmed.

Since we considered positive responses to be 4 (Agree) and 5 (Strongly agree) on the 
Likert scale, there is enough evidence to recognize the positive responses to the MEM 
dimensions for MMQEF. Of all of the Likert sentences, the professionals gave the greatest 

Table 14  Summary of the Likert responses of the participant for MMQEF

Likert  Likert scale (Cronbach’s � = 0.87897523)

Question 1 2 3 4 5 Mean Median Mode

L1 - Ease of understanding MMQEF 4 0 18 18 4 3.41 3.5 3
L2 - Ease of using MMQEF 4 0 15 19 6 3.52 4 4
L3 - Usefulness of MMQEF 1 1 14 14 13 3.77 4 3
L4 - MMQEF further intention of use 2 0 7 16 17 3.91 4 5
L5 - Usefulness of MMQEF in SE and IS problems 1 1 6 20 15 4.00 4 4
L6 - Alignment of MMQEF with MDE principles 1 0 14 12 16 3.89 4 5
L7 - Further importance of quality at the MDE level 1 1 8 15 18 4.02 4 5
L8 - Considerations of MDE projects addressed with MMQEF 1 0 4 22 16 4.11 4 4
L9 - Practicality of MMQEF 2 3 10 22 7 3.66 4 4
L10 - Usefulness of the taxonomy 1 1 6 15 21 4.23 4 5
L11 - Usefulness of classification of modelling languages 0 0 5 20 18 4.20 4 4
L12 - Usefulness of the MMQEF inferences 0 3 11 18 12 3.89 4 4
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number of 3 values (neither agree nor disagree) to the Likert 1 statement (ease of under-
standing MMQEF). This is a consequence of the first interaction of the professionals with 
the taxonomy proposed in the Zachman framework, which requires an initial cognitive 
effort for the use of its bi-dimensional structure and rules.

The obtained data demonstrate a trend towards the selection of the 4 and 5 Likert levels 
in the participants. To confirm this, we apply a quartile analysis for the MEM variables. 
For each participant, the sum of the values of the Likert sentences associated to each MEM 
variable was calculated (i.e, the Likert sentences 1, 2, 3, and 9 for the Perceived Ease Of 
Use variable, the Likert sentences 4 and 7 for the Intention To Use variable, and the Likert 
sentences 5, 6, 8, 10, 11, and 12 for the Perceived Usefulness variable).

Figure 2 presents the resulting quartile analysis. This figure shows the trend of the dis-
tribution of the samples to higher values that were expected for each MEM dimension, 
i.e, 20 for PEU (four Likert sentences), 10 for IU (two Likert sentences), and 30 for PU 
(six Likert sentences). However, the performance of PEU demonstrates that the Ease of 
Use feature of MMQEF is directly influenced by the comprehensibility of the rules of the 
method and its associated evaluation tasks.

4.3  Summary

In summary, the findings of this section can be described as follows:

– Key terms for the MMQEF method (and the model-driven paradigm itself) are not 
properly appropriated by the participants. This influences the application of MMQEF 
for evaluating quality in model-driven scenarios.

PE
U

IU
PU

0 5 10 15 20 25 30

Score

Fig. 2  Quartile analysis for the Likert categories
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– The quantitative analysis of the application of the quality methods does not indicate an 
important difference between MMQEF and the other methods. Instead, the obtained 
results question the efficiency of the performance of the quality methods.

– Quantitative analysis approaches reveal a potential applicability of MMQEF regarding 
the other quality methods under similar conditions of practice. This was deduced from 
the values of dependent variables that were freely reported by the participants.

– The results from the Likert sentences demonstrate that the participants agree and rec-
ognize the dimensions of the MEM model (i.e. the Perceived ease of use, Perceived 
usefulness, and Intention to use) for the MMQEF method.

5  Discussion

It is widely recognized that quality is an intrinsic property of artifacts in engineering itself. 
However, there is no common consensus regarding quality beyond its explicit manifesta-
tion and management. Instead, multiple definitions and proposals about quality have been 
identified, each of which is valid based on the specification of quality that is addressed.

The validation processes in frameworks for MDE are highly specific. Concrete scenar-
ios are required to be able to integrally validate quality frameworks in MDE and to dem-
onstrate their feasibility and efficiency. Quality frameworks for MDE could be mutually 
exclusive depending on the concept of quality being addressed. Due to these conceptual 
divergences, the methods may not be mutually comparable with each other.

Each framework for quality evaluation in MDE provides specific purposes and advan-
tages based on its specific concept of quality. As a consequence of the broad definition of 
quality for MDE, several types of quality can be proposed and their purposes can be justi-
fied. The challenge here is the systematic integration of these frameworks to promote the 
adoption of the MDE paradigm by focusing on quality and its associated implications.

5.1  Threats to Validity

For this experiment, the validity of the results is critical due to the need to review the 
obtained data and extract evidence about the positive applicability of MMQEF. The par-
ticipants voluntarily enrolled in the experiment, and they were free to leave it at any time. 
The participants also signed a consent form. The data were integrally managed as it was 
reported by the participants.

The method evaluation model (MEM) for the evaluation methods of information sys-
tems (Moody, 2003) was also intentionally applied to validate the potential applicability of 
MMQEF through an approach that is proposed for evaluating information system methods. 
Associated items for MEM perception variables (i.e. the perceived ease of use, the per-
ceived usefulness, and the intention to use) were checked by using approaches to determine 
the reliability and internal consistency of the obtained responses (Section 4.2.1).

Taking advantage of the checklist of validity threats that was defined in (Wohlin et al., 
2012b), Tables 15 and 16 present a detailed analysis of the threats that were detected for 
this empirical validation and the corresponding strategy for addressing them. Overall, we 
acknowledge having suffered several threats that were difficult to eliminate completely; 
however, we applied mitigation strategies to minimize the impact of these threats.
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Table 15  Analysis of validity threats for the experiment (Part I)

Validity 
category

Threat State How we addressed it in the empirical validation.

Conclusion Low statisti-
cal power

Addressed The statistical evidence was respected by following strict pro-
tocols for applying the statistical analysis. True patterns from 
the data are evident. The statistical patterns found obligate 
us to apply complementary tasks from qualitative research to 
support the applicability of MMQEF.

Violated 
assumptions 
of statistical 
tests

Addressed Statistical assumptions were preserved in the test of hypotheses 
(binomial distribution) and the analysis of Likert sentences 
(through a quartile analysis and a Kruskall-Wallis test). For 
those analyses, we use parameters as they are commonly 
reported in the literature. In addition, for the Likert analysis, 
we apply two recognized configurations for discussing a 
found pattern about the similarity of distributions for a MEM 
variable.

Fishing Addressed Quantitative data were enough for analysing the evidence of the 
applicability of MMQEF. No another data (e.g. qualitative 
data) were required for the analysis. The report of tie scores 
was proposed due to the number of detected cases in the 
delivered responses.

Error rate Addressed Values of the significance level variables that were employed 
during the analysis (i.e. values for � and p − value ) were 
determined from a literature review about the settings for 
experiments of this kind that are commonly suggested, and 
also from expert judgment from statistical advisors. No multi-
ple analyses were conducted in the experiment.

Reliability of 
measures

Addressed The instruments of the validation employed were double 
checked. In addition, the validation was applied in four ses-
sions in accordance with the availability of the participants. 
For all the sessions, the obtained outcome was similar. No dif-
ferences in the behaviour of the results obtained were found.

Reliability of 
treatment 
implemen-
tation

Addressed The treatments in Table 4 were carefully applied in S1, S2, and 
S4 sessions of the validation.

Random irrel-
evancies in 
experimen-
tal setting

Addressed No elements outside the experimental setting were presented in 
each session of the experiment.

Random het-
erogeneity 
of subjects

Addressed To guarantee the heterogeneity of the participants in the valida-
tion, 50 participants with verified expertise in real software 
development projects were invited. The participants were 
demographically analysed (Section 4.1), no evidence of 
features in the sample that represent threats for the result was 
detected.

Internal 
(single 
group 
threat)

History Addressed Despite the four sessions that were required in the validation, 
no effects by the execution of the validation at different 
times were reported. The participants worked once on the 
experiment. No repeated test was required in the design of the 
experiment.

Testing
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5.2  Inferences

The following items generalize the findings of the experiment:

5.2.1  The selection of practical methods.

Clearly, as we reported at the beginning of Section 4.2, the participants searched for quality 
methods that helped them to make the quality evaluation in the easiest and most practical 
way. The available supporting material for the quality frameworks influenced the selection 
of the participants. This was a disadvantage for MMQEF because it is a work-in-progress 

Table 15  (continued)

Validity 
category

Threat State How we addressed it in the empirical validation.

Maturation Partially 
addressed

The researchers addressed it by the treatments defined in 
Table 2. However, there was an initial cognitive load for inter-
acting the first time with quality methods for MDE. Eventu-
ally, this load affected the performance of the participants. 
Taking into account the number of participants, an alterna-
tive for managing the maturation threat was to assign the 
application of only one method to each participant. However, 
this decision could have affected the statistical power due to 
the low results obtained. For experiments of this kind, it is 
complex to involve subjects without affecting the quality of 
the training phase.

Instrumenta-
tion

Addressed The form that was designed to collect data from the participants 
has a simple and practical design to facilitate the interaction 
of each participant with the instrument. No reports about the 
cognitive complexity of the form were presented.

Statistical 
regression

Addressed The participants were chosen by a convenience sampling. No 
additional classification tasks were applied to the participants.

Selection Addressed Due to the previous knowledge about modelling, quality, and 
MDE topics that were required of the participants, a random 
selection was not viable.

Mortality Not appli-
cable

The participants were free to leave the experiment at any time. 
However, none of the participants dropped out of the valida-
tion.

Ambigu-
ity about 
direction of 
causal influ-
ence.

Not appli-
cable

During the evaluation of quality in a modelling project using 
some proposed methods, the participants must apply subjec-
tive criteria to determine the cause/effect relation of the qual-
ity issues found. The available information of the methods 
that was provided by the researchers supports the individual 
analysis. The ambiguity is implicitly addressed by the appli-
cation of the quality evaluation methods.

Diffusion or 
imitation of 
treatments

Partially 
addressed

One case of an imitation in the treatment was detected in two 
professional participants. However, this did not influence the 
overall performance of this population. Instead, this finding 
was carefully managed to analyse the application of the 
methods that was reported by the participants involved. The 
imitation of the treatment did not impact the application of 
the methods of each participant.
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Table 16  Analysis of validity threats for the experiment (Part II)

Validity 
category

Threat State How we addressed it in the empirical validation.

Construct Inadequate 
preopera-
tional expla-
nation of 
constructs

Addressed To avoid a lack of clarity in the participants with new theories 
about quality evaluation methods for MDE, the experimental 
material (Section 3.2) was taught in accordance with didacti-
cal strategies that facilitate and promote the interaction of the 
participants with these new (and unknown) theories.

Mono-opera-
tion bias

Partially 
addressed

For the experiment, it was not possible to implement multiple 
versions of quality modelling scenarios for applying quality 
methods for MDE due to the complexity of each scenario 
and the several quality issues that could be reported from 
the subjective analysis of each participant. Multiple model-
ling scenarios impact the results about the applicability of 
methods. Specific values of the independent variable were 
employed for specific scenarios of applicability. These values 
and scenarios could limit the demonstration of the quality 
evaluation for MDE. Therefore, to address this in further 
experiments, we propose validating specific features of the 
quality methods for MDE with multiple experiences (Sec-
tion 5.3).

Mono-method 
bias

Addressed Multiple (and complementary) measures were used in the 
experiment to evaluate the applicability of the methods and 
their potential use. Multiple resulting observations from 
participants are from the subjective interpretation and appli-
cation of quality methods. Measures have behaved in accord-
ance with the theoretical expectation of the researchers.

Confounding 
constructs 
and levels of 
constructs

Partially 
addressed

The relationship between the previous knowledge of the 
participants and the obtained performance of the methods 
was explicitly reported (Section 4.2). In addition, the train-
ing about the quality methods placing emphasis on specific 
features (including MMQEF) could affect the results of 
selection and applicability of methods in the participants.

Hypothesis 
guessing

Addressed There was a consensus about the purpose of the experiment 
and the applied treatments. No guesses about the purpose 
were detected. Prior to the experiment, the researchers had 
identified and removed any possible guessing source for the 
experiment, e.g. the relationship between the performance 
and any qualification in the case of the Master’s students.

Restricted 
generaliza-
bility across 
constructs

Addressed The results obtained can be considered in similar scenarios of 
experimentation about quality methods for MDE.

Experimenter 
expectations

Partially 
addressed

We avoid any influence of the researchers favorable to 
MMQEF. This was done by contrasting its applicability with 
regard to the quality methods that were previously proposed 
in the MDE literature. Although the researchers had expecta-
tions about the potential applicability and potential use of the 
MMQEF method, during the sessions of the experiment, any 
attempt to influence opinions of participants was avoided. 
The support for the participants was carefully provided to 
prevent any opinion (and induction) favorable to MMQEF. A 
neutral role was assumed by the researchers even though they 
had positive expectations for MMQEF.
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and it does not have a lot of related publications. The selection of other methods based 
on their associated supporting material was evident despite the supporting material for 
MMQEF that we provided. The participants searched for specific examples of applications 
of the quality methods by reviewing their derived publications.

The selection of more practical frameworks is a consequence of the formulation of the 
desirable properties that represent quality in modelling languages, despite the lack of the 
proper description of procedures about how to determine the fulfillment of these proper-
ties. For example, with the PoN framework, all of the participants were warned about the 
lack of a systematic application for this method. The participants were also warned that it 
was not until 2016 that authors other than the original authors had proposed guidelines to 
address this application (da Silva Teixeira et al., 2016).

5.2.2  Detected reasons for choosing quality methods

Table 17 summarizes the participants’ reasons for choosing the alternative quality methods 
to MMQEF (Section 3.6). The table shows that 62.5% of the professionals stated that the 
easiness of the approach was the main reason for choosing it.

The participants of the S1 and S2 sessions were contacted by email, in which we asked 
them about the reasons for choosing the alternative quality method that was used in the 
experiment. To date, seventeen professionals have answered the email. Twelve of these 
professionals also stated the easiness of the approach as the main reason for choosing it. 
Some of these professionals indicated that their selection was also based on a relation-
ship between the easiness of the selected method with the time allotted for working with 
the alternative method (seven professionals), the examples of application found of the 
selected approach (six professionals), and the associated documentation of the methods 
(five professionals).

Table 16  (continued)

Validity 
category

Threat State How we addressed it in the empirical validation.

External Interaction 
of selection 
and treat-
ment

Addressed A suitable population for the experimentation was convened by 
applying a convenience by sampling approach (Section 3.1). 
However, the characteristics of the population do not show 
any signs of a possible influence of their background on 
the results of any specific treatment (see the demographic 
analysis in Section 4.1).

Interaction of 
setting and 
treatment

Addressed The researchers were especially careful to provide repre-
sentative material for the participants, including model-
ling scenarios for applying quality methods, in accordance 
with the previous knowledge of the participants (i.,e, the 
UML-BPMN-Flowchart-SPEM scenario for professionals 
(Section 3)).

Interaction of 
history and 
treatment

Not applica-
ble

No effects for the days and times of application of the experi-
ment were reported.
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5.2.3  Representations as an important source for quality evaluation procedures.

An important finding that has been derived from the analysis of the independent variable 
(the application of the quality method) was the identification of the sources that were used 
by the participants to perform the quality assessment of the given models and modelling 
languages. In the application of each method (MMQEF and the alternative), each subject 
was queried about which sources of information he/she used to find quality issues. Table 18 
presents the responses obtained.

The participants reported the use of representations (i.e. instanced models that are 
expressed in diagrams and/or textual blocks) associated to the modelling languages as the 
main sources for applying the quality frameworks and making quality assessments. Repre-
sentations are the result of a cognitive interpretation of the users of the languages about the 
possible use and application of the modelling languages. Thus, quality issues are the result 
of an interaction among the participants with the modelling languages under analysis. 
Quality issues were detected from the perspective of the participants as the final users of 
the modelling languages. There is no evidence of quality issues from a modelling language 
analyst perspective (i.e. the role that creates, designs, or proposes a language for modelling 
a specific concern).

Although the quality frameworks provide guidelines for the correct use of the modelling 
languages, the application of languages by their associated representations (i.e. the possible 
instanced models that could result for a modelling language from an final-user perspec-
tive) is an important source of problems perceived by the final users of the languages with 
respect to quality in use. There is a relation between diagrams (instanced models) and the 
selection of quality methods that work prescriptively with the information extracted from 
these diagrams.

Table 17  Reported reasons for 
choosing the alternative method 
during the experiment

Proposed reasons Participants

The easiness of the approach. 11
The examples found that the approach had. 4
The suitability of the approach. 3
The documentation of the approach. 4
I think it is the best option. 4
The time required. 3
No particular reason. The choice was random. 1
Another reason (unspecified). 0

Table 18  Sources of information 
for detecting quality issues 
reported by the participants

Sources of quality issues MMQEF Others

Metamodel (grammar) 14 14
Representation 21 31
Complementary info (e.g. the use of a 

modelling tool)
7 11

Other sources 4 1
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5.2.4  The need for a modelling context

A key finding that was detected in the experiment is the need to consider an explicit mod-
elling scenario upon which the evaluation of the modelling languages could be done. We 
presented an illustrative scenario to the participants (Section 3.2). It is clear that all of the 
participants required a specific context to identify and report quality issues. The context 
was used as a pivot to detect quality issues. The participants did not compare languages 
and did not apply a quality method without the modelling context. This acted as a con-
ceptual framework that helped the participants to contrast the scope of the modelling lan-
guages under analysis.

5.2.5  Perceived independence of the quality proposals

A clear trend in the obtained results was the application of quality methods as isolated 
frameworks to perform quality analysis on modelling languages. For the independent vari-
able (application of the method), the participants were induced to use MMQEF and any 
other quality method. This second method was freely selected by participants without any 
intervention by us.

None of the participants proposed an integration of two or more methods to make qual-
ity assessments. All of the participants chose and applied quality methods individually; 
they were not concerned about any possibility of integrating methods. This indicates that 
quality methods were used as inductive tools to understand quality issues at the modelling 
level and to find them based on the quality concept proposed by the selected framework.

5.3  Lessons learned

5.3.1  The improvement of the procedure for making inferences in MMQEF

MMQEF provides explicit activities to formulate inferences about the application of the 
modelling languages and their classification in the taxonomic structure of the method. The 
taxonomy considers modelling realities from business to technical levels. For this reason, 
we consider that inferences can be easily detected from the location of the modelling ele-
ments and the artifacts regarding the information that can be captured by the cells of the 
taxonomy.

However, an important result of the experiments is that there is a need to improve the 
MMQEF guidelines in order to make inferences from the application of the framework. 
The obtained evidence demonstrates that the inferences are personal conclusions of the 
participants about the method itself. Thus, more practical and methodological orientation 
is required so that MMQEF users can detect the consequences of the classification of mod-
elling languages and artifacts in accordance with the perceived application and scope.

5.3.2  The improvement of the documentation for MMQEF

There was an evident disadvantage for the MMQEF method with regard to its associated 
documentation and supporting material, especially for examples of application. The find-
ings described in Section 5.2.1 demonstrate the preference of the participants for methods 
that provide explicit examples and documentation about the application of quality methods 
in specific scenarios. Documentation with prescriptive steps and guidelines for performing 

300 Software Quality Journal (2021) 29:275–307



1 3

evaluation procedures with MMQEF must be developed in order to improve the interaction 
of the method with its potential target public (i.e. the modelling language analyst and the 
designer as well as the final user of the modelling languages).

5.3.3  Improving the process of selection and characterization of participants

Previous intermediate/advanced knowledge of software engineering concepts (especially 
technical knowledge) does not guarantee the suitability of the participants, as described in 
Section 4.1. The application of quality methods could be affected by previous conceptions 
from technical levels of software development projects, in which quality is based on the 
source code of programming languages and the progress of development teams. Further 
experiments must consider the degree of appropriation of MDE concepts and supporting 
technologies by the participants. Several configurations or scenarios for experimentation 
can be obtained from the identified MDE appropriation of the invited participants.

5.3.4  Validating specific features of quality methods for MDE individually instead 
of all together

The evaluation of the performance and applicability of quality methods for MDE can be 
affected by the complexity of their underlying theory. Evaluating all of the features of qual-
ity methods in a single experiment requires dense material for the experimentation with 
participants, and, therefore, complex procedures in the experimentation, especially for 
experiments of one session. Experiments about specific features of quality methods could 
be a more practical strategy for identifying and characterizing the effectiveness of these 
features. In addition, the focus on specific features of quality methods facilitates the even-
tual formulation of experiments for comparing features from different quality methods with 
similar principles and intentions.

6  Conclusions

6.1  Summary

The validation of methods and frameworks for evaluating quality issues in the MDE field 
is a challenge. The common purpose of these frameworks for the evaluation of quality is 
not enough to be able to compare these frameworks due to the diversity of concepts about 
the term quality that is applied in MDE projects. Validation procedures that use individual 
applications of quality frameworks do not allow the results to be generalized over the wide 
scope of the model-driven paradigm.

In this paper, we have reported the design and execution of a validation process for the 
MMQEF method through controlled experiments with fifty professionals in software engineer-
ing. The qualitative results from these experiments demonstrate the feasibility of the application 
and the use of the method by potential model-driven practitioners. However, the quantitative 
results also indicate the need to reinforce the current documentation of MMQEF in order to 
improve the deduction of quality inferences. Approaches from qualitative research were used 
to analyse the opinions and comments that were delivered by the participants in order to find 
evidence about the applicability of MMQEF and problems with the other quality methods used.
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6.2  Impact

There are open challenges for the validation of MMQEF and other quality methods. The most 
relevant challenge is the application to software and system projects that are developed under 
the model-driven paradigm. The evidence that is presented in Section  4.1 demonstrates a 
clear influence of technical concerns for using artifacts of MDE. The evaluation of the appli-
cability of quality methods such as MMQEF is highly dependent on the conviction about the 
central role of models in the development of complex systems and software projects.

MMQEF is not a revolutionary approach for evaluating quality in MDE. Instead, it can 
complement existing efforts to consolidate quality evaluation procedures by taking advantage 
of taxonomic analysis with a reference architecture for information systems (IS). The results 
that were obtained in the experiments preliminarily reflect the feasibility of the application 
of MMQEF. Because of the taxonomic structure of the reference architecture that is used in 
MMQEF, we think it is possible to harmonize the application of existing and new modelling 
languages and approaches based on their explicit association to the abstraction levels defined 
in model-driven architecture (MDA) specification and the concerns associated to information 
systems that are generally expressed as viewpoints.

The evaluation of quality issues in model-driven artifacts from an IS perspective could con-
tribute to the adoption of MDE by explicitly managing the scope of the modelling artifacts 
regarding the IS concerns (which vary from organizational to technical levels) and by identify-
ing the information that satisfies the relevant viewpoints in an IS.

The emphasis on the use of an IS reference architecture and its associated taxonomic struc-
ture makes it possible for MMQEF to be used with other quality initiatives for MDE by com-
plementing and supporting specific quality dimensions that are related to IS concerns, such as 
semantics, pragmatics, and organizational (deontic) dimensions.

Therefore, to correctly address the application of quality methods for MDE such as 
MMQEF, more MDE scenarios are required, including roles that consider the use of models 
for critical decisions in a project (e.g. models to support architectural decisions). This requires 
more availability of technical and personal resources and time. The length of specific sessions 
such as that used in the experiment with MMQEF (3 hours) may be too short to demonstrate 
the impact of quality initiatives in real scenarios of practice.

6.3  Future work

In accordance with the impact stated above and taking into account the challenges for 
MMQEF, we have identified some further empirical evaluations that should be performed:

– Identify and evaluate the applicability, performance, and obtained quality of MDE sce-
narios in which MMQEF can be applied in order to evaluate and improve their quality.

– Identify the correspondence and potential integration of quality methods for MDE through 
comparisons of their key concepts and procedures for the identification and evaluation of 
quality.

– Demonstrate how MMQEF meets the principles of the MDE paradigm in scenarios of 
information systems development and software engineering projects.

– Improve the interaction with the taxonomy and activities that are proposed by MMQEF.
– Characterize the variables that allow the performance of methods for quality evaluation of 

MDE projects to be measured and compared.
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Due to the resources that these activities require, we will consider the design and development 
of these works in the form of case studies or action-research techniques (Siau & Rossi, 1998).

7  Raw data

The supporting material and evidence of the performed experiment (i.e. the slides of the 
seminar, the questionnaires (forms) given to the participants, the obtained raw data, and 
results) can be found at https:// github. com/ fdgir aldo/ MMQEF VAL/ archi ve/ master. zip.
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