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ADRIAN SONCODI Automorphisms of the Lattice
of Classical Modal Logics

Abstract. In this paper we analyze the propositional extensions of the minimal classi-
cal modal logic system E, which form a lattice denoted as CExtE. Our method of analysis
uses algebraic calculations with canonical forms, which are a generalization of the nor-
mal forms applicable to normal modal logics. As an application, we identify a group of
automorphisms of CExtE that is isomorphic to the symmetric group S4.
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1. Introduction

The minimal classical modal logic system E is defined, for example, in [4].
It extends the classical propositional calculus (PC), from which it inherits
the rules of modus ponens (MP) and uniform substitution (US). It also adds
the congruence rule (RE), stated in one of the following equivalent ways:

(RE-0) From ¢ <> v infer Q¢ <> Q).
(RE-O) From ¢ <> v infer Oy <> 0.

This minimal system can in turn be extended by adding to it any set of
well-formed modal formulas as axioms. The resulting classical modal logic
system is the set of formulas that includes all the PC tautologies as well as
the set of axioms and that is closed under MP, US and RE.

In this paper we shall consider only unimodal logics. By analogy with
NExtK, we denote by CExtE the lattice of classical extensions of E. Our
method of analysis is based on the algebra of canonical forms for E. These
forms generalize the normal forms described in [5] for K.

In Section 2 we derive the basic properties of canonical forms and we
introduce the concepts of modal context and characteristic minmatrix. In
Section 3 we analyze the effect of a certain group of uniform substitutions
on E-formulas. We define the concept of prime orbits of canonical forms and
present some related properties.
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The main results are in Sections 4 and 5, where we introduce a set of
formula transformations that we call uniform replacements and we show
that they determine a group of automorphisms of CExtE. Since these au-
tomorphisms typically do not preserve normality, the corresponding lattice
symmetries are in fact obscured in NExtK.

The method of analysis using normal forms, while not new, is used quite
rarely. In [8] the author says that “/Kit/ Fine’s claim that ‘Normal forms
have been comparatively neglected in the study of modal sentential logic’
seems even more cogent thirty years after its publication”. [§] actually uses
computer calculations with normal forms to build models for specific systems
like S4, S4.1, KL etc. along the lines presented in Fine’s classical paper.
Then a number of properties are derived from these models.

Thus, the normal forms method turns out to be quite fruitful, and not
only for concrete examples but also symbolically, to prove generic properties.
In our paper we show how symbolic calculations with canonical forms in E
can be used to derive strong results. Additionally, some of the techniques
that we present can potentially be applied to other logics (or fragments
thereof), provided that they are algebraizable and have the rule of US.

Interest in the structure of the lattice NExtK is shown in [2] as well as
in its follow-up [3] and in other papers such as [7]. The the author of the
latter uses automorphisms to investigate NExtK4.2, NExtK4.3 and other
sublattices. At the end he makes several conjectures, among which one that
is considered important and difficult, namely that the lattice NExtK is rigid,
ie. |[Aut(K)| = 1. In this paper we examine CExtE and we prove that it is
not rigid, as it has a non-trivial group of automorphisms.

We also hope to show here that CExtE is an interesting structure by
itself, and we present some new techniques for studying it.

2. Normal and Canonical Forms

Notations. For formulas we use the Greek letters ¢, 1 . . . as well as specific
notations detailed further on. Propositional variables are p,q,r ... and the
logical constants are 0 and I (note the italics). The operators are listed in
Table 1, in descending order of precedence.

Whenever necessary, parentheses are used for disambiguation. Examples
of well-formed formulas (wff) are plg + qr — lqr and (Op + OO0p) — OUp.

The modal degree of a formula is the largest number of nested modal
operators found in any sub-formula of the given formula. We also refer to
it as the level of the formula. In the above examples, the modal degrees
(levels) are 0 and 2 respectively.
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Table 1: Operators precedence

0, O and ! | necessity, possibility and negation

o and * uniform substitution (US) and uniform replacement (UR) application

congunction, as well as US and UR composition (typically omitted though)

+ disjunction

— and <> | logical implication and logical equivalence within formulas

= and g | identity and equivalence (equiprovability in B) of formulas; B omitted when E

Let F(v,d) be set of all unimodal wifs in a number of variables not
exceeding v and of modal degree not exceeding d.

Regarding the above notations as well as those introduced further on, we
wish to mention here that the notations for the present paper have been a
challenge and are thus the result of an extensive consideration. The problem
is that in our case the traditional notations often result in very long formulas.
Since our paper consists mainly of algebraic calculations with normal or
canonical forms, which are essentially sums of products, we opted for a more
compact representation. Therefore we kindly ask the reader to bear with us
in terms of these notations, because we believe that in the end it is worth
it, for the sake of compactness and readability of the proofs.

Disjunctive canonical form. The modal disjunctive normal form (DNF)
for normal modal logic formulas is described in [5]. This DNF representation
of a formula in F (v, d) is unique up to the reordering allowed by the commu-
tative logical connectors, and it is also equiprovable to the initial formula.
An example F(1,1) formula in modal DNF is as follows:

©(p) = pOpOlp + pOp!Op + pOpOlp + Ip!Opdip

The modal DNF is a sum (disjunction) of minterms. (Note that in some
papers minterms are called “full normal forms”; but we reserve the phrase
“normal forms” to denote the generic DNF representation of formulas.) Each
minterm is a product (conjunction) of modal and non-modal factors. The
above formula can also be represented in a matrix format as follows:

p[1 10 0]
pp)= Op|1 1 1 0 (1)
Olp|1 0 1 1

Because of this representation, we also call the normalized formula a
minmatriz. The binary columns correspond to the formula’s minterms. Left
of the binary entries, the labels denote the modal and non-modal factors,



4 Adrian Soncodi

below and above the line respectively. A minmatrix entry is the factor’s state
in the corresponding minterm: 0 if the row’s factor occurs complemented,
otherwise 1. The product of all the non-modal factors from a minterm, each
in their respective state, constitutes its (level 0) prefiz, which is in fact a
Boolean DNF minterm. Barring the reordering of rows and columns, in
every context the minmatrix representation of a formula is unique.

However, we need to point out that the above matrix is only a pictorial
representation of a normalized formula. It is useful to quickly show what is
relevant, namely the states of the minterm factors, but it can be equivalently
replaced by the algebraic formula at any time. Other than that, a minmatrix
is in fact a normalized formula.

We now introduce the disjunctive canonical form (DCF) for E. Fix
the number of variables v. For F(v,0), the DCF formulas are the Boolean
DNF formulas. When d > 0, a DCF formula from F (v, d) is a similar sum of
minterms with various state combinations for the factors, which now include:

o All non-modal factors consisting of all the v propositional variables.

o All modal factors O¢, where ¢ is every DCF formula from F(v,d — 1).
(Note the difference from the modal DNF, where the modal factors are
Op for every minterm p from F(v,d — 1).)

To convert an E-formula to an equiprovable DCF, one uses RE and the

rule of substitution of equivalents (EQ, also called REP in of [4], where it is

proven for E in Theorem 8.3). Given a level d formula ¢ with d > 0, the
recursive DCF conversion procedure consists of the following steps:

1. For all outermost modalities {¢, convert ¢ to the level d — 1 DCF.

2. Apply the Boolean DNF conversion procedure to the resulting formula,
for the purpose of which propositional variables and distinct outermost
modalities are considered atomic formulas and any missing level d modal
factors (0 are re-introduced using EQ with ¢ ~ ¢(00 + 100).

Unlike the DNF conversion from K, since E lacks axioms N and K, this

procedure does not (and cannot) use ((¢+0) ~ Op+ 00 to split modalities,

and it must also preserve {0, which is not equiprovable to 0 in E.

Below we show an F(1,1) formula in DCF and its minmatrix form:

©(p) = pO1OpOIPO0 + p!O1OPIOIPIO0 + IO 110pOIPO 0 + 1p!O 1 OpOIpO0

p[1 10 0]
011 0 0 0
p(p)= Op |1 1 0 1
Olp[1 0 1 1
001 0 1 0
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Note how the DCF conversion procedure promotes DCF formulas from
levels 0, 1, ... d—1 to d as needed. Hence the set of level d+ 1 modal factors
includes equiprovables of all the modal factors from levels 0 to d. Then by
reordering the factors we define a level i minterm prefix, 0 < i < d, as the
product of all the factors that are equiprovable to formulas of levels < 1.

By PC, every level d minterm g is equiprovable to a sum of level d + 1
minterms, which have the same level d prefix and all the state combinations
for the remaining level d + 1 modal factors. We call them the immediate
descendants of p, and p their immediate ancestor. Since distinct level d
minterms disagree on at least one of their factors’ states, they have disjoint
sets of immediate descendants. Then we can define descendence-ancestry
between any levels, and the minterms from all F(v,i), 0 < i < d, can be
represented as 2V ancestry trees rooted in the level 0 minterms.

Theorem 1 A DCF formula from F(v,d) is a theorem of E iff it is the
sum of all the DCF minterms from F(v,d).

Proof. Sufficiency is a consequence of the fact that the sum of all the
minterms from F(v,d) is a Boolean tautology. For the necessity we use the
fact that by Theorem 9.8 of [4], E is complete with respect to the class of all
neighborhood frames. If a theorem did not include all the minterms, then
the remaining minterms would be unsatisfiable formulas. So it suffices to
show that every DCF minterm is valid at some world in some model.

For this, we construct models similar to the graded models in [5], but we
adapt them to neighborhood frames. Fix v and d. We take the set of worlds
W = Upcicg W' where Wi = {w, : uis a DCF minterm from F(v,4)}.
Worlds can then be mapped to the minterms in the ancestry trees defined
above, and we adopt a similar terminology for them. Let F' = (W, N) be
a neighborhood frame, with N : W — p(p(W)) its neighborhood function,
i.e. N(w,) contains the neighborhoods of w,. In a model .# = (F, V') based
on this frame, the valuation function V' : W x F(v,d) — {0, 1} is defined in
the usual way and V(w,, 0¢) =1 it W\{we W :V(w,¢) =1} ¢ N(w,).

At each w, we take V' (wy, p;) to match the state of the variable p; in the
level 0 prefix of u, i.e. precisely the valuations that make the level 0 prefix
of p valid at wy,. The goal is to define .# such that V(w,,, u) = 1 for all w,.
But we note that in this case .# must meet more stringent requirements:

o If V(wy,,pn) =1 for some w,, then V(w,, ) = 1 for all descendants v of

p. This is because p is (equiprovable to) a prefix of v.

o If v and p/ are distinct level ¢ minterms, 0 < i < d, then they disagree
on at least one of the states of their factors, hence V(wy, ¢') = 0 and

V(wy, 1) = 0 for all descendants v of pu.
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e If 1 is a level j minterm and j < ¢, then only one level i descendant v
of u has V(wy,v) = 1. Here we have a choice, but it is convenient to
require .#Z to be such that this is always the special minterm v whose
states of all the modal factors occurring after its level j prefix are 0.

For ¢ € F(v,d), let X(¢) ={w e W :V(w,p) = 1}. Then for any minterm
i, the above requirements uniquely determine X (u), hence if ¢ = Xpuy,
X(¢) = UX(u). And by examining X (u) at all the worlds in the ancestry
trees of .# we see that, recursively (by level), the above requirements also
have the following consequences:

C1: If ¢ and ¢’ are distinct level i DCF formulas, then X (¢) # X (¢), since
they include sets of worlds rooted at different level ¢ worlds.

C2: If 0 is alevel j DCF formula, j < i, then X (¢) = X (0) iff ¢ is the sum
of all level i descendants of the minterms of 6, therefore ¢ ~ 6.

We now show that we can choose N(w) at all w such that .# meets our
requirements. For each pu, to assign N(w,) we start from (W) and we
eliminate neighborhoods as needed to make the modal factors valid at w,,.

For a level 0 p, already V (wy, ) = 1, so we take N(w,) = p(W). Then
V(wy,, 0¢) = 0 for all ¢, so only suitable special minterms are valid at w,,.

For a level 1 p, again its level 0 prefix is already valid at w,. For each
of its modal factors Q¢, if its state in p is 1 then we exclude neighborhood
W\ X(¢) from N(w,), otherwise we don’t. We do the same at all w, for all
descendants v of u. Since C1 holds on level 0, there is no conflict between
these inclusions/exclusions. And for a special level 1 minterm we exclude
nothing from (W), so this is valid at w, and at its ancestor world. Then
after processing all  on level 1, their X (u) are as per our target ..

For the induction step we assume that for all g up to level i, X (u) is
as per our target .#. Consider a level ¢ + 1 minterm p. Its level i prefix is
already valid at w,,, so we exclude or include neighborhoods at w, and at all
its descendants as per the states of the remaining level ¢ + 1 modal factors
Q¢ of p. If v is a special minterm then there are no new sets to exclude,
hence p is valid at the immediate ancestor world. Otherwise, since C1 and
C2 hold on level i, there is no conflict on level 7 + 1 with neighborhoods
already included/excluded. (From C2, if X(¢) = X (0) for a lower level 0,
then ¢ ~ 6 and Q¢ is already part of the level 7 prefix of p.) Then after
processing all p on level i 4+ 1, their X (i) are again as per our target ..

We iterate this processing up to level d, and so by construction .# meets
our goal. Hence every minterm is a satisfiable formula. [ ]

As an immediate consequence, distinct level d DCF formulas cannot be
equiprovable (otherwise there would be minterms p ~ 0).
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Modal contexts. We denote systems by boldface and axioms by Roman
letters. F is reserved for the inconsistent system (consisting of all formulas).

Consider a modal logic system B as a basis for the discussion. In our
case, B is either K or E. We define a modal context B[v,d] as the quotient
F(v,d)/ ~g, i.e. the Lindenbaum-Tarski algebra of classes of B-equiprovable
formulas. But we tacitly equate a class with a representative from it, so that
we can still refer to these classes as formulas (or minmatrices). This is similar
to writing 141=0 instead of 1 + 1 = 2 = 0 in Zy, which is often done and
has the advantage of avoiding hats over large formulas.

Since there is only one DCF representative per class, when we want to
emphasize that we refer to it we write [p] (or ¢[¢] to specify the context).
Yet we always have ¢ ~ [p]. The formula 0 corresponds to the empty
minmatrix [0] and the formula containing all the minterms from the context
by the minmatrix [1] (notation not to be confused with the reference [I]).

With this convention, E[v,d] is the (finite) set of all minmatrices from
the context. Then the Boolean operations on formulas can be performed as
set operations on the corresponding minmatrix minterms; namely, union for
disjunction, intersection for conjunction, complementation (with respect to
[1]) for negation etc.

For this reason we may also interpret [p] as a set (rather than a sum)
of minterms. This notation overloading allows us to avoid the constant use
of conversion operators between DCF formulas and their sets of minterms,
while it can still be disambiguated from the surrounding text (for example,
in f:[1] — [1]). And it allows us to be brief by writing “minmatrix
intersection” instead of “the minmatrix that is the sum of the minterms
from the intersection of the sets of minterms from ...”

With this notation we can also write, for example, [¢] C [¢]. This partial
order relationship determines a lattice structure on Ev, d].

Characteristic minmatrix and E[v, d] systems. From Theorem 1:
Fep— ¢ i [p—y]=[1] iff [p] €[] (2)
Fep o v i [peoy]=[1] i [p] =[] (3)
Let S € CExtE. The characteristic minmatriz (CMM) of S for a context
E[v,d], denoted as [S] or ¢[S], is defined as the minmatrix intersection
(conjunction) of all the S-theorems from the context. The definition is sound,
since there is only a finite number of equiprovable S-theorems per context.
Note that the minmatrices used in the intersection must belong to the

context, but the formal proof of the corresponding S-theorems may involve
formulas from other contexts (and in fact this is often necessary).
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This definition and (2)) imply that ¢ is a theorem of S iff ¢[S] C Z[¢].
When this is the case, one can construct a formal proof for ¢ from [S] using
mainly EQ and the PC monotony rule (from F p infer - p + q).

A system is determined by the set of its CMMs from all the contexts. But
within a given context, distinct systems may share the same CMM (when
they prove the same theorems within that context). Yet we can always
associate a unique system with a minmatrix [S] that is a CMM. This is the
system S that extends E precisely with [S] (i.e. axiom S), and we call it the
E[v, d] system corresponding to [S]. Conversely, for an E[v, d| system S, we
denote by [S] or [S] its determining axiom (or CMM) from that context.

On the other hand, not every minmatrix [S] € E[v,d] can be a CMM. If
we can derive from S (e.g. by US) another formula ¢ such that [S¢] C [9],
then [S] cannot be [S] for any system S, since by definition [S]] C [S¢].

Let E[v,d] be the set of CMMs from Elv,d|, where Efv,d] C E[v,d].
The partial order induced by the set inclusion relationship between CMMs
determines a lattice structure on E[v, d]], where in every context [F] = [0]
and [E] = [], namely F and E are E[v, d] systems, as well as the L and
T elements of the E[v,d] lattice respectively. But we need to point out
the difference between the set-based operations in E[v,d] and the lattice
operations in E[v,d]. Denote the latter by V and A.

Theorem 2  Let [S']and [S"] be CMMs from Efv,d]. Then:
a) [STv[S"] =[STu[s"]
b) [SIAIS"T € [STN[S"]

Proof. Denote by [S'] = [S] and [S”] £ [S"] the determining axioms
of 8" and S”. For a), the inclusion D is obvious, so we must show that
[S] £ [S'JU[S"] is indeed a CMM. Let S be the E[v, d] system corresponding
to [S]. If [S] is not a CMM, then there is a theorem ¢ of S such that
[S¢] C [S]. Then at least one of [S" ¢] C [S'] or [S" ¢] € [S”] holds. But by
both S’ and S” already prove S, hence any theorem of S, including ¢, so
at least one of [S’] and [S”] is not a CMM, contradicting our assumption.
Next, b) holds because any system that proves [S'] and [S”] proves at least
[S'] N [S"]. But here the inclusion may be strict, since the combination of

[S'] and [S”] may prove a CMM that is stronger than this intersection. m

As defined, an E[v, d] system is finitely-axiomatizable, and it is also the
weakest extension of E that has that CMM in the given context. Obviously,
every finitely-axiomatizable system is an E[v, d] system in some context(s).
A system that is not finitely-axiomatizable is not an E[v,d] system in any
context, but it still has a CMM in every context.
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3. The Minterm Structure of CMMs

In this section we take a closer look at CMMs to determine what specific
sets of minterms they may consist of. We derive a necessary condition for a
minmatrix to be the CMM of some system.

Uniform substitutions. In the following we shall assume that the work-
ing context E[v,d] can accommodate all the formulas involved. We write
(o) as a shorthand for (o, ..., a,), for example p(p1,...,py) = @(p;) and
(01(pj); - .-, 0u(pj)) = (0i(p;)), even though not all these formulas necessar-
ily depend on all the propositional variables p;, 1 < i < w.

Let o be the uniform substitution (p;) — (o;(p;)), where o; are formulas,
1 < ¢ < w. The result, denoted as ¢ o g, of applying the substitution ¢ to
a formula ¢ = p(p;) is the formula (¢ o o)(p;) obtained by consistently
replacing every occurrence of every propositional variable p; in ¢ by the
corresponding o;(p;). We write this as p o0 = (p o o)(pi) = ¢(oi(p)))-
Formally, this operation is defined by the following rules, applied recursively

to the sub-formulas ¢, 0, ... that occur in ¢:
(US-1) Oooc=0and Ioc =1

(US-2)  pioo = ailp))

(US-3) (Y+0)ocgErpoo+0oc

(US-4)  (Wp)oo £ (ypoo)

(US-5)  (Ov) oo 2 O(oo)

Then the following are immediate consequences:

(US-6) (Yh)oo=(¢poo)(foo)
(US-7) (¥ —0)oor~yoo—boo
(US-8) (Yp+f)oo=tpoog+rfoo
(US-9) (Y 0)oom~tpoogér oo
(US-10) (Ow)oo=UO(¢oo)

Also, using US-1 to US-10 above and the fact that ¢ ~ v is defined as
kg © <> 1, one can easily prove the following additional properties:

(US-11) If o &1 then poo = tpoo
(US-12) If oo = 0 then (poo)(¢poo) = 0
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Our immediate interest is in level 0 substitutions, i.e. substitutions where
all o; are level 0 formulas. We also call them contezt-preserving substitu-
tions, because by applying them to any formula ¢, neither the number of
variables nor the modal degree increase. If v or d actually decrease for a sub-
formula of ¢, it can always be promoted back to an equiprovable formula
from Elv, d] using the tautology ¢ ~ ¢(¢) + lv) and EQ.

There are 22° formulas in Elv, 0], therefore 2v'2" context-preserving sub-
stitutions o that can be applied to any ¢ € E[v,d]. They are defined inde-
pendently of the formulas ¢ of various modal degrees. Let S(v,0) be the set
of all level 0 substitutions in v variables. The composition oo’ of substitu-
tions o = (o;(p;)) and o’ = (0}(p;)) from S(v,0) is defined as follows:

(00')(pi) = (0i{o{pk)))

The composition of level 0 substitutions is obviously well-defined (the
result is context-preserving) and its associativity is straightforward to ver-
ify.  With this operation S(v,0) is a monoid, whose unit is the identical
substitution ¢y = o(p;) = (p;). Then @ oo actually defines a (right) monoid
action of S(v,0) on E[v, d], compatibility being ensured since for any formula
¢ € E[v, d] we have:

po(00') = ploi(a}(pr))) = ploi(p;)) o0’ = (poa)od

Prime substitutions and prime orbits. Assume that S extends E with
axiom S. From t¢ S infer -4 ¢ for some ¢, then ¢ S, with [S ¢] = [S]N[y].
If [S ] € [S], we say that [S] collapses (by intersection with the minmatrix of
some other theorem). Let ¢ = S o o for a context-preserving o. If [S¢] C [S]
we say that [S] collapses under o; otherwise if [S ] = [S], i.e. [S] C [¢], we
say that [S] is #mmune to o.

As we have seen, if [S] collapses then it can not be a CMM, since this
requires [S] C [S¢]. Thus, a candidate CMM must first of all be immune
to all the context-preserving substitutions. This is a necessary, albeit not
sufficient condition for a minmatrix to be a CMM.

We therefore analyze which minmatrices are immune to level 0 substi-
tutions. We begin by considering a subset of level 0 substitutions that we
call prime substitutions. They are defined as the invertible elements of the
monoid S(v,0), hence they form a group that we denote by Sy,(v,0).

It turns out that prime substitutions are precisely the level 0 substi-
tutions that always transform a minterm into a single minterm. As such,
they generate automorphisms of the lattice E[v,d]. The following theorems
establish this result.
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Theorem 3 For any given v, the group Sp(v,0) is isomorphic to the
symmetric group Sov.

Proof. For every ¢ € 5,(v,0), let fc : E[v,0] — E[v,0] be defined as
f-(¢) = ¢ oc. We prove that f. is an automorphism of the lattice E[v,0].
First, we show that it is injective. Assume ¢, 9 € E[v,0] and f.(¢) ~ f.(¢),
i.e. pog Y og. Since ¢ is invertible, we have po¢o ¢ layogog ! and
by compatibility @ o (¢¢1) & 9o (¢s71), i.e. ¢ ~ 1. Next, being injective
on the finite set E[v,0], f. must be a bijection. Properties US-1, US-3 and
US-6 show that f. is also compatible with the lattice operations in E[v, 0],
hence it is an automorphism.

We observe that if the prime substitution < is (p;) — (s;(p;)), then we
have fc(p;) = pios = <i(p;), therefore we can also write ¢ as (p;) — (fc(pi))-
Conversely, for every automorphism f : E[v,0] — E[v, 0], define ¢t to be the
substitution (p;) — (f(p;)). Obviously ¢y € S(v,0) and it follows immedi-
ately that (p;) — (f~1(p;)), also in S(v,0), is its inverse.

Thus, Sp(v,0) is isomorphic to the group of automorphisms of Ev, 0].
However, from lattice theory any automorphism of a finite Boolean lattice
is uniquely determined by its values on the atoms of the lattice, and that
these automorphisms correspond to the permutations of the atoms. In our
case the atoms are the 2¥ minterms of E[v, 0], which proves our claim. m

Theorem 4 Let ¢ € Sy(v,0). Then for every E[v,d] context:

a) The function fc:[1] — [1] defined as fo(u) = pos is a bijection on the
set 4[1] of minterms.
b) The function f.: E[v,d] — Elv,d] defined as f.(¢) = ¢ o< is a lattice

automorphism.

Proof. Since E[v,d] = p([1]) when minmatrices are viewed as sets, b)
is a corollary of a). Thus, we can prove a) by induction on the modal level
d, even though the induction step makes use of b).

For d = 0 the result follows directly from Theorem 3. Assume a) and b)
hold up to some level d and let pu be a level d + 1 minterm. By definition
u = €, where:

® ¢, the non-modal prefix of u, is a level 0 minterm, hence so is € o .
e 1) is a product of all the level d + 1 modal factors from the set {Ooy},
complemented or not, with ¢ being all the level d formulas in DCF.

But by the induction hypotheses, ¢ permutes the level d minmatrices,

therefore {Q(¢r 0 ¢)} = {O¢pi}. Then 9 o< is again a product of all the
level d + 1 modal factors from {O¢y}, complemented or not.
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We apply property US-6 to conclude that po¢ = (eo¢)(¢)og) is a level
d+ 1 minterm, so f; is well-defined. Also, if 1, po € [1], then uj o¢ & pgog
implies 11 0o o¢ ™! ~ g ogoc ! and py & po. Thus, f. is injective on the
finite set [1], hence it is a bijection. [

In general, for any level 0 substitution o we still have [1]oo = [1]. Thus,
the function f, : [1] — E[v,d] defined as f,(1) = p o o is such that the
(possibly empty) sets fo(p;) are disjoint (by US-6) and U, ¢(;) fo (ki) = [1].
But f, is a bijection on [/] only when o is prime.

Theorem 4 implies that for every context E[v,d], Sy(v,0) determines a
group action on the set ¢[1] of minterms. We then define the (context-
dependent) prime orbits of minterms as the orbits of this group action.

Theorem 5 If a minmatriz ¢ includes some, but not all, the minterms
of a prime orbit w, then it collapses under some prime
substitution <.

Proof. This follows from Theorem 4 and the properties of orbits.

Let w* = {p1,...,ur} be an incomplete, non-empty prime orbit w* C w
and p, € w\ w*. Since the restriction of a group action to an orbit is
transitive, there exists a prime substitution ¢ such that p; o¢ ~ pu,. Then
if fo:[1] = [1]is fo(u) = pos, we have fo(u1) ¢ w*, so fo(w*) € w*. But
since w* is finite, there must be a p; € w*, 1 <1i <k, such that p; ¢ fo(w*).
Hence for every ju, € w*, py 0<% ;.

Also, given any p, € ¢ \ w* with g, in some prime orbit w’' # w, we
have p, o< € W', and because in general group action orbits are disjoint this
implies p,, 0 ¢ ¢ w*, so once again fu, 0 ¢ % ;.

Thus, overall, there is no minterm p, € ¢ such that p, o< ~ pu;, therefore
Wi ¢ ¢ os and ¢ collapses under the substitution . [ ]

Corollary 6 Every CMM must consist only of complete prime orbits.

So in this sense, prime orbits can be considered the “building blocks” of
CMDMs. As mentioned before, the above is only a necessary condition for a
minmatrix £ to be the CMM of S. To be also a sufficient condition, £ must
not include any redundant prime orbits or minterms (i.e. equiprovable to 0
in S). So ¢ = [S] iff £ consists precisely of all S-satisfiable minterms. For a
concrete system S, this is typically shown using S-models. But for the next
results in our paper we do not need to use this method, as we only rely on
the fact that every ¢[S] exists, due to the finiteness of the context.

For an E[v,d] system S, or for its CMM [S], let Q(S) = Q(%S) be the
set of prime orbits from ¢[S]. Obviously, Q(E) = Q([1]) in all contexts.
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Examples. Figure 1 shows the lattice of E[0, 1] systems and their CMMs.
It has E as top and F as bottom. The other systems are named for the
purpose of this example only, as they do not represent the normal systems
usually denoted by the letters. (However, K and D do have some connection
with their normal counterparts, as explained below.)
E
[01+00] P !
\
e D
00]  [01<>100]

]

R

K
[100]

[101100]

F ¥ [0]

Figure 1. The E|0, 1] systems and their CMMs

Considering axiom D = ¢1!00, this minmatrix has a single minterm,
so it could only collapse to [0]. But this is not the case, otherwise the
normal modal system D would collapse to F. The other atoms of the above
lattice will be shown to be non-collapsing CMMs too by Theorem 14. The
corresponding axioms are disjoint formulas, so these atoms yield 4 distinct
E[0, 1] systems. Next, we use Theorem 2 a) to see that all the other elements
in the lattice are indeed CMMs, so there are 16 distinct E[0, 1] systems.

In subsequent contexts this lattice is “fractally refined” by new systems
that are not E[0, 1] systems. For example, the normal system Ver is obtained
by adding to E the axiom !Op, which makes it an E[1,1] system. Since
V = 101100 is a theorem of Ver we have [Ver] C [V]. Then the normal
systems K and D, when defined as extensions of E, are E[2,1] systems
(because of axiom K). Their E[2, 1] CMMs are similarly shown to be included
in those of systems K and D from the above diagram respectively.

In fact, using the models presented in [5], one can show that the E[2, 1]
CMM of the normal system K has 64 minterms, where the state of ¢0 is
always 0, then p, g, 0(pq), O(plg), O('pg) and O(Iplg) have all 64 states
combinations, while the states of the remaining E[2,1] modal factors are
uniquely determined from O(¢ + 1) = Op + Q¢ (e.g. Op = O(pq) + O(p!q)).
This also shows how DNF minterms are a special case of DCF minterms.
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It is also instructive to present here an example of a CMM intersection
collapse for Theorem 2 b), as this situation will be mentioned in Theorems
14 and 15. A quite relevant example can be given for base K, where our
theory of CMMs and prime orbits also applies, as we shall see from [9], with
the modal DNF instead of the DCF. However, since determining CMMs in
concrete cases is quite laborious, we can only sketch the proof here.

The example involves some well-known extensions of the normal system
T, namely S4, B and S5. The 9 DNF factors in K[1,2] are p, O(pOp!p),
O(pOp!O!p), O(p!OpO!p), O(P!IOP!OP), O(IpOpdlp), O(IpOp!Olp), O(!P!OPd!p),
O(!p!Op!Olp). But as the K[1,1] CMM of T can be shown to be ¢ from (1),
the modal factors O(p!OpOlp), O(P!OP!OP), O(Ipdp!dlp), O(Ip!Op!Olp) are
equiprovable to 0 in all extensions of T, so their state must be 0 in all the
minterms of those CMMSs. Consequently we can omit the corresponding rows
from the minmatrix representation without any loss of information. Then
using the S4 model from [8] one can show that in context K1, 2]:

p 1 111111000000 0]
OlpOpdlp)[1 1T 111 1 01111000
2[84] = O(pOplOlp) |1 1 1. 0 0 0 1 11 00 1 1 0
OlpOpop)|1 10110 01 111 110
O(p!lopOp) |1 01 1.0 1.0 1. 0 1 01 0 1
and from a similar model for B we can obtain:

p 11110000

O(pOpOlp)|1 1.1 0 1.1 0 0

2B] = O(pOp!dlp) |1 1 0 1 0 0 0 0

OlpOpOp) |1 01 0 1 1 1 0

O(lp!OpOp) |1 0 0 01 0 1 1

The intersection [B4] = 3[S4] N ?[B] has 6 minterms. But this is not
2[S5]), since it can be collapsed, using the S5 theorem (Op — OOp, to:

p (1 1.0 0]
O(pOpOlp)|1 0 1 0
i[85] = O(pOplOlp) |0 1 0 0
O(lpOpOlp) |1 0 1 0

O(plop Olp) |0 0 0 1

The latter no longer collapses, as the only CMM strictly included in it
is 2[Triv]. Thus, even though [B4] consists only of complete prime orbits
(here, pairs of minterms), it cannot be the CMM of any system, since as a
theorem it alone collapses any such system to S5.
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4. Automorphisms of E[v,d]

Uniform replacements. In this paper we define a set of formula trans-
formations called uniform replacements (UR). These are similar to uniform
substitutions, only instead of replacing all the occurrences of propositional
variables in a formula we replace all the occurrences of certain sub-formulas.

We shall focus on a particular class of context-preserving uniform replace-
ments associated with formulas of modal degree 1 in one variable, p = p(e).
Such a formula can also be written as p(e) = n(e, Qe, Ole), or alternately
p(e) = n(e, Oe,Oe), for a suitable level 0 formula n = n(a,b,c). Up to alge-
braic equivalence, there are 256 level 0 formulas in 3 variables and thus 256
formulas p, for example p(e) = eQe + lelde or p(e) = e <> e.

Let p = p(e) be such a level 1 formula. The result, denoted as ¢ x p, of
applying the uniform replacement corresponding to p to a formula ¢ = ¢ (p;)
is the formula (¢ * p)(p;) obtained by recursively replacing the sub-formulas

1, 0, ... that occur in ¢ according to the following rules:
(UR-1) O%xp20and 1xp=1

(UR-2)  pixp=pi

(UR-3) (W +0)xp=txp+Oxp

(UR-4) (W) % p 2 1(sh % p)

(UR-5)  (O9) xp = p(¥ % p)

Observe that we equate the UR with its defining level 1 formula p, so the
distinction must to be made from the context. Some immediate consequences
of the above definitions are:

(UR-6)  (¢0)xp= (¢*p)(0+p)
(UR-T) (W —=0)xp~(P*xp—0xp)
(UR-8) (<> 0)xpm (Yxp<r0xp)
(UR-9) (W 0)xpr(Yxps0xp)
(UR-10) (O9) = p =~ 1p(!(¢ * p))

Note the recursive application of p to the sub-formulas that involve the
modal operators.

As defined, a UR transformation p is context-preserving, i.e. it does not
increase the level or number of variables in the formula. This transformation
leaves a level 0 formula e unchanged. And for a level 1 formula ¢, it consists
of the following uniform replacements in (:
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(UR-0) Qe — ple)

(UR-O) Oe — Ip(le)

where the distinct level 0 sub-formulas e that actually occur under the modal
operators in ¢ result in different replacements in ¢, but uniform in case of

multiple occurrences of the same e under several instances of the modal
operators. In this case UR-{ and UR-[J can be combined into:

(UR-p)  (Oe,Ue) = (p(e), !p(le))

Alternately, we could require the textual replacement of ‘0’ with ‘!Q!” in
© prior to applying p, in which case UR-IJ becomes redundant.

Also note that UR-p applies even to constant modalities, if any, hence
01 — p(1) and OO0 — p((30) * p) = p(!p(10 * p)) = p(Ip(1)) etc.

Lemma 7 Let ¢ and ¢ be any formulas. Then:
a) If b then F @ x*p.

b) If ¢ =1 then ¢ p ~ 1 * p.

) If ¢~ 0 then (¢ *p)(¥ *p) = 0.

Proof. From the UR properties we have p*p = [p]*p. But - ¢ implies
(o] = e((p:), (O@;{pk))) for some level 0 formula e((p;), (¢;)) = 1, i.e. when
the modal factors O¢;(py) are considered atoms, e is a tautology. Then
pxp = o] xpre((pi), (00;(pr) * p)) = e((pi), (rj)) = 1, therefore - @ * p,
which proves a). Since ¢ ~ v is k¢ <> 1, b) follows from a) and UR-8.
Lastly, ¢) follows from b), UR-1 and UR-6. ]

Note that a) holds in E, but there is no “rule of UR” for an arbitrary
system S: if k¢ ¢, then typically /g ¢ * p. (In fact, we will show that ¢ * p
is a theorem of the transformed system S, = S * p.)

Given a sub-formula v, we write ji» when either ¢ or !¢ occurs at some
position in a formula ¢. Then the generic DCF of any level d formula ¢ is:

o~ Y ][00 =D elm) [[10¢1(p:) (4)
PR !

k
where k and [ have suitable ranges, ¢, = []; ip; are the minterm prefixes
(the level 0 minterms; for v = 0 there is a single minterm, namely € = 1)
and Q¢; are the level d modal factors, which range over all ¢; € E[v,d — 1].
If o0 = (0;) is a substitution, let o * p = (0; * p). Then for any prefix e:

(600)*p%(Him’)*p%Hi(Gi*p)%GO(U*p)%(e*p)O(G*p) (5)

K3 K3
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Lemma 8 Let ¢ be a formula, o a substitution and p a UR. Then:

(poa)xp=(pxp)o(oxp)
Proof. We proceed by induction on the modal degree d of ¢. For d = 0,
@ = >, € and the result follows immediately from . Assuming the claim
is true up to level d, we apply the defining US and UR properties to a level
d + 1 formula ¢ expanded as in to obtain:

(poo)kp ~ <Z<ekoa>Hs<><¢loa>>*p
!

k

Y (exoo)xp) [[(10(d100) #p)

k l

~ Y ((exp)o(oxp) [[ir((¢ro0)=p)
l

k

Y ((exxp)o(oxp)[Tin((d%p)o (o p))
l

k

S (e %) o (o5 ) [J (1ol % 0) © (0 % )

k l

(Z(Ek «p) [ 1001 * p)) o (0% p)

k l
~ (pxp)o(oxp)
because ¢; are formulas of level < d. The above makes use of on lines

2-3 and of p(p o o) = p(p) oo on lines 4-5. The latter is obvious when we
observe that p(p) ~ p o ¢ as a l-variable substitution in p(e). [ ]

Q

Q

%

Q

Let R(1) be the set of all URs up to DCF equivalence, so R(1) C E[1, 1],
with |R(1)] = 256 distinct minmatrices. Observe that URs were defined
independently of the formulas ¢ from other E[v, d] contexts. The reason is
that we intend to define a monoid structure on R (1), and then also a (right)
monoid action A4 : E[v,d] x R(1) — Ev,d], with A(p, p) £ ¢ * p.

To achieve this, we define the composition pp’ of URs p and p’ as:

pp & pxp
where the right hand side p is taken to be the associated level 1 formula
p(e) = n(e, Oe, Ole) € E[1,1], such that p’ can be applied to it.
We now verify that the above are well-defined. The fact that gg(e) = Qe
(i.e. Qe +— Qe) is the monoid unit in R(1) is straightforward to check. For
the monoid action, the identity axiom is proven by the result below.
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Lemma 9 For any formula ¢, we have ¢ % go = .

Proof. We write p(p;) = 6((ps), (OP;(px))), with 0 a level 0 formula,
which yields:

px o0 ~ 0((pi), (00;)) * 00 = 5((pi); (eo(dj * 20))) = 6((pi), (O(¢5 * 20)))

and the result follows immediately by induction on the level d of ¢. [ |

The next lemma can be used to establish both the associativity of UR
composition on R(1) and the compatibility condition required by A for it:

Lemma 10 Let ¢ be any formula and p,p’ € R(1). Then:
(pxp)xp = ¢x(pp)

Proof. The proof is by induction on the level d of ¢. For d = 0, the
result is obvious, since ¢ is unchanged by URs. Assume the claim holds up
to some level d and let ¢ be a level d+1 formula. Let ¢ be the level 0 formula
such that o(p;) = 6((pi), (0d;(pk))), where all ¢; are of level < d. Then:

(px0)x0" =~ 5((pi), (Odj % p)) % pf
0((pi), (p(@j * p))) * p'
3((pi), (@5 * p, O(8; * p), OUj * p)))) * o’
5((pa), (05 % p) x o', 0 (05 % p) % p'), 0 (U5 % p) % £)))))
8((pi), (n(ej, p'(e), p'('e7))))
ex(pp') = o((pi),(08;)) * (pp')
3((pi), (005)) *nle, p'(e), p'(le))
3((pa), (n(@5 = (pp), £/ (05 % (p)), (1 % (pp")))))
~ 6((pi), (n(B5, 0" (B;), p'(16)))))

where a; = (¢ % p)*p’ and B; = ¢; * (pp’). But since ¢; are of level < d and
the URs are context-preserving, o and [ must also be of level < d, hence by
the induction step a &~ 3, which proves our claim. [

Prime URs. Among the 256 URs there are 24 that are invertible, and we
call them prime UR transformations.

Let Rp(1) = {oi : 0 < i < 24} C R(1) be the set of prime URs, which
are defined in Table 2. These correspond to the 24 permutations from the
symmetric group Sy as per column 4, which we prove next.
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Table 2: List of prime UR transformations

19

Prime oi(e) loi(le) S4 correspondent | Inverse
UR g; ie. Qe ie Oe (W,D,C, V) — UR o; !
00 Qe Oe (W,D,C,V) 00
01 Qe e Oe <« le (D,W,V,C) 01
02 Qe+ e+ Qle Oe<«le+ !0 | (W,D,V,C) 02
03 Qe+ e+ Qle Oe«le4+ Oe | (D,W,C,V) 03
04 Oeerlet+ Qle | Oe+r e+ !Oe | (W,V,C,D) 04
05 Oewrle+!0le | Oe«r e+ Oe | (C,D,W,V) 05
06 10 e Oe (V,C,D,W) 06
o7 10 e e IOe < le (C,V,W,D) o7
08 10e«+r e+ Ole | e« le+!0le | (C,V,D,W) 09
09 10e+r e+ 0le | IDe+rle+ Oe | (V,C,W,D) 08
010 e« let Ole | e« e+ !0 | (D,C,V,W) 011
011 1Wewrlet+tOle | IDe+ e+ Ole | (V,W,D,0) 010
012 Ole Ole (W,C,D,V) 012
013 Qle <> e Ole <> le (C,W,V,D) 019
014 Ole <+ e+ e Ole « le + 0 (W,C,V,D) 016
015 Qle <+ e+ Qe Ole <> le+ Qe (C,W,D,V) 017
016 Ole <+ le + Qe Ole < e+ 0e (W,V,D,C) 014
017 Qle <> le + Qe Ole <> e+ Oe (D,C,W,V) 015
018 10le Ol (V,D,C, W) 018
019 10le & e I0Ole <+ le (D,V,W, C) 013
020 10le <+ e+ Qe 10le +» le 4+ 10e (D,V,C, W) 023
021 10le «++ e+ 10e 10le « le 4+ e (V,D,W,C) 022
022 10le < le + Qe I0le & e+ !Te (C,D,V,W) 021
023 10le < le + 10e I0e < e+ Qe (V,W,C,D) 020
Theorem 11 Rp(1) is a group isomorphic to the symmetric group Sy.

Proof.

We build the composition table for R,(1), which, although la-

borious, can be performed by hand. By setting p = e, ¢ = Qe, r = Qle, we
basically verify Boolean equivalences in p, ¢, r, as in the examples below:

~ me,Qe,Ole) xp3 =~

02 03

Q

Q

03(e) <> e + o3(le)
(Oe > e+ 10le) <> e+ (Ole <> le + 10¢e)

R (geptn)ept(relptly =

e <> e

Q

~ 01

772(67 93(6), 93(!6))

q<p
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ng(e, Qe,Qle) x o9 ~ ns(e, 09(e), 09(le))
log(e) <+ e + oo(le)

I(10e +» e+ 10le) «» e+ (10le < le + 10¢)

08 09

~ llgep+In)ep+(Irept+lg) = ¢

~ Qe = o

Next, we need the calculations from Table 3.

Table 3: Products of UR formulas with complemental arguments

0i oi(e)ei(le) oi(e)loi(le) loi(e)oi(le) loi(e)!ei(le)
00 Oedle Qeldle 10edle 10eldle
01 e QelQle + lelQe Ole | e Qe Ole + lelQeldle | eldeldle + le Qe Ole | elde Ole + le Qeldle
02 Qedle e Qeldle + lelQeldle | elQeldle + lelQe Ole | elde Ole + le Qeldle
03 e Qeldle + 1elQe Ole | e Qe Ole + le Qeldle | elOe Ole + le Qe Ole 10eldle
04 Oedle elQeldle + le Qeldle | elOe Ole + leldeldle | e Qeldle + lelde Ole
05 elQe Qle +le Qeldle | e Qeldle + le Qe Ole | e Qe Ole + lelde Ole 10eldle
06 10eldle 10edle Oeldle Oedle
o7 elde Qle +le Qeldle | eldeldle + le Qe Ole | e Qe Ole + leldeldle | e Qeldle + lelde Ole
08 elde Ole +le Qeldle | elQe!ldle + lelde Ole | e Qeldle + leldeldle Oedle
09 10eldle elQe Qle +le Qe Qle | e Qe Ole + le Qeldle | e Qeldle + lelde Ole
010 | e Qeldle + lelQe Ole | elQe Ole + lelQeldle | eldeldle + le Qeldle Oedle
011 10eldle e Qe Qle + lelQe Ole | e Qeldle + le Qe Ole | elOe Ole + le Qeldle
012 Oedle 10edle Qeldle 10eldle
o013 | elQe Qle +le Qeldle | e Qe Qle + lelQeldle | eldeldle 4+ le Qe Ole | e Qeldle + lelQe Ole
014 Oedle elQe Ole + lelQeldle | elQeldle + le Qeldle | e Qeldle + lelde Ole
o015 | elQe Qle+le Qeldle | e Qe Qle + lelQe Ole | e Qeldle + le Qe Ole 10eldle
016 Oedle elQeldle + lelQe Ole | e Qeldle + leldeldle | elQe Ole + le Qeldle
o017 | e Qeldle + lelQe Ole | elQe Ole + le Qe Ole | e Qe Qle + le Qeldle 10eldle
018 10eldle Qeldle 10edle Qedle
o019 | e Qeldle+1elde Ole | elQeldle +le Qe Ole | e Qe Ole 4 1elQeldle | elde Ole + le Qeldle
020 | e Qeldle 4 lelQe Ole | eldeldle 4 le Qeldle | elQe Ole + lelQeldle Qedle
021 10eldle e Qeldle + le Qe Ole | e Qe Ole + lelQe Ole | elde Ole + le Qeldle
022 | elQe Ple+le Qeldle | e Qeldle 4 lelQeldle | elQeldle + lelQe Ole Qedle
023 10eldle e Qe Ole + le Qeldle | elQe Ole +le Qe Qle | e Qeldle + lelde Ole

These equivalences too can be verified with simple Boolean calculations.
eQedle + leQedle and 3 other similar equivalences.
Then the pattern that we observe is a formula that we will use shortly:

We also have Qedle

io(e) jo(le) =~

~
~

ei0eidle +lej0eidle

(6)
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Although not reflected in the above formula, there are obvious corre-
lations between the particular occurrences of ‘;’ and they also depend on
0. However, we chose not to encumber the notation with indexes on .
The reader only needs to keep in mind that here, as well as in subsequent
formulas, the pseudo-operator ‘j’ instance typically depends on its position.

To prove that R,(1) is isomorphic to S; we consider its group action
on the set {W,D,C,V}, where W = 0100, D = 01100, C = 10100 and
V = 101100 are the axioms of the 4 atoms of the lattice of E[0, 1] systems
from Figure 1. We take e = 1 in Table 3, which yields all the combinations
(j01i00)*0;. Then we see that R(1) generates precisely the 24 permutations
of (W,D, C,V), as per column 4 of Table 2. ]

We now show that the prime URs carry these 24 symmetries over from
E[0,1] to all the other E[v,d] contexts. We can actually define the state
tuples (j01,j00) as the primary labels W, D, C and V of the minterms.
While prime substitutions permute minterms and preserve their labels, we
show that prime URs permute minterms and their labels as per Table 2.

Theorem 12  Let o € Ry(1). Then for every context Elv, d]:

a) fo:[1] = [1] with fo(u) = p* o for any minterm p is a bijection on
the set of minterms.

b) fo : Q[1]) = Q([1]) with f,(w) = w* o for any prime orbit w is a
bijection on the set of prime orbits.

Proof. For a), we first show by induction on the modal level d that o
transforms any minterm g into a single minterm p, = p * o.

If d = 0 the claim is obvious, since level 0 minterms are unchanged by
URs. Assuming the claim holds up to some level d, it follows immediately
that f, is a bijection on E[v,d]. Let pn = €[], i0¢: be a level d + 1 minterm,
where € is a level 0 minterm and ¢; € E[v,d] for 1 <1 < |E[v,d]|. Then:

pro~e[[i(0h) o~ e][ioldr o)
l l

By grouping the modal factors in pairs that have complemental formulas
¢; under the modal operators, while at the same time adjusting the range
of [ (to half the initial range), we get:

prore]JColer o) ie(dr * 0))
!
In the above we can use @ with ¢; * ¢ as e to write:

oo e [ [ 0)i0(dn % 0) 100 = 0) + Hr * 0)i0(r * 0) i0(¢r * 0) )

l
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But the modal degree of ¢; is < d, therefore
{0(¢1 % 0) : ¢ € E[v,d]} = {O¢y : ¢ € E[v, d]}

is the set of all the level d + 1 modal factors, since the level d formulas ¢,
are permuted by ¢. Then we can renumber all ¢; appropriately such that:

o~ e[ [(@i0d1 10161 +16110¢1100n) ~ e [ [ i) (7)
l

l

To prove that this formula represents a single minterm, observe that the
modal factors on level d+ 1 actually include all the modal factors from levels
1 to d (because some level d + 1 formulas reduce to level d etc.). So in
we start the multiplication with €, which is a single level 0 minterm, and
we consider any level 1 factor v; from the product. Its sub-formulas ¢; and
l¢; have modal degree 0, but only one of these two minmatrices can include
€, hence € reduces v to (the corresponding) O¢; Ol¢;. Since contains
every level 1 modal factor in some 1, it follows that the product of € and all
level 1 factors ¢; is in fact a single level 1 minterm €. Then we can repeat
this argument for € and all level 2 factors 1); to infer that their product is
a single level 2 minterm €’, and so on up to level d + 1 where we conclude
that the whole formula is indeed a single level d 4+ 1 minterm p,.

Finally, since g is invertible on the finite set of minterms from E[v, d], it
is a bijection.

For b), assume that minterms p; and pg are included in a prime orbit
w. Then there is a prime substitution ¢; such that p; o ¢ & uo, therefore by
Lemma 7 (p1 0¢;) * 0 = ug * 0 and by Lemma 8 (1 * 0) o (g % 0) &~ 2 * 0.
But since ¢; is a level 0 substitution ¢; * ¢ & ¢;, hence (u1 * 0) 0 ¢; ~ p2 * o,
which implies that p1 * ¢ and pg * ¢ are both in w, £ wxo.

A similar argument for o~ and S ! combined with claim a) above proves
that prime orbits w and w, correspond through ¢ and o~ ! and have the same
number of minterms. Since g is now invertible on the finite set of prime orbits
from Elv,d], it is a bijection. [ ]

Corollary 13 f, : E[v,d] — E[v,d] defined as f,(¢) = ¢ * o is a lattice
automorphism.

As a side note, we mention that for a non-prime UR p, the function
fo: Q[1]) = ©(Q([1])) defined as f,(w) = w * p transforms any prime orbit
w into a (possibly empty) set of complete prime orbits f,(w), such that if
w # w' then f,(w) N fp(w') = @ and Uyeqs) folw) = Q([1]). But since we
are not going to make use of this result, we leave the proof to the reader.
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Theorem 14  Let p € R,(1). Then for any context E[v, d], the function
fo : E[v,d] — E[v,d] defined as fo(§) =& * o is a lattice

automorphism.

Proof. For d = 0 the theorem applies trivially because these contexts
reduce to PC, where only [0] and [1] are CMMs and URs leave all formulas
unchanged. So we need to consider only contexts with d > 0.

Basically, we must show that any prime UR p transforms a CMM from
E[v, d]] into another CMM from E[v, d], that the transformation is invertible
and that it preserves the lattice operations that we defined for Efv, d].

By Theorem 12, g is a bijection on the prime orbits, so it transforms any
CMM ¢ into a minmatrix & * ¢ with the same number of complete prime
orbits. But since £ * p may, in principle, collapse, we need to prove that it
is indeed another CMM. For this, we show that in general a minmatrix 4[]
collapses iff g[go * o] collapses in a similar way, namely to prime orbits that
correspond through o and o~ .

Fix a context E[v, d] and consider an axiom S together with its associated
E[v, d] system S, as well as their correspondents S, = S % o and S,. Let ¢
be a theorem of S, then consider any formal proof of ¢, denoted as the left
hand proof. Using the definition of p, syntactically transform every line of
this proof into its corresponding formula through ¢ and denote the resulting
sequence of formulas as the right-hand proof. We claim that the latter is
a valid proof of gwg £ dpx g in S, (although strictly speaking it needs
to be augmented with the formal proof of the arguments 1-3 below, every
time they are applied). This is to say that the p-transformed formulas in
the right-hand proof remain compatible with the same inference rules of E
that were applied to the corresponding lines in the left-hand proof. But the
inference rules of E are as follows:

1. MP: If the left hand proof contains «, @ — [ and (5, then the right-hand
proof contains a * g, (¢ — ) x o and 8 * p. But by UR-7 we have
(= B)*x o~ axp— [*p, sothe detachment of (3 * g is justified.

2. US: If the left-hand proof contains a and a o ¢ then the right hand proof
contains a*p and (oo )*p. But by Lemma 8 the latter is (a*p)o(o*p),
which is a valid application of US in « * g.

3. RE-O: If the left-hand proof contains o <+ 8 and Qa < Of then the
right hand proof contains (o «» ) * 0 and (Qa + OfF) * 0. But the
former is a % o <> 8 * o and the latter is o(a * p) <> (8 * o), which is a
valid application of EQ (and implicitly RE) on the right-hand side.

If we assume that the right-hand proof is valid then the left-hand proof is
its o~ !-transform, so by a similar argument it is valid.
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Back to & = [S], as a theorem, £ has a proof in S. The corresponding
& % o has the same number of minterms and prime orbits as &, and its proof
in S, shows that [S,] C &% p. But if [S,] € £ * o, then correspondingly
[Soll* 0! € € and € would collapse by intersection with theorem [[S,] * o7,
against our assumption that it is a CMM. Thus, £ = [S] iff £ x 0 = [S,],
both consisting of prime orbits that correspond through p and o~ '.

From Lemma 7, [F] * o = [F] and [E] * ¢ = [E]. Next, consider the
E[v,d] systems S, S’, S” with [S] = [S’] A [S”] on the left-hand side and
their g-correspondents on the right-hand side. We have [S] C [S'] n [S"],
where the intersection may collapse to some CMM as per Theorem 2 b).
However, every minmatrix that participates in the intersection that defines
the left-hand CMM [S] (and whose proof may now include theorems from
both S" and S”) has a right-hand correspondent, therefore [S] and [S,],
which must exist due to the finiteness of the context, also correspond.

The dual argument applies to the V operator, where we actually have
[S] = [S']U[S"], because Theorem 2 a) shows that the union cannot
collapse. Hence p preserves the lattice operations that we defined for Efv, d],
which completes the proof. [ |

Observe that the gist of the above theorem is the left-hand-right-hand
correspondence between a proof and its p-transform, which we abbreviate as
the LH-RH argument. The intermediate formulas in the proofs on both sides
do not necessarily belong to the same context as ¢ and ¢,, but since the UR
properties hold in every context, this has no impact on the conclusion.

Also observe that these automorphisms apply to base E, which has no
additional axioms. But the LH-RH argument does not apply to another base
like, say, K; for in that case a system S, lacks the axiom K.

5. Automorphisms of CExtE

We now turn our attention to CExtE, which includes all classical modal
logics, whether or not finitely-axiomatizable.

As mentioned at the end of Section 2, all systems have a CMM in every
context. For any system S, let C(S) = {¢[S] : v,d integers, v > 0,d > 0}.
(For the purpose of this set the CMMs from different contexts are considered
distinct elements even when equiprovable, since they have a different DCF
representation in every context. With this convention we can avoid using
tuples (v, d,2[S]) instead.) Then C(S) uniquely determines S, since any S-
theorem from a given context can be derived from the context’s CMM by
PC-monotony. Hence S = S’ as sets of formulas iff C(S) = C(S’).



Automorphisms of the Lattice of Classical Modal Logics 25

We note that there are some constraints on the CMMs from C(S). One
cannot just randomly pick one CMM from every context, because they all
act as theorems and their combination might cause collapses. For example,
since the promoted ¢[S] is also a theorem in E[v,d + 1], it always needs
to include 9T1[S], otherwise the latter would collapse by their intersection.
Similarly, ¢*1[S] cannot be arbitrarily strong, otherwise it may be used to
collapse ¢[S]. But for the purpose of the next theorem, the exact nature
of these CMM constraints is not relevant. All that matters is that none of
the CMMs in C(S) collapses, as per their definition. We call this the CMM
compatibility in the set C(S).

For an arbitrary system S and o € Rp(1), define S, = {p x 0 : ¢ € S}
and Cy(S) = {¢[S] * o : v, d integers, v > 0,d > 0}.

Theorem 15 Let o € Ry(1). Then:

a) fo: CExtE — CExtE defined as f,(S) =S, is a lattice automorphism.
b) The set Ay(1) = {f,: 0 € R,(1)} is a group of automorphisms of CExtE
that is isomorphic to the symmetric group Sy.

Proof. For a), we first show that f, is well-defined. From Lemma 10
we see that all ¢ and ¢, from S and S, respectively correspond through p
and ¢~1, hence so do the elements from C(S) and C,(S). We use the LH-RH
argument to see that C,(S) is a set of compatible CMMs: if there were a
proof that could collapse a minmatrix % o € C,(S), then by applying o~ ! to
the proof we would collapse the CMM ¢ € C(S), contradicting its definition.
Next, for any context, the remaining theorems of S and S, are precisely
those minmatrices that include the CMMs from their context, and they also
correspond minterm by minterm as per Theorem 12. Consequently S, is a
valid system of CExtE, uniquely determined by C(S,) = C,(S).

By a similar reasoning on the correspondence between the sets C(S) and
C(S,) the function f, is both injective and surjective.

Obviously fo(F) = F and f,(E) = E. To prove that f, is a lattice
automorphism, we note that the lattice operations in CExtE, denoted as &
and ®, are not the V and A operations that we defined for E[v,d]]. Thus,
S = S’ ® S” is defined as taking the union S’ U S” and performing the
closure with respect to MP, US and RE-¢. But these are the very rules
that make the LH-RH argument work. In any given context both [S'] and
[S”] are theorems of S’ U S”, hence so is [S'] N [S”]. This either is the
CMM [S] = [S’ @ S"] or, by producing more theorems using the closure
operation, it collapses to the CMM. In any case, by the LH-RH argument
the o-transformed theorems produce [S,] = [S}, © Sy]. Since this holds in
any context, C(S) and C(S,) must correspond, hence f,(S) = S,.
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Similar considerations apply to S = S’ © S”, defined as S’ N S”. In this
case every theorem must include both CMMs from the context, hence also
[S'] U [S"], which cannot collapse, therefore [S] =[S’ ® S”] ~ [S'] U [S”]
and the p-correspondence between C(S) and C(S,) still holds.

For b), we observe that all f, with o € R,(1) are distinct, since they cause
distinct permutations of the E[0, 1] systems from Figure 1. By Lemma 10
we have (@ * p) x p’ = @ x (pp’) for every ¢, hence for every CMM, therefore
fofo = foor- Thus, composition in Ay(1) is well-defined and it has the same
table as R, (1), which is isomorphic to the group S4 by Theorem 11. ]

6. Final Remarks

The usual method for studying a lattice NExtS of extensions of a system S
is to consider the lattice as a whole. In this paper we have presented a com-
plemental view that can be obtained from the countable-contextualization
of formulas. This approach provides some insight into CExtE, by show-
ing how the lattice of finitely-axiomatizable systems is a sort of “fractal
refinement” of the lattices of context CMMs, whereafter CExtE is obtained
by performing a “closure” operation, which adds the systems that are not
finitely-axiomatizable. We shall also apply this method to NExtK in [9].

Several topics are for further study. As working with canonical can be
tedious, exemplifying some properties requires computer-aided calculations,
hence we can only hint at them here. Some other properties can be proven
symbolically, but this will be the subject of a future paper.

A first question is whether or not the above are all the automorphisms
of CExtE. A brute-force search reveals that among our 256 URs, only the
24 identified prime URs are invertible. The search algorithm uses straight-
forward calculations with Boolean formulas in 3 variables, in the style of the
proof of Theorem 11. Equivalence can be shown by converting formulas to
their Boolean DNF', which is a well-known procedure.

Next, one can similarly investigate the extended URs (XURs) of the form
x(e) = n(e,01,0e,Ole,00), in which case there are significantly more, yet
similar calculations with Boolean formulas n in 5 variables. The algorithm
needs to verify all the compositions of the 232 XURs, but it can be sped
up by checking only those XURs that transform each minterm into a single
minterm. Then it turns out that there is a larger group of invertible XURs,
which includes R,(1) and has 24 - 24 - 3% = 31,104 elements, for example:

x(e) = (01 = e+ (Oe > (00 — Qle))) — Oe(O1 — e)
X He) = (01 = e+ (Oe < 00 + Ole)) = Qe(O01 — )
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It is yet to be determined what this group is and what “magic” works
behind its formulas. All the prime XURs x(e) have precisely half of the
32 minterms from E[1,1], but at this point we do not have a construction
rule for them. The theory from Section 4 would need to be generalized for
XURs, and there are only a few places where it depends on the form of 7.
Obviously these prime XURs cannot generate distinct automorphisms in all
contexts, as for example the lattice from Figure 1 admits only 24 distinct
ones. Still they may reveal additional complex symmetries of CExtE.

However, what we have defined so far can be considered level 1 URs,
namely those that leave level 0 formulas unchanged. The question is open
whether higher level URs can be defined. For example, level 2 URs would
be translations that leave level 0 and level 1 formulas unchanged etc. It
may also be possible to define non-context-preserving URs, in which case
one could find interesting CExtE homomorphisms.

As a consequence of these automorphisms, it can be shown that CExtE
has precisely 4 co-atoms, namely the systems determined by the axioms
Ww = Op, Dg = Op < p, C. = Op < !p and V, = !Op. This represents
a generalization in E of Makinson’s theorem mentioned in [3], which states
that NExtK has only 2 co-atoms, Triv and Ver.

For the normal modal system K, using E[2,1] calculations it can be
shown that all its non-trivial R,(1) transforms K, are distinct and not
normal. Then this is a hint (but no proof) in support of the conjecture from
[7] that the lattice NExtK is rigid. Basically, in the S4-symmetrical CExtE,
NExtK is a small, “oblique” sublattice.

From Figure 1, which is essentially the diagram of a 4-dimensional hy-
percube, we see that the prime URs correspond to the symmetries of the
hypercube with a fixed vertex. These are known to be characterized by Sy.
Regarding the transformed systems K, mentioned above, one can see that
K, can be described in terms of Kripke frames where the semantics of the
modal operators ¢ and [J are swapped. Similarly, the semantics for K
can be modified such that the valuation of {p at some world w is 1 iff w
sees at least one world where the valuation of p is 0 (instead of 7). With
such modified semantics, the transformed systems and their extensions are
characterized by the same Kripke frames as their non-transformednormal
counterparts. It would be interesting to know what such modified Kripke
and also neighborhood semantics correspond to all g; (or x;).

Lastly, we note that in general, when internal symmetries of an object
are revealed, numerous other symmetry-caused properties typically follow.
So in this respect we hope that our paper will inspire further investigations
of CExtE, potentially leading to new findings about its sublattice NExtK.
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