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Abstract
Predicting energy consumption in buildings plays an important part in the process of 
digital transformation of the built environment, and for understanding the potential 
for energy savings. This also contributes to reducing the impact of climate change, 
where buildings need to increase their adaptability and resilience while reduc-
ing energy consumption and maintain user comfort. The use of Internet of Things 
devices for monitoring and control of energy consumption in buildings can take 
into account user preferences, event monitoring and building optimization. Detect-
ing peak energy demand from historical building data can enable users to manage 
their energy use more efficiently, while also enabling real-time response strategies 
(including control and actuation) to known or future scenarios. Several statistical, 
time series, and machine learning techniques are proposed in this work to predict 
electricity consumption for five different building types, by using peak demand fore-
casting to achieve energy efficiency. We have used several indigenous and exogenous 
variables with a view to test different energy forecasting scenarios. The suggested 
techniques are evaluated for creating predictive models, including linear Regression, 
dynamic regression, ARIMA time series, exponential smoothing time series, artifi-
cial neural network, and deep neural network. We conduct the analysis on an energy 
consumption dataset of five buildings from 2014 until 2019. Our results show that 
for a day ahead prediction, the ARIMA model outperforms the other approaches 
with an accuracy of 98.91% when executed over a 168 h (1 week) of uninterrupted 
data for five government buildings.
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1 Introduction

Climate change strategies were introduced in 2010 by the European Commis-
sion with clear objectives to reduce energy consumption and  CO2 emissions by 
20%, noting that in Europe 40% of total energy is consumed by buildings (Direc-
tive 2010/31/EU) [1]. With the introduction of Smart Building Readiness Level, 
buildings are expected to “minimize the grid power usage and maximize services 
efficiency” identifying components such as sensors, renewable energy sources, 
and energy management system (EMS) [2].

Smart built environments have gone through a continuous transformation over 
the years, becoming more autonomous and reactive ecosystems that have the abil-
ity to balance energy consumption and user comfort, whilst also achieving higher 
order of safety for users [3]. Minimizing the energy consumption of buildings 
also has a cost dimension, as energy prices are fluctuating, which gives energy 
consumers and providers the ability to monetize energy especially when energy 
peaks can be predicted apriori with a certain level of accuracy [4]. The complex-
ity of a building ecosystem requires a holistic analysis, as buildings have a large 
number of variables, are sensitive to changing conditions which lead to energy 
variability and dynamism within the building itself [5]. To address such complex-
ity, building information modelling (BIM) can give a digital representation of the 
building, and support monitoring the performance of the building by facilitating 
integration of different information sources [6].

Energy consumption data can be interpreted from different perspectives with 
a view to find the best predictive model that can be used to forecast the use of 
energy for the next day, week or month. However, trying to find the best tech-
nique or algorithm for forecasting is a challenging problem. Some researchers 
prefer the use of statistical models, such as regression or time series, others adopt 
machine learning methods, like artificial neural network (ANN) and support vec-
tor machine (SVM). As sensors and energy meters have increased in capability 
and can transmit real-time consumption data, energy forecasting needs to respond 
to this dynamically produced data. To develop accurate models, using monthly 
data for predicting electricity consumption is a more common practice instead 
of prediction on a daily basis, since monthly data is more peremptory, especially 
when the variables related to users and the indoor environment are fluctuating 
[7]. In such scenarios, electricity consumption can be forecasted using artificial 
neural networks (ANN) with exogenous inputs [i.e. a nonlinear autoregressive 
network (NARX)].

An efficient method for predicting electricity consumption in buildings is 
the use of “soft computing” techniques which can support the optimization of 
energy flows in buildings [8]. Such methods make use of data measured by sen-
sors installed in industrial buildings that can enable the implementation of differ-
ent optimized decisions and actions to save energy. Energy forecasting has been 
investigated using several techniques such as multiple regression analysis, deci-
sion tree and neural networks [9]. These techniques provide satisfactory results 
for longer seasonal data sets but the results can be significantly influenced by 
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building type, physical characteristics of the building and operation time of an 
appliance within the building. Forecasting techniques can also be compared based 
on accuracy-related metrics, where regression analysis is most widely used due 
to its simplicity for interpreting model parameters (but at a reduced accuracy). 
Regression analysis is limited due to lack of mechanisms for assessing the causal 
dependencies between different input and output parameters. Similarly, neural 
networks in comparison with regression analysis cannot offer significance testing, 
e.g. p values, to test the importance of estimated parameters requiring an initial 
step to select features before learning.

We adopt a mixed-approach combining statistical, time series and machine learn-
ing models to forecast electricity consumption 24 h ahead for five different building 
types with an associated accuracy comparison. Furthermore, a peak detection algo-
rithm is applied on the forecasted results, to determine energy peak and intervals 
between peaks for buildings. As a result, an integrated predictive model is proposed 
to assist facilities and building managers to reduce energy bills by predicting the 
daily peak hours of energy usage within a building. The same approach can also be 
used to determine peak hours for energy generation (e.g. through the use of photo-
voltaic panels installed within a building). The methodology and work proposed in 
this study considers the following:

• Identifying five buildings as representative examples of large-scale government 
buildings in a capital city. These building have a number of different functions, 
and include participants ranging from government employees, members of the 
public and specialist contractors.

• The first part of the study involves understanding the general usage of these 
buildings—including identification of general trends of electricity consumption, 
showing seasonality and weekday vs. weekend behaviours.

• The second part of the study involves the development of predictive (one day 
ahead) models derived using a number of different approaches, focusing on fore-
casting peak energy consumption. These comparative approaches illustrate the 
most appropriate (in terms of relevance or error rate) on the recorded time series 
data. The model construction makes use of real-world data recorded over a num-
ber of years.

A key focus of this work is a comparison of data analysis techniques (combin-
ing statistical analysis and machine learning) to support energy usage prediction 
for built environments. The outcomes can be used to support both reduced cost of 
energy and reduction in carbon emissions for smart cities (where buildings are seen 
as an important contributor). The rest of this paper is organized as follows: related 
work is reviewed in Sect. 2; followed by a description of the types of buildings, we 
consider in Sect. 3. The overall research methodology is presented in Sect. 4, with 
experimental results in Sect. 5. Finally, conclusions are provided in Sect. 6.
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2  Related Work

Prediction of monthly energy consumption of buildings using temperature was 
investigated in [10] to obtain accurate forecasting based on heating and cooling 
and temperature. Other authors addressed energy consumption forecasting using 
linear regression for large public buildings [11]. Regression models with different 
granularities (1 day, 1 week and 3 months) were developed, with prediction error 
of energy consumption reaching 100%, 30%, and 6%, respectively, which sug-
gests that the regression model is influenced by the length of measurements [12]. 
The work reported in [12] also demonstrates that day ahead prediction is more 
difficult compared to a 3 month prediction—primarily due to the potential vari-
ability that can be observed over a shorter time interval.

An online consumption prediction of energy for the next day using ARIMA 
model was implemented using historical data, with the next-day prediction sup-
ported through energy load profiles [13]. Other work included analysis of exter-
nal inputs with ARIMA (ARIMAX) model to predict peak electricity consump-
tion for commercial buildings [14, 15].

Electricity consumption forecasting strategies at a national level have been 
addressed by measuring hourly consumption patterns using time-series analy-
sis [16]. The analysis shows that there was a 1000 MW difference in consumption 
between working days and weekends, with peak time on working days occurring 
around lunchtime, but on weekends, the peak occurred in the evening. A prediction 
of energy consumption and thermal comfort (PMV) of an indoor swimming pool 
was also investigated [17]. Several parameters were introduced in this study, such 
as time (minute, hour, day, month), occupancy, relative humidity, pool water tem-
perature, room temperature, air temperature, and supplied air flow rate; to predict 
electricity consumption, thermal energy consumption, and PMV using an artificial 
neural network. Furthermore, it was stated that working with hourly energy con-
sumption is better than smaller periods like minutes or seconds, to avoid noise in the 
data and improve prediction outcome [18]. Classical time-series decomposition was 
used to analyse electricity consumption of six commercial buildings [19], along with 
hourly weather data, like outdoor temperature and solar irradiation. The electricity 
consumption for residential houses in New Zealand were predicted to be 16–50% of 
the energy consumed by the residential sector in the country, and 30% globally [20].

Very short-term load forecasting (VSTLF) was identified as a useful method to 
consider, and which gives load forecast of up to one day ahead [21]. The VSTLF 
was used to analyse observations of minute-by-minute British electricity demand 
to evaluate different kinds of methods, like autoregressive integrated moving 
average (ARIMA) models and two exponential smoothing methods [22]. Linear 
regression to predict the annual energy consumption was constructed by using 
three different measurements, one day, one week, and three months [12]. It was 
shown that the accuracy of the predicted model of annual energy consumption of 
buildings were influenced by length of the measurement period being considered.

The forecasting models of 113 different studies over 41 academic papers were 
reviewed to determine which model was best suited for a specific context [23]. 
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A number of different criteria were used in this comparison, such as time frame, 
inputs, outputs, and data sample size. For energy forecasting, a number of mod-
els were preferred: multiple linear regression, time series analysis, and artificial 
neural network. It was suggested that regression models were best suited for long-
term prediction, while time series and ANN were best used for short-term predic-
tions, especially when the pattern of the electricity consumption is complex.

The ARIMA model was compared with ANN and support vector machines, and 
it was observed that the ARIMA model was superior to other methods for develop-
ing a day ahead forecast [24]. In Saudi Arabia, one month ahead forecast of peak 
load of a utility was performed, where an ARIMA model was used to produce the 
forecasts [25].

A Holt Winters smoothing model or triple exponential Holt Winters model was 
used to forecast electricity demand. These smoothing models are used widely for 
seasonal data analysis. Holt Winters exponential smoothing model was used to fore-
cast peak electricity loads for the national grid of England and Wales, to incorpo-
rate seasonal cycles of within a day and a week [26]. This model was then com-
pared with ARIMA model and it was found that Holt Winters model provided better 
results compared to ARIMA, especially when there are trends and seasonality in the 
time series. When weather data was introduced to the forecast with Holt Winters 
exponential smoothing model, it gave better forecasts than ARIMA [22].

The ARIMA forecasting model to provide a day ahead forecast was previously 
utilized with satisfactory results in other studies [27]. Although the accuracy of the 
prediction is high, the accuracy gets even better for a very short-term forecast of 
4 h ahead. Also, seasonal-related adjustments to reduce the electricity demand from 
peak periods to periods where the demand is low were developed. Panagiotidis et al. 
[27] also compared different models, e.g. ANN, ARIMA, and regression models to 
find the best prediction procedure for energy forecasting. Furthermore, they dem-
onstrated that the ANN model provided equivalent accuracy to the ARIMA model, 
but that the ANN models were more difficult to generate and maintain. The advan-
tage of the ARIMA model for supporting prediction is that it delivers a clear expla-
nation of the influence of each variable to the overall prediction result [28]. This 
explanation capability could not be obtained easily for an ANN model, primarily 
due to the significant number of additional parameters used to specify the model. 
Therefore, the ARIMA model was used as the best model in this work. Conversely, 
other researchers recommend using an ANN model. For instance, a real-time energy 
monitoring system to reduce peak demand for a large government building in the 
USA was proposed in [29]. The developed ANN model was compared with other 
forecasting models, such as a simple moving average (SMA), linear regression, and 
multivariate adaptive regression splines (MARSplines).

Different statistical and machine learning algorithms to build a forecasting 
approach for predicting the peak electricity load for specific days of the month are 
identified [30]. The suggested model predicted 74 peak days for a one-year period, 
40 of these peaks were true positives. This review also suggested that ARIMA and 
ANN models are the most frequently used techniques to forecast short term elec-
tricity demand. It was also suggested that the most important external variables 
are outdoor temperature and humidity. Lastly, the most forecasted period used by 
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researchers is between 2 to 4  weeks. Existing electricity demand prediction tech-
niques are dependent on the geographic location and the condition of the building 
itself [31].

A stochastic model to predict a “triad” peak on a daily and half-hourly basis on 
building electricity demand data from Manchester was undertaken in [32]. A “triad” 
in this context refers to the three peaks that occur between November and February 
(winter months in the UK) when electricity usage is the highest. Predicting these 
peaks also required additional data for rescheduling of building operations or use of 
alternative sources to reduce the peak. Weather data was included in this model to 
increase accuracy of ANN forecasting model. The accuracy of the model reached 
97.6%. To find suitable ranges for hyper parameters for ANN training, the authors 
performed a parametric study for each building. These parameters include the num-
ber of hidden layers, the number of neurons in each layer, learning rate and momen-
tum. The results of the study shows that the best value of the hidden layer is when 
it matches the number of additional attributes; and the best value of the number of 
neurons is when it matches the total number of attributes, with learning rate 0.3 and 
momentum equal to 0.2. This work suggested that ANN models were comparable 
with other traditional techniques such as, linear regression, support vector machine, 
instance-based learning and decision trees.

ANN models are of different types, deep neural network (DNN) is currently the 
most widely used approach, and has been shown to provide highly accurate predic-
tion over time series especially for sequential data [33]. Deep learning is a technique 
that can be used for predicting and forecasting energy for complex data and is supe-
rior to other machine learning and statistical methods [34].

A long-term forecast of annual electricity load that depends on weather param-
eters, using DNN for European countries is described in Butt et  al. [35]. Historic 
data for Germany from 2006 to 2015 is used as training data, and the DNN were 
designed with five hidden layers and 1024 hidden neurons per layer. Rahman et al. 
[36] propose recurrent neural network (RNN) models to predict medium to long 
term electricity consumption of commercial and residential buildings in Utah and 
Texas (US) on an hourly basis. Their models have some limitations, especially when 
weather patterns differ from those at the time of collecting the data. Also, the accu-
racy of the model decreases when the structure of the building is changed. Nugali-
yadde et  al. [37] forecasted electricity consumption for short-term, mid-term and 
long-term using previous electricity consumption only. The forecasting is performed 
using RNN and long short-term memory (LSTM). These two approaches were com-
pared with popular predictions models such as ARIMA, ANN, and DNN.

Phyo [38] used DNN and RNN together with long short-term memory (LSTM) to 
forecast short-term load forecasting for nonlinear data in an attempt to enhance the 
accuracy of the results. The data represents 30 min load over March 2009 to Decem-
ber 2013 from the Electricity Generating Authority of Thailand. The experimental 
results suggest that the recommended model of DNN outperforms ANN and SVM 
models.

Muzaffar and Afhsari [39] used LSTM to forecast electricity load data com-
bining with other variables such as temperature, humidity and wind speed. 
The forecast is used for short to medium term (24 h, 48 h, 7 days and 30 days). 
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Comparison of suggested model with other traditional methods was undertaken 
using accuracy measures such as RSME and MAPE. The comparison suggested 
that LSTM is better than other models with the challenge of improving the fore-
cast accuracy.

In this paper, a predictive model is proposed that aims to assist (government) 
building managers to reduce energy costs by predicting daily peak hours and the 
energy demand during those hours. The suggested model consists of three parts. In 
the first part, statistical, time series and machine learning models are developed to 
forecast the next 24 h electricity consumption. In the second part, the models will be 
compared based on their accuracy. In the third part, an analysis algorithm is applied 
to determine a building’s peak hours of energy usage. The model is evaluated using 
real weather and building energy consumption data from governmental buildings in 
Cardiff (UK).

3  Description of the buildings

Energy analysis is carried out on five government buildings, with data collected 
from utility electricity meters (kW) taken at a frequency of 30 min intervals over 
a period of 1–6 years—as summarized in Table 1 [40]. Electricity used for heating 
and cooling is an important characteristic since only electricity (i.e. not natural gas) 
data is analysed here.

Hourly weather data was collected within the proximity of buildings—the cli-
mate can vary during the warm summer months with a great chance of rainfall [41]. 
According to Köppen and Geiger, this climate and weather variables are important 
elements in forecasting models [42].

Electricity consumption is the key factor being considered in this study, as this is 
the variable to be predicted. The consumption patterns of three buildings are plotted 
in Fig. 1, where building no.1 (The Hall) had the highest usage among other build-
ings over the measured period. In the box plot of the five buildings, the first three 
buildings include data from 2014 until mid 2019, while for the fourth building (The 
Library), the electricity consumption is for approximately 6 months from the end of 
2018 until the middle of 2019 (Fig. 2). Furthermore, Building no.5 (The School) has 
data for 6 months in 2019.

Building no.1 (The Hall) has the largest electricity consumption of over 100 kW, 
while the other buildings have a consumption of between 20 and 80 kW. Also, we 
can observe that there is a similarity between years; but when we focus on monthly 
periods (Figs. 3, 4), and daily period (Figs. 5, 6), the difference between the build-
ings appears clearly.

The maximum usage varied between buildings, Building no.1 (The Hall) showed 
that weekdays (Monday to Friday) were mostly similar in consumption, while week-
ends have a lower consumption (Fig. 5). Therefore, weekend and weekday data were 
separated to better demonstrate trends in consumption. On the other hand, Building 
no.3 (Library) showed that working day trends are from (Monday to Saturday) and 
weekend only on Sunday (day no.1) in this case (Fig. 6).
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Fig. 1  Electrical consumption for three buildings for the years (2014–2019)

Fig. 2  Box-plot of yearly electricity consumption of the five buildings over 2014–2019
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The prediction methodology relies on data for Building no.1 (The Hall), with 
96,686 data points, representing half hour electricity consumption data for each day 
over the period 2014–2019.

4  Predictive Model

Given the general profile of building electricity consumption provided in the previ-
ous section, we develop a forecast of electricity consumption in kW for the next 
24 h, based on a number of different parameter values as illustrated in Fig. 8. All 
statistical analysis was carried out using the R program with significance (p) value 
of 0.05 [43]. A statistical analysis was conducted on the data sets collected for all 
variables in order to see if there were any trends or seasonal affects. The variables 
that were used in the prediction process included:

Usage (Electricity consumption in kW per half hour interval): the electricity con-
sumption of government building under study (Building no.1—The Hall) was meas-
ured using smart meters.

Day Type: represented as a number between 1 and 7, where 1 represents Sunday 
and 7 represents Saturday. Input data were classified according to day type.

Fig. 3  Box-plot of monthly electricity consumption of three buildings for the year 2014
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Time of Day: Since electricity consumption of a building was different 
throughout the day, the box-plot of hourly electricity consumption was plotted 
(in Fig. 7) showing the distribution to be normal. High consumption was shown 
at the middle of the day from 10am until 12  pm, where it reached 450  kW. A 
lower electricity consumption was observed at early morning and late night, with 
a maximum of 200 kW. Additionally, even though the maximum electrical con-
sumption was at midday, it can also reach a minimum value of zero, as weekends 
are included in this plot.

Temperature: There are many variables that can be related to weather, which 
could be used as indicators in the predicted models. Some of weather conditions 
are temperature, humidity, wind speed, wind direction, rain, barometric pressure 
and solar average. Temperature is one of the most important weather factors, as 
it directly influences electricity consumption. Exterior temperature therefore pro-
vides a useful proxy variable to capture the effects of weather.

Humidity: Humidity was used as a variable in the predicted model (over the 
period 2016–2017). This yearly data was used to represent a general trend to cap-
ture variation in humidity over the year.

Fig. 4  Box-plot of monthly electricity consumption of two buildings for the years 2018–2019
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The models that have been used to predict electricity consumption include uni-
variate time series, which depends on a historical perspective on electricity con-
sumption and the period of the year being considered, while in the regression model 
(linear and dynamic) and machine learning models, other variables are included in 
the prediction (Fig. 8) [44].

4.1  ARIMA model

The first suggested model is the autoregressive moving average (ARIMA) time 
series. More specifically, this method involves considering the dth difference 
Wt = ΔdYt as a stationary ARMA process. If 

{

Wt

}

 follows an ARMA (p, q) model, 
{

Yt
}

 ARIMA (p, d, q) process can be called. The formula of an ARIMA (p, 1, q) 
process, where Wt = Yt − Yt−1 [45] can be represented as:

where p is the number of autoregressive terms, d is the number of non-seasonal dif-
ferences needed for stationary time series representation, q is the number of lagged 
forecast errors in the prediction equation.

Wt = �
1
Wt−1 + �

2
Wt−2 +⋯ + �pWt−p + et − �

1
et−1 − �

2
et−2 −⋯ − �qet−q

Fig. 5  Box-plot of electricity consumption over weekdays for three buildings for the year 2014
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Fig. 6  Box-plot of electricity consumption during week days of two buildings for the years 2018–2019

Fig. 7  Box-plot of the hourly consumption during 2014 for Building no. 1 (County Hall)
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Instead of deciding the value of parameters p, d, and q, the “R” program has a 
function called Auto ARIMA, that is used to return the best ARIMA model accord-
ing to an information theoretic model, e.g. the Akaike Information Criteria (AIC). 
The function conducts a search over possible models within the set of solution based 
on predefined constraints [46]. Hence, AIC is an estimator of prediction error on a 
test set and is used to identify the quality of statistical models for a given set of data. 
Given a collection of models derived from the same data set, AIC estimates the rela-
tive quality of each model.

4.2  TBATS model

The second suggested model for forecasting building electricity consumption [47] is 
a modified version of the exponential smoothing time series with additional features, 
e.g. TBATS. This model is used to forecast complex seasonal time series data, such 
as those with multiple seasonal periods or where a high variation can be observed 
across seasons. The TBATS model incorporates Trigonometric functions, Box–Cox 
transformations, Fourier representations with time-varying coefficients and ARMA 
error correction. The TBATS model is as follows:

Validating Time 
Series and NN 

forecasting models

Predicted 
Training data

Learned Time 
Series and NN 

forecasting models

Training Time 
Series and NN 

forecasting models

Training Test Data

Noise 
Removal

Data 
Transformation

Building Automation 

Energy 
Consumption 

Fig. 8  Proposed forecasting workflow
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where: m1,..., mT denote the seasonal periods, �t is the local level in period t, b is the 
long-run trend, bt is the short-run trend in period t, s(i)t  represents the ith seasonal 
component at time t, dt denotes an ARMA(p, q) process, and εt is a Gaussian white-
noise process with zero mean and constant variance σ2.

The smoothing parameters are given by α, β, and γi for i = 1,..., T.

4.3  Artificial neural network

The third model used to predict building electricity consumption is artificial neu-
ral network (ANN). The ANN is used to extract nonlinear relationships between 
response and predictor through learning from historical data [48] and [29].

Deep neural network (DNN) is a popular ANN [33] and used for both medium-
term and long-term predictions. Recurrent neural network (RNN) and long short-
term memory (LSTM) network are the most used deep neural network (DNN), espe-
cially networks that adapt feedback loop from past inputs [49]. RNN and LSTM 
have surpassed other DNN models that do not employ feedback loops [50].

For benchmark comparison across models, linear regression was applied to 
the one week data set. Dynamic linear models (DLMs) and time-series regression 
(dynlm) function in R were implemented and also applied to the one-week data set. 
The DLMs are a linear regression model, in which the parameters are treated as 
time-varying rather than static [51]. In these models, the coefficients can vary in 
time. A dynamic linear model can handle non-stationary processes, missing values 
and non-uniform sampling as well as observations with varying accuracies [52].

5  Results

The implementation of the suggested model for forecasting the next 24 h of electric-
ity consumption of Building no.1—the Hall is discussed in this section. A one-week 
(168 h) uninterrupted data collection, at 30 min intervals was obtained using smart 
meters. Due to the pre-scheduled nature of daily building operations, a peak demand 
was only observed during week days (specifically Monday through Friday). There-
fore, only weekday dataset was included in the model.

y
(�)
t = �t−1 + �bt−1 +

T
∑

i=1

s
(i)
t−mi

+ dt

�t = �t−1 + �bt−1 + �dt

bt
(

1 − �
)

+ �bt−1 + �dt

s
(i)
t = s

(i)
t−mi

+ �idt

dt =

p
∑

i=1

�idt−i +

q
∑

i=1

�i�t−i + �i



6371

1 3

Forecasting peak energy demand for smart buildings  

5.1  Forecasting analysis

The electricity consumption was plotted over the period 2014–2019 (Fig.  2), and 
it was observed that the electricity consumption of the building varies from 0 to 
476.2 kW, reaching a maximum of 450 kW in 2018, 2016 and 2014, and a minimum 
of 0 in 2014, 2016, and 2017. The median values (horizontal line) are less than the 
average for all years, which equals to 189.35 kW.

Temperature is one of the most important weather factors, and available from 
June 2016 until March 2017. During this year, the lowest value occurred during 

Fig. 9  Outside temperature during 1 year for 10 months

Fig. 10  Predicted electricity 
consumption using ARIMA 
(1, 0, 2) (1, 1, 1) model, with 
forecast for next 24 h
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November with the most variability, and the highest value in July, while the least 
temperature variability was in June (Fig. 9).

The ARIMA model was applied on samples of one week electricity consumption 
of the selected building. The model that gave the best forecast with minimum error 
had the following parameters, ARIMA (1, 0, 2) (1, 1, 1). The predicted electricity 
consumption model using ARIMA model and with a forecast for next 24  h (blue 
line) is shown (Fig. 10).

The TBATS model was also applied on samples of one week’s electricity con-
sumption. The model that gave a good forecast with low error had the following 
parameters: TBATS (0, 1, 1, 1,{4, 3},{168, 24}).

To reach the most suitable ANN topology (i.e. the number of hidden layers and 
number of nodes per layer), a parametric search was carried out using a trial and 
error method, to find the most suitable configuration for the ANN. The ANN is 
trained with one layer and number of hidden neurons is varied from 10 to 50. The 
models were trained on 70% of all data, tested on 15% and validated on the remain-
ing 15%. The ANN is trained using the MATLAB 2019 Neural net fitting Toolbox 
with the following parameters: No. of Inputs = 5; No. of Outputs = 1; No. of Hidden 
layers = 1; No. of Hidden neurons = 10; Training Function: Levenberg–Marquardt 
backpropagation.

The models were trained on 90% of all data and tested on 10% of all the data. 
The LSTM is trained with the four layers with the following specifications: No. of 
Inputs = 1 (representing the time series input); No. of Outputs = 1; No. of Hidden 
layers = 4 (Sequence input layer, LSTM layer, fully connected layer, and regression 

Fig. 11  Predicted electric-
ity consumption using LSTM 
model, with forecast for next 
24 h

Table 2  One week mean 
absolute forecast errors (%) 
for electrical consumption of 
building no.1

Model MAPE Accuracy (%)

Linear regression 26.0246 74.98
Dynamic regression 5.0091 94.99
ARIMA 1.0855 98.91
TBATS 1.2172 98.78
ANN 1.6892 98.31
DNN (LSTM) 1.3804 98.62
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layer); No. of Hidden LSTM Units = 200; Solver = adam; No. of Training Iterations 
(MaxEpochs) = 250; Initial Learning Rate: 0.005; Learn Rate Schedule: piecewise; 
Gradient Threshold: 1; using the Deep Learning toolbox in MATLAB 2019 is used 
to train the network. (Fig. 11).

The 24-h forecasting mean absolute percentage error (MAPE) for the five models 
is shown in Table 2, where all errors were transformed to their absolute values. Sim-
ilar error characteristics can be observed for all models except the linear regression 
model (which has the largest errors). The MAPE for all models are also plotted in 
Fig. 12. We observe that MAPE error for ARIMA model is 1.08% (Table 2), which 
is the lowest among all models; the 24-h forecast for TBATS is 1.21%, and with a 
similar accuracy to the ARIMA model.

The resulting R dynlm function is: Consumption kW = 15.83 − (0.04 × dayw) 
− (0.31 × time) + (1.6 × L (usage, 1)) – (0.71 × L (usage, 2), where L(x, k) is lag(x, 
lag) = −  k. The model has produced high values of Multiple R2 with 97%, and 
Adjusted R2of 97%. This function requires that their arguments are time-series 
objects. The MAPE forecast error for dynamic regression model was 5%, which 
implies that this model is also suitable for predicting electricity consumption.

Applying linear regression to the one week data set resulted in a signifi-
cance model with p < 0. The resulting regression equation is: Consumption 
kW = 333.71 − (11.6 × dayw) − (1.2 × time) + (5.3 × Temperature)  –  (0.23 × humid-
ity). The forecast MAPE of linear regression model was 26.02% (Table 1), which 
is the highest among all models. The predicted ANN model is illustrated in 
Fig. 12—the black line, with MAPE of 1.68%. The predicted curve of the five mod-
els; ARIMA, TBATS, ANN, dynamic regression, and linear regression are plotted 
in Fig. 13. The ARIMA, TBATS, ANN and dynamic regression are predicting the 
original data better than the linear regression (purple line).

Fig. 12  Mean absolute error (%) for one-week electrical consumption of the five models
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5.2  Peak forecasting for buildings

We apply the same models to the other four buildings with different input data 
according to the working days of the building involved. It was observed that each 
building had its own working days (Figs. 5, 6). The weekdays and weekends for 
each building are shown in Table 3.

From the error metrics and the forecast plot, it was observed that ARIMA, 
TBATS and ANN models provide the lowest error among the other predictive 
models. Therefore, ARIMA will be used to find the peak demand for all the five 
buildings; since it gives the least MAPE for all buildings.

Fig. 13  Electrical consumption 
for one week of building no. 
1 compared with the five sug-
gested models

Table 3  Building weekdays and 
weekends

Building Weekdays Weekends

County hall Monday–Friday 5 days Saturday and Sunday
New library Monday–Saturday 6 days Sunday
Channel view Monday–Friday 5 days Saturday and Sunday
Old library Monday–Saturday 6 days Sunday
School Monday–Friday 5 days Saturday and Sunday

Table 4  Peak and valley hours for the next 24 h with the predicted electrical consumption for the five 
buildings

Building Peak hour Prediction consumption Valley hour Prediction consumption

County hall 11 294.322 3 and 23 136.491
New library 10–13 50.391–55.142 3 and 19–22 7.964–8.215
Channel view 11–13 and 15–18 9.729–11.697 3–6 and 23 1.129–1.196
Old library 13–15 44.130–45.605 5–8 12.013–12.387
School 12 10.254 2–6 and 22 3.123–3.397
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The ARIMA model was then used to find the highest (peak) and lowest (valley) 
hours of electricity consumption for the next 24 h for the five buildings. The peak 
and valley hours are described in Table 4 and Fig. 14. To ignore the small peaks and 
large values, the maximum of all peaks and the minimum of all valleys will be com-
puted. There is a large peak in the midday hours (10-1) for all buildings in Table 4.

Fig. 14  Peak hours and valley hours for the next 24 h for the five Buildings

Fig. 15  Box-plot of the electri-
cal consumption during the four 
seasons
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Also, some buildings (e.g. Building no. 5—The channel) can have two peaks 
(11–1 and 15–18). Similarly, we can see two valleys, one in the afternoon (from 3 to 
6 pm) and the other is at night (around 11 pm). Furthermore, electricity consump-
tions of the four seasons (summer, autumn, winter, and spring) were compared in 
Fig. 15 for Building no.1—The Hall. It can be observed that medians of these sea-
sons are approximately the same, except for the difference in the maximum values 
and the deviation of seasons. For example, the winter had the largest and lowest val-
ues of the electrical consumption. It was also found that the mean value for electric-
ity consumption observed across the four seasons had a small variation.

6  Discussion

This paper proposes a mixed predictive approach to forecast the peak energy 
demand for five large government buildings. Time-series models such as ARIMA 
and TBATS provide the lowest error in this instance, which is the short term predic-
tions (24 h). Prediction of electricity consumption using ANN and LSTM networks 
are not too far from the time-series models with 98% and 98.5%, respectively. These 
results aligns with those reported in [38], as their comparison showed that ARIMA 
performed very well for short term. However, when the time interval of predic-
tion increases, ARIMA does not exhibit good performance compared to RNN and 
LSTM. Overall, DNN outperformed other models with average root-mean-square 
RMSE reaching 0.1, especially for mid-term and long-term predictions.

The results of accuracy of all models especially ARIMA, ANN, and LSTM are 
competitive with other benchmarks. For example, in [32] the accuracy of their ANN 
model reach 97.6%, while the accuracy of our ANN is reaching 98.31%. Further-
more, MAPE for LSTM of [5] is about 1.522, while the MAPE of our LSTM is 
1.3804, and the MAPE of their ARIMA models is 5.42 in average, while the MAPE 
of our ARIMA is 1.0855. [29] as we mentioned before compared ANN with other 
forecasting models, they got the best MAPE for ANN of 3.9 while other models 
like, simple moving average, linear regression, and multivariate adaptive regression 
their MAPE was 26.2%, 45.1%, and 22.5%, respectively.

The five buildings that have been chosen for this work are representative of other 
similar buildings in Cardiff. Understanding the electricity usage of these will pro-
vide a useful template for other types of similar built assets. These outcome of the 
analysis can be used in a number of ways:

• Understanding peaks will enable building managers to understand when addi-
tional sources (e.g. battery storage) can be integrated into the building;

• Understand how peak tariffs will influence the overall cost of operational man-
agement of the building—as reported in other literature (e.g. for predicting Triad 
peaks in building) [32].

• Understand how user behaviour can be influenced any reporting on peak usage—
and therefore enabling users to become more active “consumer” of energy in the 
building.
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• Other building types—e.g. Community Library in a city environment vs. a 
School has very different energy consumption patterns. The choice of the build-
ings in our study is also intended to reflect this diversity in building usage.

7  Conclusion

Smart meter data is used to undertake peak energy forecasting for a group of govern-
ment buildings in Cardiff, UK. The proposed models are used to predict peak elec-
tricity power (kW) for the next 24 h, in order to give building and facilities managers 
the ability to minimize the peak demand for the next day (and to utilize alternative 
sources of energy to reduce tariffs – such as energy storage or renewables). Suitable 
strategies for developing models in this instance include: linear regression, dynamic 
regression, ARIMA, exponential time series (TBATS), ANN, and LSTM as a kind 
of deep neural network. The time-series models (ARIMA and TBATS) showed a 
very high accuracy, approximately 99%; followed by LSTM and ANN with an accu-
racy of 98.31% and 98.62%, while dynamic regression showed an accuracy reaching 
94.99%. Linear regression was the worst performing, with an accuracy of 73.98%.

To predict the peak demand for the next 24 h, the ARIMA model was executed 
over a 168 h (one week) of uninterrupted data for the five buildings. An initial analy-
sis was carried out on this data to find the peak and valleys hours during the next 
24 h for these buildings, which was found to vary according to working hours—i.e. 
weekdays versus weekends.

The time series, ANN and LSTM models are very suitable for use in these kinds 
of buildings to predict peak electricity demand. Our future work will involve devel-
oping a recommendation system, to offer to the end-user, a forecast of the day ahead 
demand load as a mean to estimate peak consumption for the next 24 h, facilitating 
the shift of the high loads from peak periods to periods where the load is low.
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