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Abstract For 3-D videos, one commonly used representa-
tion method is texture videos plus depth maps for several
selected viewpoints, whereas the other viewpoints are syn-
thesized based on the available texture videos and depth
maps with the depth-image-based rendering (DIBR) tech-
nique. As both the quality of the texture videos and depth
maps will affect the quality of the synthesized views, bits
allocation for the depth maps become indispensable. The
existing bits allocation approaches are either inaccurate or
requiring pre-encoding and analyzing in temporal dimen-
sion, making them unsuitable for the real-time applications.
Motivated by the fact that different regions of the depth
maps have different impacts on the synthesized image qual-
ity, a real-time macroblock level bits allocation approach is
proposed, where different macroblocks of the depth maps
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are encoded with different quantization parameters and cod-
ing modes. As the bits allocation granularity is fine, the R-D
performance of the proposed approach outperforms other
bits allocation approaches significantly, while no additional
pre-encoding delay is caused. Specifically, it can save more
than 10 % overall bit rate comparing with Morvan’s full
search approach, while maintaining the same synthesized
view quality.

Keywords 3-D video coding · Bits allocation ·
Macroblock level · Real-time · R-D optimization

1 Introduction

3-D video is a set of motion pictures that provide the illusion
of depth perception for the video content. The first step of
introducing 3-D video could be regarded as the stereo video
system, which is attracting lots of attention due to its suc-
cess in the real-world applications, such as in 3-D cinema.
Stereoscopic video allows the viewers to view the scene
from one fixed viewpoint, where the next step of the 3-D
video would be multiple viewpoint video, or even arbitrary
viewpoint video. For the multiview system, one of the major
challenges is how to represent the tremendous amount of
information with limited bit rate resource. Simulcast coding
scheme or more advanced multiview video coding (MVC)
[1, 2] are possible solutions. In MVC, besides the temporal
correlation, the interview correlation is also exploited to fur-
ther enhance the compression performance. Both simulcast
and MVC, however, require a bit rate that is proportional
to the number of views [3], which means for the applica-
tions with large number of views, the generated bit rate
is enormous. One commonly used technique to reduce the
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3-D bit rate is depth-image-based rendering (DIBR) [4],
such as 3-D warping, which uses texture videos plus depth
maps to synthesize other viewpoint videos, it is a promising
solution, because it can represent the large viewpoint scenes
with much less data than that of only using the simulcast or
MVC.

The texture-plus-depth format, the 3-D representation
scheme used in this paper, has one texture video and depth
map at each captured viewpoint, where the depth map is
a 2-D grey image recording the distance of objects from
capturing devices. The encoded texture and depth video
sequences can enable the decoder to synthesize any inter-
mediate virtual views via the DIBR technique. This format
is currently the chosen format for 3-D scene representa-
tion in the free viewpoint video (FVV) working group in
MPEG.

Due to the popularity of the texture-plus-depth format,
many research works on how to compress the depth maps
in an efficient way have been carried out. These depth cod-
ing methods include using depth-adaptive reconstruction
filter [5] to replace erroneous pixels, introducing allowable
depth distortion to lower the bit rate [6], and using lin-
ear modeling functions to represent the depth maps [7].
In [8], motivated by the fact that the depth maps are not
perceived by the viewers but only supplement data for
view synthesis, instead of using the distortion of the depth
map itself, the authors proposed to evaluate and use the
distortion of the synthesized view in the coding mode selec-
tion step, where rate-distortion optimization is used; later
in [9], the synthesized view distortion was modeled at
pixel-level and in a more accurate way, which eventually
leaded to better overall rate-distortion performance than that
of [8].

In the texture-plus-depth format, the depth maps are
always used together with the associated texture videos,
and both the texture videos and the depth maps quality
will affect the synthesized view quality. So, prior to the
compression technique of the depth map itself, one more
fundamental problem needs to be addressed is how to allo-
cate bit rate for the depth maps. A heuristic approach with
fixed ratio (5:1) bits allocation between texture videos and
depth maps was used in [10]. Later, Morvan [11] proposed a
full search algorithm to find the optimal quantization param-
eter (QP) pair for texture videos and depth maps. However,
this algorithm assumes that a real view exists at the synthe-
sized viewpoint, and the distortion of the synthesized virtual
view is evaluated using mean squared error (MSE) between
the synthesized virtual view and its corresponding real view
in order to do the optimization. In [12], Liu proposed a dis-
tortion model to estimate the distortion of the synthesized
views without the need of comparing the synthesized view
with its corresponding real view. A fast bits allocation algo-
rithm was proposed in [13] to reduce the complexity, where

the allocation performance is comparable with that of [12].
In recent work [14], a region-based view synthesis distortion
estimation approach and a general R-D property estimation
model is proposed, the reported results in [14] show that it
can provide better R-D performance than [12] with lower
computational cost. There are, however, some major issues
in all the above mentioned bits allocation approaches, one is
that [11–13] need to pre-encode and analyze a certain num-
ber of frames of the encoded video sequence, which makes
them not suitable for the real-time 3-D streaming applica-
tions; another is that the granularity of bits allocation in
[11–14] is frame level, which means that the same QP is
used for the whole frame. In the 3-D scenes, the importance
of different regions in the same depth map is usually differ-
ent, and the same level of depth map distortion in different
regions may lead to different level of rendering view distor-
tion. To address these two issues, a Real-Time Macroblock
(MB) level Bits Allocation (RT-MBA) approach for depth
maps is proposed in this paper, where different amount of
bit rate is allocated to different regions of the depth maps.
The allocation is based on the texture video QP and other
texture video characteristics and using the synthesized view
R-D optimization. The preliminary version of this work was
presented at [15].

The rest of the paper is organized as follows. The pro-
posed approach is presented in Section 2. In Section 3
experimental results validating the proposed approach are
given. Finally, conclusions are drawn in Section 4.

2 Proposed Real-time Macroblock level Bits Allocation
Approach

2.1 Distortion Model for Synthesized View

In order to optimally allocate the bits for the depth maps, the
distortion model for the synthesized view will be required.
Given that the proposed RT-MBA approach aims to do bits
allocation at MB level, then the distortion modeling unit
should not be larger than one MB. The synthesized view
distortion will be estimated without comparing the virtual
view with its corresponding real view, as in [9, 12, 13],
because in practical applications, the existence of the real
view is not guaranteed. Based on the above requirements,
we select the synthesized view distortion model presented
in [9], where the distortion is modeled at pixel level, and
it mimics the view synthesizing process with sub-pixel
interpolation.

The distortion of the synthesized view will be the sum
of squared distance (SSD) between two versions of the
synthesized view; the first version, denoted by Vx′,y′ , is
synthesized from the original texture videos and the depth
maps; whereas the other is generated from the compressed
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version of the decoded texture videos and their associated
depth maps, denoted by Ṽx′,y′ . The SSD in this case is:

SSDV =
∑

(x′,y′)

∣∣∣Vx′,y′ − Ṽx′,y′
∣∣∣
2

=
∑

(x,y)

∣∣∣fw(C, Dx,y) − fw

(
C̃, D̃x,y

)∣∣∣
2

(1)

where C and D indicate the original color video and the
depth map, respectively; whereas C̃ and D̃ denote the
decoded color video and depth map, respectively;

(
x′, y′)

is warped pixel position for the synthesized view V corre-
sponding to (x, y) in C and D by the predefined warping
function, fw, and (x, y) is the pixel inside the current
non-synthesized macroblock B. As in [9], the Eq. 1 can
be further simplified as SSDV = Et + Ed , with Et =
∑

(x,y)

∣∣∣fw(C, Dx,y) − fw

(
C̃, Dx,y

)∣∣∣
2
, denoting the dis-

tortion caused by the compression of the texture videos, and

Ed = ∑
(x,y)

∣∣∣fw

(
C̃, Dx,y

)
− fw

(
C̃, D̃x,y

)∣∣∣
2
, denoting

the distortion caused by the compression of the depth maps.
In the 1-D parallel camera setting configuration, the 3-

D configuration used in this paper, the synthesized view
distortion that caused by the depth maps can be further
approximated as [9]:

Ed ≈
∑

(x,y)

∣∣∣C̃x,y − C̃x−�p(x,y),y

∣∣∣
2

(2)

where �p denotes the translational horizontal rendering
position error. It is already proven that it is proportional to
depth map error:

�p(x, y) = α ·
(
Dx,y − D̃x,y

)
(3)

where α is a proportional coefficient determined by the
following equation:

α = f · L
255

(
1

Znear
− 1

Zfar

)
(4)

with f being the focal length, L being the baseline between
the current and the rendered view, Znear and Zfar being
the values of the nearest and farthest depth of the scene,
respectively. Finally, the value of Ed can be approximated
as [9]:

Ed ≈
∑

(x,y)

|�p(x, y)|
2

×
(∣∣∣C̃x,y − C̃x−1,y

∣∣∣ +
∣∣∣C̃x,y − C̃x+1,y

∣∣∣
)

(5)

2.2 Optimal Bits Allocation for the Depth Maps

In the proposed RT-MBA approach, we optimally allocate
bit rate for the depth maps at MB level. To find the opti-
mal bits allocation, the following constrained minimization
is formulated.
{

min SSDV

subject to Rt + Rd = RB
(6)

where Rt and Rd denote the amount of bits used to encode
the MB’s texture and depth map, respectively; RB is the
total number of bits dedicated for both texture and the depth
map for the current MB B. For the term SSDV , it is a con-
vex function of bit rate, because Et is a convex function,
whereas for the term Ed , it is observed that its relationship
with bit rate is also convex. Two examples of Ed versus bit
rate are demonstrated in Fig. 1. In the figures, the achievable
Ed versus bit rate performance is marked as red curve, and
it is observed that this curve, which is formed by the convex
hull of all the rate distortion points, is convex.

Therefore, this problem can be solved by means of
the standard Lagrangian approach by minimizing the cost
function:

J = SSDV + λ(Rt + Rd) (7)

where λ is the Lagrangian multiplier. Imposing �J = 0 we
get:

∂J

∂Rt

= ∂Et

∂Rt

+ λ = 0 (8)

∂J

∂Rd

= ∂Ed

∂Rd

+ λ = 0 (9)

By combining (8) and (9) we can conclude that in order to
minimize J the following condition must be satisfied:

∂Ed

∂Rd

= ∂Et

∂Rt

= −λ (10)

This means that the slope of the distortion of the texture
versus its bit rate should be equal to the slope of the depth
distortion versus its bit rate. This slope is λ, the Lagrangian
multiplier, and for H.264/AVC it is given by [16]

λ = 0.85 · 2(QPt−12)/3 (11)

with QPt being the quantization parameter of the texture
videos. Combining Formula (10) and (11), we can get

∂Ed

∂Rd

= −λ = −0.85 · 2(QPt−12)/3 (12)

This means that for a fixed QPt for the texture video, we
need to find a combination of QP and coding mode for the
depth map that satisfies the Eq. 12. Therefore, finding the
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Figure 1 Two examples of Ed

versus bit rate, different QPs and
coding modes are used to
generate different pairs of bit
rate and Ed . The red curves
represent the best achievable
performance curve, formed by
the convex hull of all the rate
distortion points.
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optimal allocation of the bit rate for the depth map requires
the QP value and the coding mode that minimize the cost
function J ′

J ′ = Ed + 0.85 · 2(QPt−12)/3 · Rd (13)

Based on this, the optimal encoding option for the depth
maps, O∗ could be denoted as follows:

O∗ = arg min
o∈�

J ′ (14)

where the possible candidates of QP (QPd ) and encoding
mode (m) pairs are � = {(QPd, m) | QPt − T ≤ QPd ≤
QPt + T , m ∈ MODE}, with T being the searching range
of the QP for the depth map (T = 14 is used this arti-
cle), and MODE being all the available prediction coding
modes for the current type of slice. Typically, decreasing
the texture QP also requires decreasing the depth map QP,
this is reasonable as high quality texture videos also require
high quality depth maps to achieve high overall R-D per-
formance, whereas for low quality texture videos, providing
high quality depth maps may not synthesize to high quality
virtual views. For this reason, QPt is set to be at the middle
point of the searching range. Thus, the full search algorithm
becomes trying all the QP and coding mode pairs, and select
the pair that leads to minimal J ′, and using this QP and cod-
ing mode could lead to optimal bits allocation for the depth
map.

2.3 Fast Algorithm for QP and Coding Mode Selection

The number of possible QP and coding mode combina-
tions is large, which means the computational complexity
of the full search algorithm is high. Nevertheless, it is
observed that the optimal coding modes for adjacent QPs
are highly correlated. In other words, the selected coding
modes for QPd and QPd ± 1 are with high probability the
same. Inspired by this observation, the number of tested QP
and coding mode pairs will be reduced. To do this, firstly,
we down-sample the possible QP range, which means that

the new QP candidates for depth maps become ZQP =
{QPi, i = 1, 2, 3...}. The down-sampling process could be
uniform or nonuniform, in this article, for simplicity, uni-
form down-sampling is used so as to have five QPs to test,
which means ZQP = {QPt − T , QPt − T/2, QPt , QPt +
T/2, QPt + T }. After down-sampling, for each QPi the R-
D optimization is carried out. In order to demonstrate the
simplified algorithm, let us assume that the optimal coding
mode is Mi for QPi . Secondly, each Mi will be com-
pared with the following one, i.e., Mi+1, for i = 1, 2, 3, 4.
For example, if Mi = Mi+1, for all the {QPd |QPi <

QPd < QPi+1}, the only available coding mode is Mi ;
whereas if Mi �= Mi+1, the possible coding modes could
be either Mi or Mi+1. Finally, for the refined set of QP
and coding mode pairs, the one that leads to the minimal
J ′ will be used to encode the current MB’s depth map. The
detailed procedure of this fast bits allocation algorithm is
depicted in Algorithm 1. It is also found that, the signif-
icant computational complexity reduction is not obtained
by sacrificing the overall bits allocation performance, and
this will be demonstrated by the experimental results in
Section 3.

3 Experimental Results

In the experiments, we use the video sequences: BookAr-
rival, Kendo, Pantomine, Newspaper, Poznan Street and
Ballet, and the detailed test setting is listed in Table 1. The
proposed algorithm is implemented based on H.264/AVC
reference software JM 14.0 [17], and View Synthesis Ref-
erence Software [18] is used for view synthesis. The per-
formance of the proposed approach is obtained by using
its fast algorithm described in Section 2.3 if not otherwise
noted.

In the first set of experiments, we compared the R-D
performance of the proposed bits allocation algorithm with
fixed ratio 5 : 1 bits allocation method and full search
algorithm [11]. The results of bits allocation schemes in
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Algorithm 1 Fast bit rate allocation algorithm
for QPi ∈ ZQP do

encode current MB with QPi and R-D function (13);
record the minimal cost RDcost [QPi] ⇐ J ′;
record the optimal coding mode mode[QPi] ⇐ O∗;

end for
/∗ j is the index of sub searching range after down-
sampling ∗/
for j = 1 to 4do

for qp i = QPj to QPj+1do

encode macroblock with qp i, mode[QPj ],
mode[QPj+1];
RDcost 1 ⇐ R-D cost using coding mode
mode[QPj ];
RDcost 2 ⇐ R-D cost using coding mode
mode[QPj+1];
RDcost [qp i] ⇐ min(RDcost 1, RDcost 2);
if RDcost 1 < RDcost 2 then

mode[qp i] ⇐ mode[j ];
else

mode[qp i] ⇐ mode[j + 1];
end if

end for

end for
cost ⇐ ∞; /∗ select the pair leads to minimal cost ∗/
for qp i = QPt − T to QPt + T do

if RDcost [qp i] ≤ cost then

cost ⇐ RDcost [qp i];
QP ∗ ⇐ qp i;
mode∗ ⇐ mode[qp i] ;

end if

end for
encode current MB with QP ∗ and mode∗ ;

[12–14] are not reported, because as reported in [13, 14],
these methods are less performing than [11] in terms of
the R-D performance. The R-D curves of different bits
allocation algorithms are reported in Fig. 2. Comparing
the proposed RT-MBA approach with Morvan’s full search
algorithm, it is noted that to get the same synthesized
view quality, 10 % to 20 % overall bit rate is saved for
the video sequences BookArrival, Kendo, Pantomine and
Newspaper and PoznanStreet, whereas more than 40 %
overall bit rate can be saved for the Ballet sequence. This
is because for the Ballet sequence, the quality of the depth
map has a big impact on the synthesized view, and it requires
more bit rate than the texture videos in order to get the
best R-D performance. This is the reason for which Bal-
let has more gain than the other sequences, for which the
depth maps only account for about 20 % of the texture
bit rate.

In Table 2, we compare the R-D performance of the
proposed RT-MBA approach with Byung’s algorithm [9].
Three separable methods have been proposed in Byung’s
article [9], it is important to note that the second and third
methods can also be jointly applied with the proposed RT-
MBA approach, so we compare the RT-MBA approach with
the first method of [9], which is the main contribution of
Byung’s article, without using the second and third methods.
In Byung’s Method, the coding mode of each MB’s depth
map is optimally selected based on the new synthesized
view distortion model, while the QP value for the whole
depth map is fixed, which is pre-assigned. Thus, Byung’s
algorithm does not have the functionality of optimal bits
allocation for the depth maps.

To have a fair comparison between the RT-MBA
approach and Byung’s algorithm, the same QP is used
for the texture videos, while for the depth maps, firstly
we encode the depth maps with the proposed RT-MBA
approach, then for depth coding of Byung’s algorithm, we
use the QP parameter, which generates more bits than the
proposed RT-MBA approach. This procedure ensures fair
comparison by favoring Byung’s algorithm. Nevertheless,
as reported in Table 2, in spite of the fact that RT-MBA
approach has 6.88 % less bits for the depth maps, the aver-
age synthesized view PSNR is 0.40 dB higher than Byung’s

Table 1 The experimental environments for the simulations.

Sequences BookArrival Newspaper Kendo Pantomine PoznanStreet Ballet

Resolution 1024 × 768 1024 × 768 1024 × 768 1280 × 960 1920 × 1088 1024 × 768

GOP size 8 15 15 15 12 8

Frame 1 − 60 1 − 60 1 − 60 1 − 60 151 − 210 1 − 60

Intra period 8 15 15 15 12 8

View No. (I-P) 10 − 8 2 − 4 1 − 3 39 − 41 3 − 5 0 − 2

Frame rate 16.7 30 30 30 25 15
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Figure 2 R-D performance of different bits allocation algorithms; (a) BookArrival, (b) Kendo, (c) Pantomine, (d) Newspaper, (e) PoznanStreet,
(f) Ballet.
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Table 2 Performance comparison between the proposed RT-MBA approach and Byung’s approach (Method-1) [9].

Video sequence Texture Bit rate of RT-MBA Bit rate of Byung’s RT-MBA PSNR Byung PSNR

QP (Kbps) (Kbps) (dB) (dB)

BookArrival 24 560.96(−8.78 %) 614.96 41.84(0.37) 41.47

28 367.71(−1.50 %) 373.33 40.24(0.57) 39.81

32 242.15(−6.67 %) 259.48 38.41(0.30) 38.11

Kendo 24 764.18(−5.65 %) 809.99 45.09(0.40) 44.69

28 458.10(−1.05 %) 463.00 43.24(0.13) 43.11

32 283.03(−3.48 %) 293.25 41.23(0.06) 41.17

Pantomine 26 2121.50(−8.33 %) 2314.36 41.21(0.02) 41.19

30 1057.25(−10.14 %) 1176.60 40.51(0.03) 40.48

34 498.87(−12.96 %) 573.18 39.35(0.06) 39.29

Newspaper 24 1257.58(−3.47 %) 1302.81 40.17(0.25) 39.82

28 709.16(−7.27 %) 764.81 38.52(0.29) 38.23

32 400.06(−6.45 %) 427.65 36.79(0.13) 36.66

PoznanStreet 26 3002.80(−8.26 %) 3273.48 39.49(0.36) 39.13

30 1560.74(−13.61 %) 1806.64 37.71(0.18) 37.53

34 806.50(−0.64 %) 811.72 36.00(0.15) 35.85

Ballet 24 2233.47(−3.72 %) 2319.85 40.26(1.77) 38.49

28 1542.16(−7.06 %) 1659.33 38.59(1.14) 37.45

32 1102.65(−2.04 %) 1125.72 37.13(1.09) 36.04

Average − 1053.8(−6.88 %) 1131.7 39.76(0.40) 39.36

method. This results serve to demonstrate the importance
of using different QPs for the different regions of the depth
maps.

The fast algorithm described in Section 2.3 could
decrease the computational complexity significantly by
reducing the number of coding mode options. Neverthe-
less, the complexity reduction is not obtained by sacrificing
the overall bits allocation performance too much. Figure 3
reports the synthesized view PSNR versus the overall bit
rate, including the texture videos and the depth maps, for

the full version RT-MBA approach algorithm and its fast
algorithm. The two curves are nearly overlapped for both
the BookArrival and Kendo sequences. Whereas the for the
Ballet sequence, the full version curve is about 0.2 higher
than that of the fast algorithm. This is because for the Ballet
sequence, the depth map accounts for more than 50 % of the
total bit rate. For the video sequences Pantomine, Newspa-
per and PoznanStreet, the two curves are almost overlapped,
the same as the BookArrival and Kendo sequences, so they
are not reported here.
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Figure 3 Synthesized view PSNR versus overall bit rate for the RT-MBA approach and its fast algorithm; (a) BookArrival, (b) Kendo, (c) Ballet.



134 J Sign Process Syst (2014) 74:127–135

4 Conclusions

In this paper, a bits allocation scheme for the depth maps in
the texture-plus-depth format has been proposed. The pro-
posed scheme allocates the bit rate resource in real-time
fashion. Moreover, the resource allocation granularity is at
MB level, which makes the proposed allocation scheme
quite accurate. To reduce the computational complexity
of the proposed full search algorithm, a fast implementa-
tion algorithm has been introduced, which can reduce the
complexity significantly while maintaining the R-D perfor-
mance. Experimental results have demonstrated that R-D
performance of the proposed scheme is higher than other
3-D bits allocation algorithm.
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