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Introduction
Dataflow

Dataflow
Formal Model of Computation (MoC)

Explicit spatial and temporal
parallelism
Static or dynamic actors

Execute actions (“fire” actions)

Firing rule
Enough tokens in input FIFOs
Enough space in output FIFOs
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Introduction
Dataflow Model of Computations

Dynamic MoC
X Expressivity

× Analyzability

Static MoCs
× Expressivity

X Analyzability
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Introduction
Heterogeneous Multi-processor platform

Platform components
General purpose processors

Custom processors (ASIP)

Hardware accelerators
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Introduction
Dataflow Mapping and scheduling

Actor mapping
Equivalent to graph partitioning
problem

NP hard

Computational load over
processors

Communication load /
connectivity of actors

Platform characteristics
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Introduction
Dataflow Mapping and scheduling

Different kinds of mapping
Static mapping (at compile time)

On-the-fly mapping (at run-time)

Hybrid mapping (mix of two above)

Runtime mapping
Runtime remapping

Ability to change the mapping during the execution of the application
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Introduction
Communication model
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Linit
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Bus

Analytical model
Generic and parametric
communication model

Link between use-rate and latency

Communications of a NoC or a
bus

fcl(x) =

{
y1 if x ≤ threshold(UT )
y2 otherwise

(1)
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Related work

Table: Various approaches for the mapping of streaming applications

Ref. MoC Platform Comm. Map.

[18], [8]-2008 SDF Fixed-Homo N/A Static
[3]-2010 N/A Generic-Heter NoC On-the-fly
[10]-2008 N/A Fixed-Heter Constant On-the-fly
[17]-2013 SDF Generic-Heter NoC Hybrid
[15]-2012 KPN Fixed-Homo NoC Hybrid
[20]-2011 SADF Generic-Heter N/A N/A
[21]-2013 DPN Generic-Homo Constant Hybrid
[1]-2013 KPN Generic-Heter Yes Hybrid
[4]-2011 N/A Fixed-Homo NoC Hybrid
[2]-2012 KPN Fixed-Heter Yes N/A
[16]-2010 N/A Fixed-Heter N/A Hybrid
[7]-2012 SDF Generic-Heter IPC Hybrid
[13]-2013 KPN Generic-Homo Constant Hybrid
[9]-2014 DPN generic-Heter Yes Hybrid
[14]-2015 KPN Generic-Heter Constant Hybrid+R
[5]-2013 SDF Generic-Homo NoC Hybrid+R
Ours DPN Generic-Heter Yes Hybrid+R
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Move-based algorithm
Overview

PP Algorithm

Application 
model

Architecture 
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Profiling
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Initial mapping
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xcf
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current

mapping
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Communication
model

1
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3

At design time
Application model

Architecture and communication
model

Application profiling

At run time
1 Pre-Processing (PP)
2 Runtime Mapping Initialisation

(RMI)
3 Runtime Remapping (RR)
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Move-based algorithm
Parameters and evaluation metrics

W i = ∑
j∈P

Ri ∗Tij ∀i ∈ A (2)

memUsagej = ∑
i:P[i]=j

Csi < ICachej ∀j ∈ P

(3)

compTj = ∑
i:P[i]=j

Ri ∗Tij ∀j ∈ P (4)

commTj = ∑
i:P[i]=j

0.5∗ fcl(x)∗ comm(i)∗Tc (5)

Periodj = compTj + commTj ∀j ∈ P (6)

Th =
1

max
j∈P

(Periodj)
(7)

Parameter Definition
DPN application graph (DPNapp)

|A| Number (Nb) of actors
|F| Nb of FIFO channels

Architecture graph (arch)
|P| Nb of processors
ICachej Instruction cache size of proces-

sor j
Profiling data (profile)

Ri Mean number of firings of actor i
W i Total computation cost of actor i
Csi Instruction code size of actor i
Tij Mean execution time of actor i

on processor j
Tc Communication time per token

Evaluation metrics
compTj computation time of processor j
commTj communication time of proces-

sor j
comm(i) total number of tokens trans-

ferred on the communication
media of actor i
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Move-based algorithm
Parameters and evaluation metrics

Comp. time

Comp. time

Comp. time

Comm. time

Comm. time

Comm. time

P3

P1

P2

t
Maximum Period

Objective
Minimize the maximum period

Kevin J. M. Martin (UBS/Lab-STICC) Move Based Algorithm for Runtime Mapping of Dataflow Actors GT OSI 16 / 34



Move-based algorithm
Pre-processing - PP

Objective
Find the lower bound period, the unreachable lowest period to define the
processing budget for all processors

Assumptions
Profiling of the execution time of each actor on each processor
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Move-based algorithm
Runtime mapping initialization - RMI

Objective
Find rapidly a good initial mapping

Greedy algorithm + speculative approach
relies on a factor called alpha (α), a ratio of processor cycle budget
considered during the first step (computing-oriented) mapping

takes into account both computation and communication workloads

performs both actor and data mappings
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Move-based algorithm
Runtime mapping initialization - RMI

Two phases algorithm
1 Computation phase
2 Communication phase

1) Computation phase
1 Sorting actors according to their

total computation cost (bubble
sort)

2 Map the first actor to its best
processor

3 Update the processing use until
α

2) Communication phase
1 Sorting remaining actors

according to their total
communication use

actors on same processor⇒
communication time = 0
actors on different processors
⇒ “bet” with communication
model

2 Map the first actor to the
processor with least
communication

3 Update the processing use
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Move-based algorithm
Algorithm principle

During application execution
System monitoring and application profiling (workload)

Unbalancing load over the processors⇒ Remapping needed?

Runtime remapping
Inspired by the Fiduccia and Mattheyses algorithm (FM), a famous
partitioning algorithm used in VLSI [6]

Only one actor is allowed to move from one processor to another

Actor move⇒ Gain but also Cost

Balance between migration cost and performance improvement

Costremap = max(gainT (i)) (8)
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Runtime remapping - RR
Finding the possible moves

Modified FM algorithm

FM algorithm Our algorithm

Cell move Actor move
2 partitions n processors
All cells Only actors on the proces-

sor with maximum period
Off-line At runtime

Consider the processor with the maximum period
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Runtime remapping - RR
Trade-off between migration cost and performance improvement

Actor move decision
1 Unlock all actors in the list of actor move candidates
2 For each actor

Compute the gain of performance and a migration cost
lock actor

3 Find the maximum gain

Migration cost
All the binary code of actors are contained in a shared memory

Migration cost = function of cache miss that happens when moving actor
from one processor to another one
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Move-based algorithm
Runtime remapping - RR

Costmig(i) = fcl(x)∗Csi (9)

PerG(i) = maxPerI−maxPerN(i)
(10)

gainT (i) = N ∗PerG(i)−Costmig(i)
(11)

Where

Csi : size of the binary code of
actor i

fcl(x): communication latency

maxPerI: maximum period before
actor move

maxPerN: maximum new period

The cost is smoothed over N
periods
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Results
Setup environment

Tools
SDF3 tool [19]: generated dynamic dataflow applications
ORCC [11]: real dataflow applications

MPEG4 Part 2 Simple Profile (MPEG4-SP)

System-Level Architecture Model (S-LAM) [12]
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Results
The need of runtime remapping
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Results
Results on MPEG4-SP

Properties of MPEG4-SP video decoder

Decoder Profile YUV #Actors #FIFOs
MPEG4 Part 2 SP yes 41 104

Accelerators used in platform 7.1

Platform MB1 MB2 MB3 MB4 MB5 MB6 MB7
7.1 Merger IDCT Parser Inter IQ+IAP Add IDCT

Profiling workload
AT10: Average time updated after 10 frames

SWT10: Sliding Window Time, last 10 frames
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Results
Results on MPEG4-SP/ Foreman
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Results
Results on MPEG4-SP/ Stefan
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Results
Results on MPEG4-SP/ Coastguard
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Summary

Move based algorithm for runtime (re)mapping of dataflow actors
Profiling / monitoring of the application
Fast algorithm

Take into account migration cost when moving actors
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