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The topic of the 2020 IEEE International Workshop on 
Machine Learning (MLSP 2020), which was the 30th 
workshop in the series, was at the intersection of Machine 
Learning (ML) and Signal Processing (SP). Although both 
ML and SP are important areas as such, their combination 
provides an even more valuable framework which can be, 
for example, used in so-called artificial intelligence (AI) 
systems. The workshop itself was held during a global pan-
demic caused by COVID-19 and was therefore held fully 
online. Despite this, the scientific quality of the workshop 
was great.

This special issue consists of extended versions of a 
selected subset of papers published in the proceedings of 
MLSP 2020. The papers to the special issue where invited 
among the papers that got the highest ratings from the 
reviewers of the workshop. All the papers went though a 

regular review procedure with necessary revisions before 
they were accepted. The papers included into the special 
issue are the following.

The paper Joint Estimation of Location and Scatter in 
Complex Elliptical Distributions: A Robust Semiparamet-
ric and Computationally Efficient R-estimator of the Shape 
Matrix studies the problem of joint estimation of the loca-
tion vector and the shape matrix of a set of observations 
that are independent and identically complex-elliptic dis-
tributed. The paper studies the problem both theoretically 
and in terms of computational complexity, and presents a 
computationally efficient implementation of an estimator for 
shape matrices and a joint estimator of the location and the 
shape matrix. The paper Online Acoustic System Identifica-
tion Exploiting Kalman Filtering and an Adaptive Impulse 
Response Subspace Model presents a novel algorithm for 
online estimation of acoustic impulse responses (AIR) which 
exploits prior knowledge about the AIR. The algorithm is 
shown to converge faster than the state-of-the-art and to have 
higher steady-state performance in scenarios suffering from 
high-level interfering noise. The paper Superquantile-based 
Learning: A Direct Approach Using Gradient-based Optimi-
zation describes the approach of supervised learning based 
on the superquantile risk measure and its implementation 
in an open source toolbox based on scikit-learn. The 
performance of the resulting gradient-based optimization 
method is illustrated in training models for several common 
benchmark problems such as classification of handwritten 
digits. Paper Multivariate Multifractal Texture DCGAN Syn-
thesis: How Well Does It Work? How Does One Know? aims 
to propose a methodology that permits to quantify the qual-
ity of Deep Learning synthesized images.

Acoustic scene classification based on principal subspace 
projection is presented in the paper Unsupervised Domain 
Adaptation via Principal Subspace Projection for Acous-
tic Scene Classification. The proposed method addresses 
the challenge of generalization in soundscape classifica-
tion under varying acoustic conditions and using different 
recording devices. This is achieved by first standardizing 
the spectro-temporal features of the audio signal, followed 
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by projection onto the previously learned principal com-
ponents. The resulting method is evaluated on two bench-
mark datasets, the TUT Urban Acoustic Scenes 2018 and 
the TAU Urban Acoustics Scenes 2020 dataset. The paper 
Multinomial Sampling of Latent Variables for Hierarchi-
cal Change-point Detection present a Bayesian approach for 
change-point detection. The proposed approach is based on 
a hierarchical latent variable model and a detection method 
based on multinomial sampling. The paper Fixing Bias in 
Reconstruction-based Anomaly Detection with Lipschitz 

Discriminators deals with anomaly detection and avoiding 
intrinsic biases by proposing a Lipschitz anomaly discrimi-
nator (LAD). Finally, the paper Compute and Memory Effi-
cient Universal Sound Source Separation provides a family 
of efficient neural network architectures for general purpose 
audio source separation while focusing on multiple com-
putational aspects that hinder the application of neural net-
works in real-world scenarios.
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