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We are pleased to present this special issue of the Journal 
of Signal Processing Systems on Advances in Signal 
Processing Systems. The thirteen papers in this special issue 
represent new research results in several areas in the design 
and implementation of signal processing systems. The 
papers can be grouped into three major themes related to 
recent emerging areas: (1) computer-aided-design tools and 
architectures for machine learning; (2) advanced algorithms 
and architectures for 5G and 6G wireless communication 
systems; and (3) efficient edge computation. Relating to 
the first theme, in the article, “Efficient Neuromorphic 
Signal Processing with Resonator Neurons,” Intel’s new 
neuromorphic research processor, Loihi 2, is presented. 
Several example algorithms important for machine learning 
are described and evaluated on the new architecture that 
supports an extended range of stateful spiking neuron models 
with programmable dynamics. The examples showing the 
speedups achieved with the new architecture include short 
time Fourier transform, optical flow estimation, audio 
classification tasks, and an efficient spike-based spectrogram 
encoder.

The paper, titled “Optimization of General Matrix 
Multiply Library for Ternary Weight for Fast DNN 
Inference,” proposes a library that supports SIMD vectorized 
instructions for matrix multiplication of numbers with 
precision under 8 bits. These are implemented using simple 
logic operations that replace the long-latency multiply-and- 
add operations. The proposed solution accumulates partial 
sums to  exploit parallelism in 8-bit and 16-bit SIMD 
instructions. The performance was tested in quantized deep 
neural networks (DNNs) with ternary weights and sub-8-bit 
activations and run on ARM-based CPUs.

In “Generating Efficient FPGA-based CNN Accelerators 
from High-Level Descriptions,” authors address a problem 
that arises with the evolution of Convolutional Neural 
Networks (CNNs) and their hardware implementations. The 
paper proposes to exploit reconfigurable systems and High-
Level Synthesis (HLS) to address the time-consuming RTL-
based development effort and the design space exploration 
of these systems. The hardware accelerator generation 
framework characterizes the input CNN and produces 
hardware-aware metrics, that through HLS tools are used to 
generate a synthesizable RTL representation of the inference 
accelerator.

Learning in IoT devices is covered by the article “Energy 
and Loss-aware Selective Updating for SplitFed Learning 
with Energy Harvesting-Powered Devices”, which proposes 
to reduce the communication overheads in data-privacy 
preserving decentralized learning frameworks, for IoT 
devices. Their selective update model analyzes both training 
loss and energy available on the energy-constrained client-
side to communicate a limited number of activations and 
gradients. In this paper the authors report significant energy 
savings and minimal losses in accuracy.

Intelligence in speech processing is addressed by “A New 
Neural Beamformer for Multi-channel Speech Separation” 
where the authors exploit deep learning technology together 
with cross-attention mechanisms, to produce multi-channel 
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speech separation models under reverberant environments. 
The experimental results report superior performance for 
the proposed method, compared to current state-of-the-
art approaches in terms of scale-invariant signal-to-noise 
ratio, perceptual evaluation of speech quality and short-time 
objective intelligibility measure.

There are multiple excellent articles addressing the sec-
ond theme related 5G and 6G networks. The article titled 
“An Adaptable and Scalable Generator of Distributed Mas-
sive MIMO Baseband Processing Systems,” concerns the 
emerging area of configurable hardware and software for 
wireless base stations for 5G and 6G systems. The authors 
propose a generator that can produce hardware realizations 
for systems based on parameters including baseband algo-
rithms, MIMO system configuration, and distributed hard-
ware processing elements. The performance and adaptability 
are analyzed and compared.

Conventional phased array architectures above 100 GHz 
require hundreds of milli-Watts per antenna, which constrains 
the scaling to massive arrays. The emergence of simplified, 
low-resolution architectures as an answer to power-efficient 
scaling in millimeter wave phased array receivers has been 
addressed in an article entitled “Low-Resolution Architec-
tures for Power-Efficient Scaling of mmWave Phased Array 
Receivers”. The power savings are quantified, and tradeoffs 
are compared against the penalties introduced in beamform-
ing quality, array elements under-utilization and die area.

In keeping with the mmWave networks theme, “Millime-
ter-Wave Wideband Channel Estimation using Analog True-
Time-Delay Array under Hardware Impairments” addresses 
the overhead of fast and accurate channel estimation in the 
establishment of a high-rate link between base station and 
the user. The authors propose a frequency-domain com-
pressive sensing-based algorithm that leverages frequency- 
dependent beams of a true-time-delay (TTD) array installed 
on the user’s equipment, to reduce the estimation overhead. 
The proposed algorithm is then optimized and compared  
with the state-of-the-art in terms of the number of training 
frames, estimation accuracy, computational complexity, and 
sensitivity to hardware impairments in antenna arrays.

High-throughput forward error correction is an essential 
component of high-frequency wireless systems and the article 
“Ultra-high-throughput EMS NB-LDPC decoder with full- 
parallel node processing” presents a very high-throughput 
decoder architecture for Non-Binary Low Density Parity 
Check codes based on the Hybrid Extended Min-Sum algo-
rithm. They propose a fully pipelined hardware for the check 
node processor that computes one row of the parity check 
matrix per clock cycle. The paper discusses results for a 
specific code implemented on a 28 nm process node design, 
and compares throughput and BER performance.

Low-latency systems are a key feature of next generation  
wireless networks and the article titled “Hardware  

Architecture for Guessing Random Additive Noise  
Decoding Markov Order (GRAND-MO)”, proposes the use 
of a hard-input variant of the Guessing Random Additive  
Noise Decoding (GRAND) technique — the GRAND  
Markov Order, — to eliminate the need of interleavers  
/ de-interleavers, used for mitigating burst noise in  
communication channels with memory, thus reducing the 
overall latency in these systems. The proposed solutions are 
compared for short-length, high-rate codes in the paper.

Three articles address efforts to improve computation 
at the edge where area resources are limited, and reduced 
latency is required. The first one, “Efficient Hardware 
Implementation Architectures for Long Integer Modular 
Multiplication over General Solinas Prime,” addresses the 
complexity involved in the multiplication of long integers, 
used in cryptography and homomorphic encryption. This 
article proposes a new method where the intermediate, par-
tial results become shorter and can be added in parallel using 
Wallace-tree-based adders with a small area overhead. Sev-
eral optimization schemes are proposed to reduce latency 
and area requirements.

In the second edge-compute related article, fast recon-
struction of depth images from sparse data is addressed by 
presenting an efficient accelerator for autonomous systems. 
In “Efficient Reconfigurable Mixed Precision ℓ1 Solver for 
Compressive Depth Reconstruction,” the authors exploit var-
iable precision approximate computing techniques with fine-
grain tuning in the accelerator for reaching a better tradeoff 
between algorithmic performance and implementation effi-
ciency. The solution enables compressive depth reconstruc-
tion by varying the precision scaling in single bit granularity 
during the iterative optimization process. The mixed preci-
sion ℓ1 solvers implemented are compared in terms of area 
and power improvements, and also for depth image quality 
loss, compared to floating-point implementations.

Finally, vision processing at the edge is addressed by the 
article “Increased Leverage of Transprecision Computing for 
Machine Vision Applications at the Edge,” which describes 
a new approach for monitoring workloads on resource- 
constrained edge devices in runtime and leveraging accuracy- 
throughput tradeoffs. The optimization techniques employed 
identify the necessary configurations for each task in terms of  
optimal accuracy, energy and memory on a graphics process-
ing unit (GPU). Experimental results show that for small accu-
racy losses, the GPU performance gains can be significant.

This special issue was preceded by an international work-
shop on Signal Processing Systems, planned for Coimbra,  
Portugal, but held virtually due to the pandemic in October 
2021, where forty-seven papers were presented. The thirteen 
articles in this special issue have undergone rigorous peer-
review according to the journal’s high standards.

We would like to thank all the authors for contributing 
their research results to this special issue. The anonymous 
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reviewers provided valuable comments and suggestions to 
improve the quality and thoroughness of detail in the papers 
and we thank them for their important efforts. We hope that 
you enjoy reading this special issue, and that it will inspire 
the community to build on the results presented here.

Publisher's Note Springer Nature remains neutral with regard to 
jurisdictional claims in published maps and institutional affiliations.
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