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## OPEN

# On characteristic functions of products of two random variables 

by<br>X. Jiang and S. Nadarajah<br>School of Mathematics, University of Manchester, Manchester M13 9PL, UK<br>email: mbbsssn2@manchester.ac.uk


#### Abstract

Motivated by a recent paper published in IEEE Signal Processing Letters, we study the distribution of the product of two independent random variables, one of them being the standard normal random variable and the other allowed to follow one of nearly fifty distributions. We give explicit expressions for the characteristic function of the product. The mathematical derivations are verified by simulations.
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## 1 Introduction

Many variables in the real world (including the signal processing area) can be assumed to follow the normal distribution. That is, we can write $U=\mu+\sigma X$, where $X$ is a standard normal variable, $\mu$ is the mean and $\sigma$ is the standard deviation. But often the mean and standard deviation are themselves random variables, so $U$ involves a product of two random variables.

Schoenecker and Luginbuhl (2016) derived the distribution of $X Y$ when $X$ is a standard normal random variable and $Y$ is an independent random variable following either the normal or a gamma distribution. They expressed the distribution of $X Y=W$ say in terms of its characteristic function $\phi_{W}(t)=E[\exp (\mathrm{i} t W)]$, where $\mathrm{i}=\sqrt{-1}$ is the complex unit.

In practice, there is no reason to limit $Y$ to follow either the normal or a gamma distribution. $Y$ can follow possibly any distribution.

The aim of this note is to derive closed form expressions for the characteristic function $\phi_{W}(t)$ when $X$ is a standard normal random variable and $Y$ is an independent random variable following a wide range of other distributions. We consider the following distributions for $Y$ : Pareto distribution (Pareto, 1964), Moffat distribution (Moffat, 1969), triangular distribution, Argus distribution (Albrecht, 1990), Cauchy distribution, Student's $t$ distribution (Gosset, 1908), skewed Student's $t$ distribution (Zhu and Galbraith, 2010), asymmetric skewed Student's $t$ distribution (Zhu and Galbraith, 2010), half Student's $t$ distribution, half Cauchy distribution, Rice distribution (Rice, 1945), symmetric Laplace distribution (Laplace, 1774), Laplace distribution (Laplace, 1774), asymmetric Laplace distribution (Kozubowski and Podgorski, 2000), Poiraud-Casanova-Thomas-Agnan Laplace distribution (Poiraud-Casanova and Thomas-Agnan, 2000), Holla-Bhattacharya Laplace distribution (Holla and Bhattacharya, 1968), McGill Laplace distribution (McGill, 1962), log Laplace distribution, exponential distribution, gamma distribution, reflected gamma distribution (Borghi, 1965), chi distribution, variance gamma distribution (Madan and Seneta, 1990), normal inverse gamma distribution, Nakagami distribution (Nakagami, 1960), reciprocal distribution, Maxwell distribution (Maxwell, 1860), quadratic distribution, uniform distribution, power function distribution, Rayleigh distribution (Weibull, 1951), exponentiated Rayleigh distribution, beta Rayleigh distribution, normal distribution (de Moivre, 1738; Gauss, 1809), skew normal distribution (Azzalini, 1985), truncated normal distribution, split normal distribution, $q$-Gaussian distribution (Tsallis,
2009), half-normal distribution, normal exponential gamma distribution, folded normal distribution (Leone et al., 1961), Wigner semicircle distribution, Kumaraswamy distribution (Kumaraswamy, 1980), linear failure rate distribution (Bain, 1974) and Irwin Hall distribution (Irwin, 1927; Hall, 1927).

Characteristic functions arise in many aspects of signal processing: capacity analysis of adaptive transmission with space-time block codes (Chauhan and Kumar, 2014); transmit antenna selection in cooperative communication (Agrawal and Kshetrimayum, 2017); second-order statistics in multipath fading environments (Dhaka et al., 2018); to mention just a few.

The expressions given in Section 3 are as explicit as possible. They involve various special functions, including the gamma function defined by

$$
\Gamma(a)=\int_{0}^{+\infty} t^{a-1} \exp (-t) d t
$$

for $a>0$; the incomplete gamma function defined by

$$
\gamma(a, x)=\int_{0}^{x} t^{a-1} \exp (-t) d t
$$

for $a>0$ and $x>0$; the complementary incomplete gamma function defined by

$$
\Gamma(a, x)=\int_{x}^{+\infty} t^{a-1} \exp (-t) d t
$$

for $x>0$; the beta function defined by

$$
B(a, b)=\int_{0}^{1} t^{a-1}(1-t)^{b-1} d t
$$

for $a>0$ and $b>0$; the incomplete beta function defined by

$$
B_{x}(a, b)=\int_{0}^{x} t^{a-1}(1-t)^{b-1} d t
$$

for $0<x<1, a>0$ and $b>0$; the error function defined by

$$
\operatorname{erf}(x)=\frac{2}{\sqrt{\pi}} \int_{0}^{x} \exp \left(-t^{2}\right) d t
$$

for $x>0$; the complementary error function defined by

$$
\operatorname{erfc}(x)=\frac{2}{\sqrt{\pi}} \int_{x}^{+\infty} \exp \left(-t^{2}\right) d t
$$

for $-\infty<x<+\infty$; the parabolic cylinder function of order $\nu$ defined by

$$
D_{\nu}(x)=\frac{\exp \left(-x^{2} / 4\right)}{\Gamma(-\nu / 2)} \int_{0}^{+\infty} t^{-\frac{\nu}{2}-1}(1+2 t)^{\frac{\nu-1}{2}} \exp \left(-x^{2} t\right) d t
$$

for $\nu<0$ and $x^{2}>0$; the Whittaker $W$ function of orders $\nu, \mu$ defined by

$$
W_{\nu, \mu}(x)=\frac{x^{\mu+\frac{1}{2}}}{\Gamma\left(\mu-\nu+\frac{1}{2}\right)} \int_{\frac{1}{2}}^{+\infty}\left(t-\frac{1}{2}\right)^{\mu-\nu-\frac{1}{2}}\left(t+\frac{1}{2}\right)^{\mu+\nu-\frac{1}{2}} \exp (-x t) d t
$$

for $\mu-\nu>-\frac{1}{2}$ and $x>0$; the modified Bessel function of the first kind of order $\nu$ defined by

$$
I_{\nu}(x)=\sum_{k=0}^{+\infty} \frac{1}{\Gamma(k+\nu+1) k!}\left(\frac{x}{2}\right)^{2 k+\nu}
$$

the modified Bessel function of the second kind of order $\nu$ defined by

$$
K_{\nu}(x)= \begin{cases}\frac{\pi \csc (\pi \nu)}{2}\left[I_{-\nu}(x)-I_{\nu}(x)\right], & \text { if } \nu \notin \mathbb{Z} \\ \lim _{\mu \rightarrow \nu} K_{\mu}(x), & \text { if } \nu \in \mathbb{Z}\end{cases}
$$

the confluent hypergeometric function defined by

$$
{ }_{1} F_{1}(\alpha ; \beta ; x)=\sum_{k=0}^{+\infty} \frac{(\alpha)_{k}}{(\beta)_{k}} \frac{x^{k}}{k!},
$$

where $(\alpha)_{k}=\alpha(\alpha+1) \cdots(\alpha+k-1)$ denotes the ascending factorial; the Gauss hypergeometric function defined by

$$
{ }_{2} F_{1}(\alpha, \beta ; \gamma ; x)=\sum_{k=0}^{+\infty} \frac{(\alpha)_{k}(\beta)_{k}}{(\gamma)_{k}} \frac{x^{k}}{k!}
$$

the standard normal density function defined by

$$
\phi(x)=\frac{1}{\sqrt{2 \pi}} \exp \left(-\frac{x^{2}}{2}\right) ;
$$

and the standard normal distribution function defined by

$$
\Phi(x)=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{x} \exp \left(-\frac{t^{2}}{2}\right) d t .
$$

These special functions are well known and well established in the mathematics literature. Some details of their properties can be found in Prudnikov et al. (1986) and Gradshteyn and Ryzhik (2000). In-built routines for computing them are available in packages like Maple, Matlab and Mathematica. For example, the in-built routines in Mathematica for the stated special functions are: GAMMA[a] for the gamma function; GAMMA[a]-GAMMA[a,x] for the incomplete gamma function; GAMMA[a,x] for the complementary incomplete gamma function; Beta[a,b] for the beta function; Beta $[x, a, b]$ for the incomplete beta function; $\operatorname{Erf}[x]$ for the error function; $\operatorname{Erfc}[x]$ for the complementary error function; ParabolicCylinderD[nu,x] for the parabolic cylinder function; Whittaker[nu,mu,x] for the Whittaker $W$ function of orders $\nu, \mu$; Bessell[nu,x] for the modified Bessel function of the first kind of order $\nu$; BesselK[nu,x] for the modified Bessel function of the second kind of order $\nu$; Hypergeometric1F1[alpha,beta,x] for the confluent hypergeometric function; Hypergeometric2F1[alpha,beta,gamma,x] for the Gauss hypergeometric function; PDF[NormalDistribution[0,1],x] for the standard normal density function; CDF[NormalDistribution $[0,1], x]$ for the standard normal distribution function. Mathematica like other algebraic manipulation packages allows for arbitrary precision, so the accuracy of computations is not an issue.

The contents of this note are organized as follows. Section 2 provides simple derivations of the characteristic functions due to Schoenecker and Luginbuhl (2016). Section 3 lists explicit expressions for $\phi_{W}(t)$ for nearly fifty distributions for $Y$. The derivations of these expressions are not given and can be obtained from the corresponding author. Section 4 presents simulation results that verify correctness of the expressions in Section 3. The note concludes with Section 4.

## 2 Simpler derivations for normal and gamma cases

In this section, we present simpler derivations of the characteristic function of $W=X Y$ when: i) $X$ is a standard normal random variable and $Y$ is an independent normal random variable with mean $\mu$ and standard deviation $\sigma$; ii) $X$ is a standard normal random variable and $Y$ is an independent gamma random variable with shape parameter $\alpha$ and scale parameter $\beta$. For any distribution of $Y$, we can write

$$
\phi_{W}(t)=E[\exp (\mathrm{i} t W)]=E[\exp (\mathrm{i} t X Y)]=E\{E[\exp (\mathrm{i} t X Y) \mid Y]\}=E\left\{\exp \left(-\frac{t^{2} Y^{2}}{2}\right)\right\}
$$

If $Y$ is a normal random variable with mean $\mu$ and standard deviation $\sigma$ then

$$
\begin{aligned}
\phi_{W}(t) & =\frac{1}{\sqrt{2 \pi} \sigma} \int_{-\infty}^{\infty} \exp \left[-\frac{t^{2} y^{2}}{2}-\frac{(y-\mu)^{2}}{2 \sigma^{2}}\right] d y \\
& =\frac{1}{\sqrt{2 \pi} \sigma} \int_{-\infty}^{\infty} \exp \left[-\frac{\left(\sigma^{2} t^{2}+1\right) y^{2}-2 \mu y+\mu^{2}}{2 \sigma^{2}}\right] d y \\
& =\frac{1}{\sqrt{2 \pi} \sigma} \exp \left[-\frac{\mu^{2} t^{2}}{2\left(\sigma^{2} t^{2}+1\right)^{2}}\right] \int_{-\infty}^{\infty} \exp \left[-\frac{\sigma^{2} t^{2}+1}{2 \sigma^{2}}\left(y-\frac{\mu}{\sigma^{2} t^{2}+1}\right)^{2}\right] d y \\
& =\frac{1}{\sqrt{\sigma^{2} t^{2}+1}} \exp \left[-\frac{\mu^{2} t^{2}}{2\left(\sigma^{2} t^{2}+1\right)}\right]
\end{aligned}
$$

where the last step follows from the fact that any probability density function must integrate to one. If $Y$ is a gamma random variable with shape parameter $\alpha$ and scale parameter $\beta$ then

$$
\phi_{W}(t)=\frac{\beta^{\alpha}}{\Gamma(\alpha)} \int_{0}^{\infty} y^{\alpha-1} \exp \left(-\beta y-\frac{t^{2} y^{2}}{2}\right) d y=\left(\frac{\beta}{t}\right)^{\alpha} \exp \left(\frac{\beta^{2}}{4 t^{2}}\right) D_{-\alpha}\left(\frac{\beta}{t}\right)
$$

where the last step follows by direct application of equation (2.3.15.3) in Prudnikov et al. (1986, volume 1).

## 3 Expressions for characteristic functions

In this section, we list explicit expressions for $\phi_{W}(t)$ when $X$ is a standard normal random variable and $Y$ is an independent random variable following nearly fifty other distributions.
Pareto distribution (Pareto, 1964): For this distribution,

$$
\begin{aligned}
& f_{Y}(y)=\alpha K^{\alpha} y^{-\alpha-1} \\
& \phi_{W}(t)=\alpha K^{\alpha} 2^{-\frac{\alpha}{2}-1} t^{2} \Gamma\left(-\frac{\alpha}{2}, \frac{K^{2} t^{2}}{2}\right)
\end{aligned}
$$

for $y \geq K>0$ and $\alpha>0$.
Moffat distribution (Moffat, 1969): For this distribution,

$$
\begin{aligned}
& f_{Y}(y)=\frac{\beta-1}{\pi \alpha^{2}}\left(1+\frac{y^{2}}{\alpha^{2}}\right)^{-\beta} \\
& \phi_{W}(t)=\frac{(\beta-1) \alpha^{2(\beta-1)} t^{2 \beta-1}}{2^{\beta+\frac{1}{2}} \pi} \exp \left(\frac{t^{2} \alpha^{2}}{4}\right) K_{0}\left(\frac{t^{2} \alpha^{2}}{4}\right)
\end{aligned}
$$

for $y>0, \alpha>0$ and $\beta>1$.
Triangular distribution: For this distribution,

$$
\begin{aligned}
& f_{Y}(y)= \begin{cases}\frac{2(y-a)}{(b-a)(c-a)}, & \text { if } a<y<c, \\
\frac{2(b-y)}{(b-a)(b-c)}, & \text { if } c \leq y<b, \\
0, & \text { elsewhere, }\end{cases} \\
& \phi_{W}(t)=\frac{2}{t^{2}(b-a)(c-a)}\left[\exp \left(-\frac{t^{2} a^{2}}{2}-\frac{t^{2} c^{2}}{2}\right)\right] \\
&-\frac{2}{t^{2}(b-a)(b-c)}\left[\exp \left(-\frac{t^{2} c^{2}}{2}-\frac{t^{2} b^{2}}{2}\right)\right] \\
&-\frac{\sqrt{2} a}{t(b-a)(c-a)}\left[\Gamma\left(\frac{1}{2}, \frac{t^{2} a^{2}}{2}\right)-\Gamma\left(\frac{1}{2}, \frac{t^{2} c^{2}}{2}\right)\right] \\
& \quad+\frac{\sqrt{2} b}{t(b-a)(b-c)}\left[\Gamma\left(\frac{1}{2}, \frac{t^{2} c^{2}}{2}\right)-\Gamma\left(\frac{1}{2}, \frac{t^{2} b^{2}}{2}\right)\right]
\end{aligned}
$$

for $a<y<b$.
Argus distribution (Albrecht, 1990): For this distribution,

$$
\begin{aligned}
& f_{Y}(y)=\frac{a^{3}}{\sqrt{2 \pi} \Psi(a) c^{2}} \exp \left[-\frac{a^{2}}{2}\left(1-\frac{y^{2}}{c^{2}}\right)\right] y \sqrt{1-\frac{y^{2}}{c^{2}}} \\
& \phi_{W}(t)=\frac{a^{3}}{3 c \sqrt{2 \pi} \Psi(a)} \exp \left(-\frac{a^{2}}{2}\right){ }_{1} F_{1}\left(1 ; \frac{5}{2} ; \frac{a^{2}-c^{2} t^{2}}{2}\right)
\end{aligned}
$$

for $0<y<c$ and $a>0$, where $\Psi(x)=\Phi(x)-x \phi(x)-\frac{1}{2}$.
Cauchy distribution: For this distribution,

$$
\begin{aligned}
& f_{Y}(y)=\frac{\gamma}{\pi\left(\gamma^{2}+y^{2}\right)}, \\
& \phi_{W}(t)=\frac{\gamma t}{\sqrt{2} \pi} \exp \left(\frac{\gamma^{2} t^{2}}{4}\right) K_{0}\left(\frac{\gamma^{2} t^{2}}{4}\right)
\end{aligned}
$$

for $-\infty<y<+\infty$ and $\gamma>0$.
Student's $t$ distribution (Gosset, 1908): For this distribution,

$$
\begin{aligned}
f_{Y}(y) & =\frac{\Gamma\left(\frac{\nu+1}{2}\right)}{\sigma \sqrt{\nu \pi} \Gamma\left(\frac{\nu}{2}\right)}\left(1+\frac{y^{2}}{\nu \sigma^{2}}\right)^{-\frac{\nu+1}{2}}, \\
\phi_{W}(t) & =\frac{(\sigma t)^{\nu} \nu^{\frac{\nu}{2}} \Gamma\left(\frac{\nu+1}{2}\right)}{2^{\frac{\nu}{2}} \sqrt{\pi} \Gamma\left(\frac{\nu}{2}\right)} \exp \left(\frac{\nu \sigma^{2} t^{2}}{4}\right) K_{0}\left(\frac{\nu \sigma^{2} t^{2}}{4}\right)
\end{aligned}
$$

for $-\infty<y<+\infty, \nu>0$ and $\sigma>0$.
Skewed Student's $t$ distribution (Zhu and Galbraith, 2010): For this distribution,

$$
f_{Y}(y)= \begin{cases}K(\nu)\left[1+\frac{1}{\nu}\left(\frac{y}{2 \alpha}\right)^{2}\right]^{-\frac{\nu+1}{2}}, & \text { if } y \leq 0 \\ K(\nu)\left[1+\frac{1}{\nu}\left(\frac{y}{2(1-\alpha)}\right)^{2}\right]^{-\frac{\nu+1}{2}}, & \text { if } y>0\end{cases}
$$

$$
\begin{aligned}
& \phi_{W}(t)=K(\nu) t^{\nu} \nu^{\frac{\nu+1}{2}} 2^{\frac{\nu}{2}+1} \alpha^{\nu+1} \exp \left(2 \nu \alpha^{2} t^{2}\right) K_{0}\left(2 \nu \alpha^{2} t^{2}\right) \\
& \quad+K(\nu) t^{\nu} \nu^{\frac{\nu+1}{2}} 2^{\frac{\nu}{2}+1}(1-\alpha)^{\nu+1} \exp \left(2 \nu(1-\alpha)^{2} t^{2}\right) K_{0}\left(2 \nu(1-\alpha)^{2} t^{2}\right)
\end{aligned}
$$

for $-\infty<y<+\infty, \nu>0$ and $0<\alpha<1$, where $K(\nu)=\frac{\Gamma((\nu+1) / 2)}{\sqrt{\pi \nu \Gamma(\nu / 2)}}$.
Asymmetric skewed Student's $t$ distribution (Zhu and Galbraith, 2010): For this distribution,

$$
\begin{aligned}
& f_{Y}(y)= \begin{cases}\frac{\alpha}{\alpha^{*}} K\left(\nu_{1}\right)\left[1+\frac{1}{\nu_{1}}\left(\frac{y}{2 \alpha^{*}}\right)^{2}\right]^{-\frac{\nu_{1}+1}{2}}, & \text { if } y \leq 0, \\
\frac{1-\alpha}{1-\alpha^{*}} K\left(\nu_{2}\right)\left[1+\frac{1}{\nu_{2}}\left(\frac{y}{2\left(1-\alpha^{*}\right)}\right)^{2}\right]^{-\frac{\nu_{2}+1}{2}}, & \text { if } y>0,\end{cases} \\
& \phi_{W}(t)=\alpha K\left(\nu_{1}\right) t^{\nu_{1}}\left(\alpha^{*}\right)^{\nu_{1}}\left(2 \nu_{1}\right)^{\frac{\nu_{1}}{2}+1} \exp \left(2 \nu_{1}\left(\alpha^{*}\right)^{2} t^{2}\right) K_{0}\left(2 \nu_{1}\left(\alpha^{*}\right)^{2} t^{2}\right) \\
&+(1-\alpha) K\left(\nu_{2}\right) t^{\nu_{2}}\left(1-\alpha^{*}\right)^{\nu_{2}}\left(2 \nu_{2}\right)^{\frac{\nu_{2}}{2}+1} \exp \left(2 \nu_{2}\left(\alpha^{*}\right)^{2} t^{2}\right) K_{0}\left(2 \nu_{2}\left(\alpha^{*}\right)^{2} t^{2}\right)
\end{aligned}
$$

for $-\infty<y<+\infty, \nu_{1}>0, \nu_{2}>0$ and $0<\alpha<1$, where $K(\nu)=\frac{\Gamma((\nu+1) / 2)}{\sqrt{\pi \nu \Gamma(\nu / 2)}}$ and $\alpha^{*}=$ $\frac{\alpha K\left(\nu_{1}\right)}{\alpha K\left(\nu_{1}\right)+(1-\alpha) K\left(\nu_{2}\right)}$.
Half Student's $t$ distribution: For this distribution,

$$
\begin{aligned}
& f_{Y}(y)=\frac{2 \Gamma\left(\frac{\nu+1}{2}\right)}{\sqrt{\nu \pi} \Gamma\left(\frac{\nu}{2}\right)}\left(1+\frac{y^{2}}{\nu}\right)^{-\frac{\nu+1}{2}} \\
& \phi_{W}(t)=\frac{t^{\nu} \nu^{\nu+\frac{1}{2}} \Gamma\left(\frac{\nu+1}{2}\right)}{\sqrt{\pi} 2^{\frac{\nu}{2}} \Gamma\left(\frac{\nu}{2}\right)} \exp \left(\frac{\nu^{2} t^{2}}{2}\right) K_{0}\left(\frac{\nu^{2} t^{2}}{2}\right)
\end{aligned}
$$

for $y>0$ and $\nu>0$.
Half Cauchy distribution: For this distribution,

$$
\begin{aligned}
& f_{Y}(y)=\frac{2}{\pi} \frac{\sigma}{y^{2}+\sigma^{2}}, \\
& \phi_{W}(t)=\frac{t \sigma}{\pi \sqrt{2}} \exp \left(\frac{\sigma^{2} t^{2}}{2}\right) K_{0}\left(\frac{\sigma^{2} t^{2}}{2}\right)
\end{aligned}
$$

for $y>0$ and $\sigma>0$.
Rice distribution (Rice, 1945): For this distribution,

$$
\begin{aligned}
& f_{Y}(y)=\frac{y}{\sigma^{2}} \exp \left(-\frac{y^{2}+\nu^{2}}{2 \sigma^{2}}\right) I_{0}\left(\frac{\nu y}{\sigma^{2}}\right), \\
& \phi_{W}(t)=\frac{1}{1+\sigma^{2} t^{2}} \exp \left[-\frac{\nu^{2} t^{2}}{2\left(1+\sigma^{2} t^{2}\right)}\right]
\end{aligned}
$$

for $y>0, \sigma>0$ and $\nu \geq 0$.
Symmetric Laplace distribution (Laplace, 1774): For this distribution,

$$
\begin{aligned}
& f_{Y}(y)=\frac{1}{2 \lambda} \exp \left(-\frac{|y|}{\lambda}\right), \\
& \phi_{W}(t)=\frac{\sqrt{\pi}}{\sqrt{2} \lambda t} \exp \left(\frac{1}{2 \lambda^{2} t^{2}}\right) \operatorname{erfc}\left(\frac{1}{\sqrt{2} \lambda t}\right)
\end{aligned}
$$

for $-\infty<y<+\infty$ and $\lambda>0$.
Laplace distribution (Laplace, 1774): For this distribution,

$$
\begin{aligned}
& f_{Y}(y)=\frac{1}{2 b} \exp \left(-\frac{|y-\mu|}{b}\right) \\
& \phi_{W}(t)=\frac{\sqrt{\pi}}{2 \sqrt{2} b t} \exp \left(\frac{1}{2 b^{2} t^{2}}-\frac{\mu}{b}\right) \operatorname{erfc}\left(-\frac{1}{\sqrt{2} b t}\right) \\
& \quad-\frac{1}{2 b t} \exp \left[\frac{1}{4 b^{2} t^{2}}-\frac{\mu}{2}\left(\frac{1}{b}+\frac{\mu t^{2}}{2}\right)\right] D_{-1}\left(\frac{\mu b t^{2}-1}{t}\right) \\
& \quad+\frac{1}{2 b t} \exp \left[\frac{1}{4 b^{2} t^{2}}-\frac{\mu}{2}\left(-\frac{1}{b}+\frac{\mu t^{2}}{2}\right)\right] D_{-1}\left(\frac{\mu b t^{2}+1}{t}\right)
\end{aligned}
$$

for $-\infty<y<+\infty,-\infty<\mu<+\infty$ and $b>0$.
Asymmetric Laplace distribution (Kozubowski and Podgorski, 2000): For this distribution,

$$
\begin{aligned}
f_{Y}(y) & =\frac{1}{\kappa+\frac{1}{\kappa}}\left\{\begin{array}{l}
\exp \left[\frac{\lambda}{\kappa}(y-m)\right], \quad \text { if } y<m, \\
\exp [\lambda \kappa(y-m)], \quad \text { if } y \geq m, \\
\phi_{W}(t)
\end{array}=\frac{\sqrt{2 \pi} \lambda}{\left(\kappa+\frac{1}{\kappa}\right) t} \exp \left(-\frac{\lambda m}{\kappa}+\frac{\lambda^{2}}{2 \kappa^{2} t^{2}}\right)\right. \\
- & \frac{\lambda}{\left(\kappa+\frac{1}{\kappa}\right) t} \exp \left[\frac{\lambda^{2}}{4 \kappa^{2} t^{2}}-\frac{m}{2}\left(\frac{\lambda}{\kappa}+\frac{m t^{2}}{2}\right)\right] D_{-1}\left(m t-\frac{\lambda}{\kappa t}\right) \\
+ & \frac{\lambda}{\left(\kappa+\frac{1}{\kappa}\right) t} \exp \left[\frac{\lambda^{2} \kappa^{2}}{4 t^{2}}-\frac{m}{2}\left(-\lambda \kappa+\frac{m t^{2}}{2}\right)\right] D_{-1}\left(m t+\frac{\lambda \kappa}{t}\right)
\end{aligned}
$$

for $-\infty<y<+\infty,-\infty<m<+\infty, \lambda>0$ and $\kappa>0$.
Poiraud-Casanova-Thomas-Agnan Laplace distribution (Poiraud-Casanova and ThomasAgnan, 2000): For this distribution,

$$
\begin{aligned}
f_{Y}(y) & = \begin{cases}\alpha(1-\alpha) \exp \{(1-\alpha)(y-\theta)\}, & \text { if } y \leq \theta, \\
\alpha(1-\alpha) \exp \{\alpha(\theta-y)\}, & \text { if } y>\theta,\end{cases} \\
\phi_{W}(t) & =\frac{\sqrt{2 \pi} \alpha^{2}(1-\alpha)^{2}}{t} \exp \left[-2(1-\alpha) \theta+\frac{(1-\alpha)^{2}}{2 t^{2}}\right] \\
& -\frac{\alpha(1-\alpha)}{t} \exp \left[\frac{(1-\alpha)^{2}}{4 t^{2}}-\frac{(1-\alpha) \theta}{2}-\frac{\theta^{2} t^{2}}{2}\right] D_{-1}\left(\theta t-\frac{1-\alpha}{t}\right) \\
& +\frac{\alpha(1-\alpha)}{t} \exp \left[\frac{\alpha^{2}}{4 t^{2}}+\frac{\alpha \theta}{2}-\frac{\theta^{2} t^{2}}{2}\right] D_{-1}\left(\theta t+\frac{\alpha}{t}\right)
\end{aligned}
$$

for $-\infty<y<+\infty,-\infty<\theta<+\infty$ and $0<\alpha<1$.
Holla-Bhattacharya Laplace distribution (Holla and Bhattacharya, 1968): For this distribution,

$$
f_{Y}(y)= \begin{cases}a \phi \exp \{\phi(y-\theta)\}, & \text { if } y \leq \theta, \\ (1-a) \phi \exp \{\phi(\theta-y)\}, & \text { if } y>\theta,\end{cases}
$$

$$
\begin{aligned}
& \phi_{W}(t)=\frac{\sqrt{2 \pi} a \phi}{t} \exp \left(-\theta \phi+\frac{\phi^{2}}{2 t^{2}}\right) \\
& \quad-\frac{a \phi}{t} \exp \left(\frac{\phi^{2}}{4 t^{2}}-\frac{\theta \phi}{2}-\frac{\theta^{2} t^{2}}{2}\right) D_{-1}\left(\theta t-\frac{\phi}{t}\right) \\
& \quad+\frac{(1-a) \phi}{t} \exp \left(\frac{\phi^{2}}{4 t^{2}}+\frac{\theta \phi}{2}-\frac{\theta^{2} t^{2}}{2}\right) D_{-1}\left(\theta t+\frac{\phi}{t}\right)
\end{aligned}
$$

for $-\infty<y<+\infty,-\infty<\theta<+\infty, \phi>0$ and $0<a<1$.
McGill Laplace distribution (McGill, 1962): For this distribution,

$$
\left.\begin{array}{rl}
f_{Y}(y) & =\left\{\begin{array}{l}
\frac{1}{2 \psi} \exp \left(\frac{y-\theta}{\psi}\right), \quad \text { if } y \leq \theta, \\
\frac{1}{2 \phi} \exp \left(\frac{\theta-y}{\phi}\right),
\end{array} \quad \text { if } y>\theta,\right.
\end{array}\right\} \begin{aligned}
\phi_{W}(t) & =\frac{\sqrt{\pi}}{\sqrt{2} \psi t} \exp \left(-\frac{\theta}{\psi}+\frac{1}{2 \psi^{2} t^{2}}\right) \\
- & \frac{1}{2 \psi t} \exp \left(\frac{1}{4 \psi^{2} t^{2}}-\frac{\theta}{2 \psi}-\frac{\theta^{2} t^{2}}{2}\right) D_{-1}\left(\theta t-\frac{1}{\psi t}\right) \\
+ & \frac{1}{2 \phi t} \exp \left(\frac{1}{4 \phi^{2} t^{2}}+\frac{\theta}{2 \psi}-\frac{\theta^{2} t^{2}}{2}\right) D_{-1}\left(\theta t+\frac{1}{\phi t}\right)
\end{aligned}
$$

for $-\infty<y<+\infty,-\infty<\theta<+\infty, \phi>0$ and $\psi>0$.
Log Laplace distribution: For this distribution,

$$
\begin{aligned}
& f_{Y}(y)=\frac{1}{2 b} \begin{cases}y^{\frac{1}{b}-1} \exp \left(-\frac{\mu}{b}\right), & \text { if } y<\mu, \\
y^{-\frac{1}{b}-1} \exp \left(\frac{\mu}{b}\right), & \text { if } y \geq \mu,\end{cases} \\
& \phi_{W}(t)=b^{-1} t^{-\frac{1}{b}} 2^{\frac{1}{2 b}-2} \exp \left(-\frac{\mu}{b}\right) \gamma\left(\frac{1}{2 b}, \frac{\mu^{2} t^{2}}{2}\right)+b^{-1} t^{\frac{1}{b}} 2^{-\frac{1}{2 b}-2} \exp \left(\frac{\mu}{b}\right) \Gamma\left(-\frac{1}{2 b}, \frac{\mu^{2} t^{2}}{2}\right)
\end{aligned}
$$

for $y>0, b>0$ and $\mu>0$.
Exponential distribution: For this distribution,

$$
\begin{aligned}
& f_{Y}(y)=\lambda \exp (-\lambda y), \\
& \phi_{W}(t)=\frac{\sqrt{\pi} \lambda}{\sqrt{2} t} \exp \left(\frac{\lambda^{2}}{2 t^{2}}\right) \operatorname{erfc}\left(\frac{\lambda}{\sqrt{2} t}\right)
\end{aligned}
$$

for $y>0$ and $\lambda>0$.
Gamma distribution: For this distribution,

$$
\begin{aligned}
& f_{Y}(y)=\frac{\beta^{\alpha}}{\Gamma(\alpha)} y^{\alpha-1} \exp (-\beta y) \\
& \phi_{W}(t)=\left(\frac{\beta}{t}\right)^{\alpha} \exp \left(\frac{\beta^{2}}{4 t^{2}}\right) D_{-\alpha}\left(\frac{\beta}{t}\right)
\end{aligned}
$$

for $y>0, \alpha>0$ and $\beta>0$.

Reflected gamma distribution (Borghi, 1965): For this distribution,

$$
\begin{aligned}
& f_{Y}(y)=\frac{\beta^{\alpha}}{2 \Gamma(\alpha)}|y|^{\alpha-1} \exp (-\beta|y|), \\
& \phi_{W}(t)=\left(\frac{\beta}{t}\right)^{\alpha} \exp \left(\frac{\beta^{2}}{4 t^{2}}\right) D_{-\alpha}\left(\frac{\beta}{t}\right)
\end{aligned}
$$

for $-\infty<y<+\infty, \alpha>0$ and $\beta>0$.
Chi distribution: For this distribution,

$$
\begin{aligned}
& f_{Y}(y)=\frac{2^{1-\frac{k}{2}}}{\Gamma\left(\frac{k}{2}\right)} y^{k-1} \exp \left(-\frac{y^{2}}{2}\right), \\
& \phi_{W}(t)=\left(1+t^{2}\right)^{-\frac{k}{2}}
\end{aligned}
$$

for $y>0$ and $k>0$.
Variance gamma distribution (Madan and Seneta, 1990): For this distribution,

$$
\begin{aligned}
& f_{Y}(y)=\frac{|\alpha|^{2 \lambda}}{\sqrt{\pi} \Gamma(\lambda)(2 \alpha)^{\lambda-\frac{1}{2}}}|y|^{\lambda-\frac{1}{2}} K_{\lambda-\frac{1}{2}}(\alpha|y|), \\
& \phi_{W}(t)=\Gamma(\lambda)\left(\frac{|\alpha|}{\sqrt{2} t}\right)^{\lambda-\frac{1}{2}} \exp \left(\frac{\alpha^{2}}{4 t^{2}}\right) W_{\frac{1}{4}-\frac{\lambda}{2}, \frac{\lambda}{2}-\frac{1}{4}}\left(\frac{\alpha^{2}}{2 t^{2}}\right)
\end{aligned}
$$

for $-\infty<y<+\infty,-\infty<\alpha<+\infty$ and $\lambda>0$.
Normal inverse gamma distribution: For this distribution,

$$
\begin{aligned}
& f_{Y}(y)=\frac{\sqrt{\lambda} \beta^{\alpha}}{\sqrt{2 \pi} \sigma^{2 \alpha+3} \Gamma(\alpha)} \exp \left[-\frac{2 \beta+\lambda(y-\mu)^{2}}{2 \sigma^{2}}\right] \\
& \phi_{W}(t)=\frac{\sqrt{\lambda} \beta^{\alpha}}{\sigma^{2 \alpha+2} \Gamma(\alpha)} \frac{1}{\sqrt{\sigma^{2} t^{2}+\lambda}} \exp \left[-\frac{2 \beta+\lambda \mu^{2}}{2 \sigma^{2}}+\frac{\lambda^{2} \mu^{2}}{2\left(\lambda+\sigma^{2} t^{2}\right)}\right]
\end{aligned}
$$

for $-\infty<y<+\infty, \lambda>0, \alpha>0$ and $\beta>0$.
Nakagami distribution (Nakagami, 1960): For this distribution,

$$
\begin{aligned}
& f_{Y}(y)=\frac{2 m^{m}}{\Omega^{m} \Gamma(m)} y^{2 m-1} \exp \left[-\frac{m y^{2}}{\Omega}\right], \\
& \phi_{W}(t)=\frac{m^{m}}{\Omega^{m}}\left(\frac{t^{2}}{2}-\frac{m}{\Omega}\right)^{-m}
\end{aligned}
$$

for $y>0, m>0$ and $\Omega>0$.
Reciprocal distribution (Hamming, 1970): For this distribution,

$$
\begin{aligned}
& f_{Y}(y)=\frac{C}{y} \\
& \phi_{W}(t)=\frac{C}{2}\left[\Gamma\left(0, \frac{t^{2} a^{2}}{2}\right)-\Gamma\left(0, \frac{t^{2} b^{2}}{2}\right)\right]
\end{aligned}
$$

for $0<a<y<b$, where $C$ denotes the normalizing constant.

Maxwell distribution (Maxwell, 1860): For this distribution,

$$
\begin{aligned}
& f_{Y}(y)=\sqrt{\frac{2}{\pi}} \frac{1}{a^{3}} y^{2} \exp \left(-\frac{y^{2}}{2 a^{2}}\right), \\
& \phi_{W}(t)=\frac{1}{a^{3}}\left(t^{2}+\frac{1}{a^{2}}\right)^{-\frac{3}{2}}
\end{aligned}
$$

for $y>0$ and $a>0$.
Quadratic distribution: For this distribution,

$$
\begin{aligned}
f_{Y}(y) & =\alpha(y-\beta)^{2}, \\
\phi_{W}(t) & =\frac{\sqrt{2} \alpha}{t^{3}}\left[\Gamma\left(\frac{3}{2}, \frac{t^{2} a^{2}}{2}\right)-\Gamma\left(\frac{3}{2}, \frac{t^{2} b^{2}}{2}\right)\right] \\
- & \frac{2 \alpha \beta}{t^{2}}\left[\exp \left(-\frac{t^{2} a^{2}}{2}\right)-\exp \left(-\frac{t^{2} b^{2}}{2}\right)\right] \\
+ & \frac{\alpha \beta^{2}}{\sqrt{2} t}\left[\Gamma\left(\frac{1}{2}, \frac{t^{2} a^{2}}{2}\right)-\Gamma\left(\frac{1}{2}, \frac{t^{2} b^{2}}{2}\right)\right]
\end{aligned}
$$

for $-\infty<a<y<b<+\infty$, where $\beta=\frac{a+b}{2}$ and $\alpha=\frac{12}{(b-a)^{3}}$.
Uniform distribution: For this distribution,

$$
\begin{aligned}
& f_{Y}(y)=\frac{1}{b-a}, \\
& \phi_{W}(t)=\frac{1}{(b-a) \sqrt{2} t}\left[\Gamma\left(\frac{1}{2}, \frac{a^{2} t^{2}}{2}\right)-\Gamma\left(\frac{1}{2}, \frac{b^{2} t^{2}}{2}\right)\right]
\end{aligned}
$$

for $-\infty<a<y<b<+\infty$.
Power function distribution: For this distribution,

$$
\begin{aligned}
& f_{Y}(y)=a y^{a-1}, \\
& \phi_{W}(t)=a 2^{\frac{a}{2}-1} t^{-a} \gamma\left(\frac{a}{2}, \frac{t^{2}}{2}\right)
\end{aligned}
$$

for $0<y<1$ and $a>0$.
Rayleigh distribution (Weibull, 1951): For this distribution,

$$
\begin{aligned}
& f_{Y}(y)=2 \lambda^{2} y \exp \left(-\lambda^{2} y^{2}\right), \\
& \phi_{W}(t)=\frac{2 \lambda^{2}}{t^{2}+2 \lambda^{2}}
\end{aligned}
$$

for $y>0$ and $\lambda>0$.
Exponentiated Rayleigh distribution (Kundu and Raqab, 2005): For this distribution,

$$
\begin{aligned}
& f_{Y}(y)=2 \alpha \lambda^{2} y \exp \left(-\lambda^{2} y^{2}\right)\left[1-\exp \left(-\lambda^{2} y^{2}\right)\right]^{\alpha-1}, \\
& \phi_{W}(t)=\alpha B\left(1+\frac{t^{2}}{2 \lambda^{2}}, \alpha\right)
\end{aligned}
$$

for $y>0, \alpha>0$ and $\lambda>0$.

Beta Rayleigh distribution (Kundu and Raqab, 2005): For this distribution,

$$
\begin{aligned}
& f_{Y}(y)=\frac{2 \alpha \lambda^{2}}{B(\alpha, \beta)} y \exp \left(-\beta \lambda^{2} y^{2}\right)\left[1-\exp \left(-\lambda^{2} y^{2}\right)\right]^{\alpha-1} \\
& \phi_{W}(t)=\frac{1}{B(\alpha, \beta)} B\left(\beta+\frac{t^{2}}{2 \lambda^{2}}, \alpha\right)
\end{aligned}
$$

for $y>0, \alpha>0, \beta>0$ and $\lambda>0$.
Normal distribution (de Moivre, 1738; Gauss, 1809): For this distribution,

$$
\begin{aligned}
& f_{Y}(y)=\frac{1}{\sqrt{2 \pi} \sigma} \exp \left[-\frac{(y-\mu)^{2}}{2 \sigma^{2}}\right], \\
& \phi_{W}(t)=\frac{1}{\sqrt{\sigma^{2} t^{2}+1}} \exp \left[-\frac{\mu^{2} t^{2}}{2\left(\sigma^{2} t^{2}+1\right)}\right]
\end{aligned}
$$

for $-\infty<y<+\infty,-\infty<\mu<+\infty$ and $\sigma>0$.
Skew normal distribution (Azzalini, 1985): For this distribution,

$$
\begin{aligned}
& f_{Y}(y)=\frac{2}{\sqrt{2 \pi} \sigma} \exp \left(-\frac{y^{2}}{2 \sigma^{2}}\right) \Phi\left(\frac{\lambda y}{\sigma}\right), \\
& \phi_{W}(t)=\frac{1}{\sqrt{\sigma^{2} t^{2}+1}}
\end{aligned}
$$

for $-\infty<y<+\infty,-\infty<\lambda<+\infty$ and $\sigma>0$.
Truncated normal distribution: For this distribution,

$$
\begin{aligned}
& f_{Y}(y)=\frac{1}{\sqrt{2 \pi} \sigma\left[\Phi\left(\frac{b-\mu}{\sigma}\right)-\Phi\left(\frac{a-\mu}{\sigma}\right)\right]} \exp \left[-\frac{(y-\mu)^{2}}{2 \sigma^{2}}\right] \\
& \phi_{W}(t)=\frac{\Phi\left(\frac{b\left(\sigma^{2} t^{2}+1\right)-\mu}{\sigma \sqrt{\sigma^{2} t^{2}+1}}\right)-\Phi\left(\frac{a\left(\sigma^{2} t^{2}+1\right)-\mu}{\sigma \sqrt{\sigma^{2} t^{2}+1}}\right)}{\sqrt{2 \pi} \sigma\left[\Phi\left(\frac{b-\mu}{\sigma}\right)-\Phi\left(\frac{a-\mu}{\sigma}\right)\right]} \exp \left[-\frac{\mu^{2} t^{2}}{2\left(\sigma^{2} t^{2}+1\right)}\right]
\end{aligned}
$$

for $-\infty<y<+\infty,-\infty<\mu<+\infty$ and $\sigma>0$.
Split normal distribution: For this distribution,

$$
\begin{aligned}
& f_{Y}(y)=C\left\{\begin{aligned}
\exp \left[-\frac{(y-\mu)^{2}}{2 \sigma_{1}^{2}}\right], & \text { if } y<\mu, \\
\exp \left[-\frac{(y-\mu)^{2}}{2 \sigma_{2}^{2}}\right], & \text { if } y \geq \mu,
\end{aligned}\right. \\
& \phi_{W}(t)=\frac{\sqrt{2 \pi} C \sigma_{1}}{\sqrt{\sigma_{1}^{2} t^{2}+1}} \exp \left[-\frac{\mu^{2} t^{2}}{2\left(t^{2} \sigma_{2}^{2}+1\right)}\right] \\
&- \frac{C \sigma_{1}}{\sqrt{\sigma_{1}^{2} t^{2}+1}} \exp \left(-\frac{\mu^{2} t^{2}}{4} \frac{t^{2} \sigma_{1}^{2}+2}{t^{2} \sigma_{1}^{2}+1}\right) D_{-1}\left(\frac{\mu \sigma_{1} t^{2}}{\sqrt{\sigma_{1}^{2} t^{2}+1}}\right) \\
&-\frac{C \sigma_{2}}{\sqrt{\sigma_{2}^{2} t^{2}+1}} \exp \left(-\frac{\mu^{2} t^{2}}{4} \frac{t^{2} \sigma_{2}^{2}+2}{t^{2} \sigma_{2}^{2}+1}\right) D_{-1}\left(\frac{\mu \sigma_{2} t^{2}}{\sqrt{\sigma_{2}^{2} t^{2}+1}}\right)
\end{aligned}
$$

for $-\infty<y<+\infty,-\infty<\mu<+\infty, \sigma_{1}>0$ and $\sigma_{2}>0$, where $C$ denotes the normalizing constant. $q$-Gaussian distribution (Tsallis, 2009): For this distribution,

$$
\begin{aligned}
& f_{Y}(y)=\frac{\sqrt{\beta}}{C}\left[1-(1-q) \beta y^{2}\right]^{\frac{1}{1-q}}, \\
& \phi_{W}(t)= \begin{cases}\frac{\sqrt{2 \beta}}{C t}\left[\frac{2(q-1) \beta}{t^{2}}\right]^{\frac{1}{1-q}} \exp \left[\frac{t^{2}}{4(q-1) \beta}\right] K_{0}\left(\frac{t^{2}}{4(q-1) \beta}\right), & \text { if } 1 \leq q<3, \\
\frac{1}{C \sqrt{1-q}} B\left(\frac{1}{2}, \frac{2-q}{1-q}\right){ }_{1} F_{1}\left(\frac{1}{2}, \frac{1}{2}+\frac{2-q}{1-q} ; \frac{t^{2}}{2(1-q) \beta}\right), & \text { if } q<1\end{cases}
\end{aligned}
$$

for $-\infty<y<+\infty$ if $1 \leq q<3,-\frac{1}{\sqrt{\beta(1-q)}}<y<+\frac{1}{\sqrt{\beta(1-q)}}$ if $q<1$ and $\beta>0$.
Half-normal distribution: For this distribution,

$$
\begin{aligned}
& f_{Y}(y)=\sqrt{\frac{2}{\pi}} \frac{1}{\sigma} \exp \left(-\frac{y^{2}}{2 \sigma^{2}}\right), \\
& \phi_{W}(t)=\frac{1}{\sqrt{1+\sigma^{2} t^{2}}}
\end{aligned}
$$

for $y>0$ and $\sigma>0$.
Normal exponential gamma distribution: For this distribution,

$$
\begin{aligned}
& f_{Y}(y)=C \exp \left(-\frac{y^{2}}{4 \theta^{2}}\right) D_{-2 k-1}\left(\frac{|y|}{\theta}\right), \\
& \phi_{W}(t)=C \sqrt{\pi} \theta 2^{-k} \Gamma^{-1}\left(k+\frac{3}{2}\right){ }_{2} F_{1}\left(\frac{1}{2}, 1 ; k+\frac{3}{2} ;-t^{2} \theta^{2}\right)
\end{aligned}
$$

for $-\infty<y<+\infty, k>0$ and $\theta>0$, where $C$ denotes the normalizing constant.
Folded normal distribution (Leone et al., 1961): For this distribution,

$$
\begin{aligned}
& f_{Y}(y)=\frac{1}{\sqrt{2 \pi} \sigma}\left\{\exp \left[-\frac{(y-\mu)^{2}}{2 \sigma^{2}}\right]+\exp \left[-\frac{(y+\mu)^{2}}{2 \sigma^{2}}\right]\right\}, \\
& \phi_{W}(t)=\exp \left(-\frac{\mu^{2} t^{2}}{\sigma^{2} t^{2}+1}\right)
\end{aligned}
$$

for $-\infty<y<+\infty,-\infty<\mu<+\infty$ and $\sigma>0$.
Wigner semicircle distribution: For this distribution,

$$
\begin{aligned}
& f_{Y}(y)=\frac{2 \sqrt{R^{2}-y^{2}}}{\pi R^{2}}, \\
& \phi_{W}(t)={ }_{1} F_{1}\left(\frac{3}{2} ; 2 ;-\frac{t^{2} R^{2}}{2}\right)
\end{aligned}
$$

for $-R<y<R$.
Kumaraswamy distribution (Kumaraswamy, 1980): For this distribution,

$$
\begin{aligned}
& f_{Y}(y)=2 a y\left(1-y^{2}\right)^{a-1}, \\
& \phi_{W}(t)=a\left(-2 t^{2}\right)^{-a} \exp \left(-\frac{t^{2}}{2}\right) \gamma\left(a,-\frac{t^{2}}{2}\right)
\end{aligned}
$$

for $0<y<1$ and $a>0$.
Linear failure rate distribution (Bain, 1974): For this distribution,

$$
\begin{aligned}
& f_{Y}(y)=(a+b y) \exp \left(-a y-\frac{b y^{2}}{2}\right), \\
& \phi_{W}(t)=\frac{a}{\sqrt{b+t^{2}}} \exp \left[\frac{a^{2}}{4\left(b+t^{2}\right)}\right] D_{-1}\left(\frac{a}{\sqrt{b+t^{2}}}\right)+\frac{a}{b+t^{2}} \exp \left[\frac{a^{2}}{4\left(b+t^{2}\right)}\right] D_{-2}\left(\frac{a}{\sqrt{b+t^{2}}}\right)
\end{aligned}
$$

for $y>0, a>0$ and $b \geq 0$.
Irwin Hall distribution (Irwin, 1927; Hall, 1927): For this distribution,

$$
\begin{aligned}
f_{Y}(y) & =\frac{1}{2(n-1)!} \sum_{k=0}^{n}(-1)^{k}\binom{n}{k}(y-k)^{n-1} \operatorname{sign}(y-k), \\
\phi_{W}(t) & =\frac{1}{2(n-1)!} \sum_{k=0}^{n}(-1)^{k}\binom{n}{k} \sum_{m=0}^{n-1}\binom{n-1}{m}(-k)^{n-1-m} 2^{\frac{m-1}{2}} t^{-m-1} \gamma\left(\frac{m+1}{2}, \frac{n^{2} t^{2}}{2}\right) \\
- & \frac{1}{2(n-1)!} \sum_{k=0}^{n}(-1)^{k}\binom{n}{k} \sum_{m=0}^{n-1}\binom{n-1}{m}(-k)^{n-1-m} 2^{\frac{m+1}{2}} t^{-m-1} \gamma\left(\frac{m+1}{2}, \frac{k^{2} t^{2}}{2}\right)
\end{aligned}
$$

for $0<y<n$ and $n \geq 1$.

## 4 Simulation results

In this section, we perform simulations to check the mathematical derivations in Section 3. We simulated the distribution of $W$ for given distributions of $X$ and $Y$ as follows:

1. simulate 1000 random numbers from the distribution of $X$;
2. simulate 1000 random numbers from the distribution of $Y$;
3. set $W=X Y$;
4. construct a histogram of the 1000 values of $W$.

The simulated histograms can be compared to the theoretical probability density functions of $W$ computed using the characteristic functions in Section 3.

The comparisons are illustrated in Figures 1 to 5 for five of the distributions of $Y$ considered in Section 3: Figure 1 for the exponential distribution; Figure 2 for the uniform distribution; Figure 3 for the power function distribution; Figure 4 for the Rayleigh distribution; Figure 5 for the exponentiated Rayleigh distribution.


Figure 1: Simulated histogram and theoretical probability density function of $W=X Y$ when $X$ is a standard normal random variable and $Y$ is an independent unit exponential random variable.


Figure 2: Simulated histogram and theoretical probability density function of $W=X Y$ when $X$ is a standard normal random variable and $Y$ is an independent uniform $[0,1]$ random variable.


Figure 3: Simulated histogram and theoretical probability density function of $W=X Y$ when $X$ is a standard normal random variable and $Y$ is an independent power function random variable with $a=2$.


Figure 4: Simulated histogram and theoretical probability density function of $W=X Y$ when $X$ is a standard normal random variable and $Y$ is an independent Rayleigh random variable with $\lambda=1$.


Figure 5: Simulated histogram and theoretical probability density function of $W=X Y$ when $X$ is a standard normal random variable and $Y$ is an independent exponentiated Rayleigh random variable with $\alpha=2, \lambda=1$.

We see that the simulated histogram and the theoretical probability density function agree well in each of the five figures. We have considered the five distributions for illustration. But the conclusions were the same for other distributions in Section 3.

## 5 Conclusions

Motivated by Schoenecker and Luginbuhl (2016), we have derived explicit expressions for the characteristic function of the product of two independent random variables, one of them being the standard normal random variable and the other allowed to follow one of nearly fifty distributions. The explicit expressions involved the gamma, incomplete gamma, complementary incomplete gamma, beta, incomplete beta, error, complementary error, parabolic cylinder, Whittaker $W$, modified Bessel, confluent hypergeometric, Gauss hypergeometric and the standard normal distribution functions. The mathematical derivations have been verified by simulations.
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