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Abstract: In this paper we preseobntext matchinga novel context-based technique for the
ad-hoc retrieval of web documents. The aim of the tecknigto dynamically generate a
measure of document term significance during retrievalddia be used as a substitute or co-
contributor of the term frequency measure. Unlike termufeeqy, which relies on a term
occurring multiple times in a document to be considesigaificant, context matching is
based on the notion that if a term in a given document ogttingt document in the context
of the query, then that term is deemed to be signifiamhtext matching has the ability to
potentially determine a term to be significant even @aturs only once in a document. Vice
versa, it also has the ability to determine a term tm&ignificant, even if occurs frequently
within a document. We show how expanded terms generated by al tgpery expansion
technique can be used effectively as query context farexkomatching. The technique is
ideally suited to the nature of web information retrievad ave show how context matching
significantly improves retrieval accuracy through experimemésults on TREC web
benchmark data.
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1 Introduction

Traditionally, a term in a given document is consideredesignificant if it occurs multiple
times within that document. In fact, the more timésren occurs in a document then the more
significant it is deemed to be. This observation, commaeflyrred to as term frequency (TF),
was made by Luhn [18], where he noticed that authors ofnderts typically emphasize a
subject or concept by repeatedly using the same word/s.

Since then, most information retrieval approaches [4] hdepted TF (or variations of it)
as the standard way of indicating how significant or @i term is to a given document. In
particular, it is normally combined with inverse documeatjiency (IDF) to form the TFIDF
measure [24]. This has been popularized in the vector spadel [25].

Even with the emergence of web information retrieval, TH igihains as the salient
measure of term significance within a document. Theeesaveral examples content-based
web information retrieval systems [17,8,23,3] that base tldetermination of term
significance through TF. In the OKAPI weighting scheme [2]7,2% TF component has a
number of parameters that can be tuned to obtain optimrforpance [11].

But as is the case for many potentially relevant desum TF is not always the best or
most useful indicator of term significance or relevancwit® often, there are relevant
documents that contain only a single or a few occurrencagafticular term. Consequently,
through TF these terms will rarely be considered sicamfi, and thus never contribute greatly
to the rank score of the potentially relevant docuntieey appear within. This is especially
the case when infrequently occurring terms appear ie ldoguments containing hundreds or
even thousands of terms.

A technique calledontext matchingCM) is presented in this paper. It is a technique that
generates term confidence in a fundamentally differenttovaly=. CM does not rely on the
number of times a particular term appears in a docutoatgtermine whether it is significant
or not. With CM, a term appearing infrequently in witla large document can potentially be
given a high confidence. Vice versa, a term appearing frégueithin a document can
potentially be assigned a low confidence. This is a s@amificharacteristic of CM that makes
it different to TF.

Another fundamental difference in the technique lies intiag expanded terms generated
by query expansion are used. Instead of adding expanded tetims original query, CM
uses expanded terms from query expansion to form the quergxtonhis context is then
used as a basis for matching contexts with terms in dausraed ultimately calculating term
significance. Traditionally, query expansion, whether basedjlobal or locally retrieved
documents [29] or a knowledgebase [26], is a technique tlsabdéen shown to improve
retrieval accuracy by adding expanded terms to the originay.qiexims to overcome the
keyword mismatch problem and contribute to boosting documentsvthdd otherwise be
lowly ranked or possibly never retrieved. In a recently psegotechnique, Yu et al [30]
propose a visual based page segmentation algorithm to assisegpansion in selection of
expanded terms for web information retrieval.

In other query-centric approaches to retrieval [15,24¢rigs can be classified to aid in
the choice of retrieval strategy. Kang et al [15] clgsgueries as either pertaining to topic
relevance, homepage finding or service task and use thisfickt8sn as a basis of
dynamically combining multiple evidences in different waysniprove retrieval. Plachouris
et al [20] use WordNet in a concept-based probabilistic agprdo information retrieval
where queries are biased according to their calculstege. In their work, scope is an
indication of generality or specificity of a query andused as a factor of uncertainty in
Dempster-Shafer's theory of evidence. In another appi@d¢hquery scope is determined
through statistical measures derived from a set on igitieftieved documents and used to as
a basis decide the type of retrieval strategy (i.etectronly vs. content and hyperlink).

The use of context in information retrieval is not a négai Jing et al [14] use context as
a basis of measuring the semantic distances between.idardsg indexing, the context of
terms in documents is generated and stored in vector founng retrieval, the context of a
term in a query is generated and is used to measurertizmtse distance between itself and



candidate morphological variants in documents. Mutual irtion of terms is used to match
related terms during the calculation of context distance.

Billhardt et al [6] propose a context-based vector space Inilodenformation retrieval.
After the term-document matrix has been constructed,usesl is a basis for generating a
term context matrix where each column is considered ansendescription of a term. This
term context matrix is then combined with the document vediom the term-document
matrix to transform it into the final document contexttee used for retrieval. They report
28% improvement in retrieval accuracy when using the contexdtagg®oach.

The WEBSOM [13] system is an example of another way inwbantext has been used
for information retrieval. It uses a two level Kohonenlé@eanizing map approach to group
words and documents of contextual similarity. ConteAViBBSOM s limited to the terms
that occur direct either sides of the term in question.

Intellizap [9] is a context-based web search engine thairesqthe user to select a key
word in the context of some text. The approach makes eféecise of the contextual
information in the immediate vicinity of the keywords seeg so that retrieval precision can
be improved. Inquirus [10,17] is another web search engine tratcasgextual information
to improve search results. A user must specify some contdrfoamation, considered as
preferences, pertaining to the query. This context (prefesy provides a high-level
description of the users information need and ultimately obtfie search strategy used by
the system.

Hyperlink information can be a very valuable source of enadefor web information
retrieval and it is either based on a set of retrievedighents during retrieval or on a global
analysis of the entire document collection during indexing [K2inberg [16] illustrates how
hyperlink information in web pages can be used for web Iseenen using a set of retrieved
documents. Kleinberg's algorithms are based on the notioif {regep points to page then
p has some measure of conferred authoritygomhus, the more pages that pointgiothe
more authoritativel should be as an authority of information on the topieptesents.

Bharat et al [5] propose algorithms based on Kleinberg'sk wdhey identify some
inherent problems with using hub and authority calculations fraghbeurhood graphs such
as mutually reinforcing relationships between hosts, autcatiy generated links and non-
relevant nodes. An approach that also uses the chartc$enislink information from a set of
retrieved documents for topic distillation is presentedytay et al [2].

PageRank, as proposed by Brin et al [7], is hyperlinkébas&rieval algorithm that
calculates document scores by considering the entire injpednnected graph represented
by all the links in the entire document collection. It uBek information to model user
behaviour by calculating the probability that a user will evailty visit a certain page. This
probability or PageRank of a page is used to prioritsseaitking during retrieval.

The remainder of paper is organized into 4 further sectitms next section describes the
proposed technique. Section 3 presents the experimental Setifjpn 4 presents an analysis
and discussion of results and in section 5 we concludeuwhide future direction of research.

2 Proposed Technique

The context of both terms in documents and terms in qusrfasdamental to CM. Its aim is
to dynamically determine the significance of a term imeudhent using the query context of
the submitted query. The technique is based on the notbif #aterm occurs in a document
in the same context as the query, then that term is detenfiedsignificant to that document.
The result of the technique is the generation obmtext matching confiden¢€MC) for a
term, which is a measure of term significance that caenpially be used as a substitute or
co-contributor of TF as a term confidence measure.

Given a queryQ and a document collectiddC, the technique can be used in a retrieval
process in the following way:



Step 1 Generate query conté for Q
Step 1.1 Retrieve initial documeni3s
Step 1.2 Perform query expansioridrio obtain expanded term@R
Step 1.3 Form query cont&€ from Q andQR
Step 2 Retrieve documents
Step 2.1 For every query tegm Q
Step 2.1.1 For every documénin DC containingq
Step 2.1.1.1 Mate@C with the term context of terepin D to calculate context
matching confider€®IC
Step 2.1.1.2 Calculate term frequency-based nesdBuf termq in D
Step 2.1.1.3 Combi@MC with TF to give term confidenc&C for qin D
Step 2.1.1.4 AJTC to rank score oD

There are a few important aspects of CM that makeijue and different from existing
techniques. Firstly, unlike traditional query expansiont thdds expanded terms to the
original query, CM interprets expanded terms to be afserrms representing the context of
the query. Secondly, unlike TF that relies on a term ¢oiomany times within a document to
be considered significant or infrequently to be considergignificant, CM generates CMC
based on the notion that a term in a document is signifardwtif it occurs in the context of
the query. This makes it independent of frequency. Thr@MhA term appearing frequently
within a document can potentially be assigned a low corgalenhirdly, CM is dynamic,
calculating term significance at retrieval time ratlemt during indexing.
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Figure 1. Overview of context matching as part of theretrieval process

The technique is described in detail over the following sesti

2.1 Query Context

The context of a query consists of two sub-contexts, ehathich are a set of terms with
corresponding relatedness values:

1. Set original query ternf, and
2. Set of related tern@R



These two sets of terms are sub-contexts and togethefotimeythe query contex®C = {Q,
QR}. Each term in each set has a relatedness Wlunethe range [0,1] that indicates how
related that term is to the original quedy A value of 1 indicates maximum relatedness
where a value of zero indicates that the term is netta@l By default all terms have a
relatedness value set to 1, unless assigned otherwise.

To determine the set of related ter@R for the queryQ, the technique relies on the use of
guery expansion using local feedback. Typically, an imitialis executed to obtain an initial
list of ranked documents and the terms of thert@ocuments are assumed to be relevant.
Thesen documents are then interpreted and the indstms are extracted to make up the set
QR We employ the use of

TSV =w.r 1)

to rank candidate terms, where w is a weight (typicdly) indicating the significance of
termt, andr is the number of assumed relevant documeafgpears in. This same method to
select expanded terms has been used successfully forotraditjuery expansion [21,22].
Terms are ranked usingSV and the topm are chosen to forrQR OnceQR has been
determined, it is used as part of the query cor@@&that can now be used for matching.

2.2 Matching

The aim of matching is, using the query context, to deterthimeonfidence that a term in a
document is significant to that document. If a querynteccurs in a document and it occurs
in the context of the query, then it is considered to hmortant and given a high confidence
of significance. Given a termpand a set of terms that constitute a con&tie. Q or QR),
then thecontextual importanc€Cl) of the occurrence af in documenD can be calculated

> Dist(CD,.p) xR, @)
Clq’C,D — cC,czq z Rc

cdC,czq

where
cis aterm in the conteq,
CDy,c,nis the minimum distance between all of the occurrentgsaadc in D,
R: is the relatedness ofto the original quer{ (see Section 2.1),
Dist(CDqcp) is a function of distance importance that returnalaevin the range [1,0].
The smalletCD, ¢ p is the closer Dis€D ¢ p) will be to 1. This function can be of type:
Gaussian, hard limiter or linear (see below).

Equation 2 is in effect performing matching of the corstekiring retrieval. The best match is
when terms irC occur directly next to occurrencesa@in D. (During indexing, the position
of the term in the document is recorded and stored imdte.)

For each query term, the technique separately calsutatgextual importance using both
the original queryQ and related term®R as contexts. The final measure is tmntext
matching confidencéCMC), which is a combination of the CI from both sub-eat#Q and
QR Given a query termg in the queryQ, its CMC is calculated by

CMCqy,p = (Clg,q,p xWl) +(Clgorp * - WD) 3

wherewl is a weighting factor that is set to 0.5 by default.

The resultant CMC is a value in the range [0,1] wherel@eweose to 1 indicates a high
confidence that the term occurring in documenD is a significant term and important
indicator of relevance fdD givenQ. A value close to zero indicates insignificance anoa |
confidence of relevancy. The more related terms (termiseircontext) that occur at a closer
distance to the occurrence of the query term in the daatintiee higher the resultant



confidence. On the other hand, the less related term®d¢hat a further distance from the
occurrence of the query term, the lower confidence.

Unlike TF, that calculates term significance by countmgnumber of times a term occurs
within a document, CM relies on the context of the query thedcontext of term in the
document to determine importance. Consequently, it thas significant advantage of
potentially giving high confidence to terms that occur infiexgly within documents. For
example, consider a documédhtwhere terng occurs only once and each ternQ€ occurs
only once. Ifg is close to the occurrences of termJ@, then the resultarf@MC,p will be
high. This is further exemplified through the use of clodetanceCD; . in Equation 2. Even
if both termst andc appear only once in a document, if they are close to ehehtbien their
relationship of proximity will contribute towards a high CM@mz On the other hand a term
that appears frequently within a document and not in themity of terms inQC, will be
given a lowCMGCyp.

When calculating proximity through distance, a window $zaesed to define the context
area of an occurrence of a term in a document. Theugrézd (distance) positions to the left
and right of an occurrence of term in a document iscihv@ext of that term for that
occurrence. This is captured through the various distancéons.
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Figure 2. Gaussian function

The Gaussian function as a measure of distance impertakes the form shown in Figure 2.
We use a simplified Gaussian formula
_(cD-1)? (4)
DisfCD)=e 20°

whereo is Gaussians interpretation of standard deviation and i s#8, whered is the
distance outer bounds. Wh&D-1 nearsd the function returns close to zero. Wheb-1
nears 0, the function returns 1 or close to 1. This alsoesppdr the linear function of
distance that follows the form

d-(CD-1 (5)

Dist(CD) = —_

0.5

0 d
Figure 3. Linear function



The hard limiter function returns only 0 or 1 depending ontleCD is greater thawl or
not
Dist(CD)=1 CD-1<=d (6)
0 CD-1 >d

0.5

0 d
Figure4. Hard limiter function

The matching technique heavily favours terms occurring vesedio each other. The further
they are apart or the closer to a distance, dfie less important the relationship of proximity
is. Looking at Equation 2, we can see that the morestanrthe context that occur closer to
the term, the more instances of smalld values there will be. This in turn will result in
higher DistCD) values, which in turn contributes to higher CMC values.

2.3 CombiningCMC and TF

As mentioned in the introduction, TF has long been used sediable indicator of term
significance. We chose to incorporate it into CM by cmimg it with CMC to give a final
confidence measure of a term in a document. Given thahing has been performed and we
have a CMC value for a terqnin a documenb, the final step of the technique is to combine
CMC with TF to give a final term confidence measureisl€alculated by

log(count, , +1) ()
TR, p = '
" log(humWordg +1)

wherecount,p is the number of timeg occurred irD, andnumWordss the number of terms
in documenD. TF,p is calculated during indexing. Having bdtk, o andCMGC,p, theterm
confidencgTC) ofq in D is calculated by:

TC,p =(TF, 5 xwW2) + (CMC, ;, x 1 - w2)) (8)

during retrieval, whera2 is a weighting factor that is set to 0.5 by default.
3 Experimental Setup

Ad-hoc retrieval experiments were run on the TREC benchmaik document collection
WT2g, which consists of 247,491 web documents along with 50 queitiesorresponding
relevance judgements. A standard inverted index was used totimel@ollection and each
node in the index stored a document ID, TF and each posititredgérm in the document.
We use up to 2 bytes (16 bits) for term position. This, 6558%eitargest term position given
to a term in a document. (Any terms in documents excegubagion 65535 are applied a
threshold and assigned 65535.) Given a q@grthe retrieval function used to calculate the
score for documeri is

scorgy @ = ZTCq,D x|DFq (9)
qQ



whereq is a term in the query,G, p is the term confidence of tergnin documenD andIDF,
is the inverse document frequencygof

=log, N (10)
IDFq =log, - +1

q
whereN is the number of documents in the collection ey the number of documents in
which termq occurs. To obtain a list of initial documents from whibke query expansion
technique could extract related terms @R, standard TFxIDF was used

scorgy @ = ZTFq,D xIDFq (11)
qQ

This run also acts as the baseline for comparison agalngther runs. Our experimental
investigations followed the strategy:
1. To firstly determine the ideal parameters @ipm and function Dis{CD). For each
experimentd was set to 10, 30, 50, 100, 250, 1000 or 6568Was set to either 3, 5,
10 or 20. DistCD) was set to either Gaussian, linear or hard limif#e ran
experiments with all combinations of these parametersalFexperiments = 20 to
retrieved the top ranked documents of the initial for quexpansion/context
generation.
2. To then determine the ideal value for parametdny experimenting withn =
2,5,10,30,50.
3.  To determine the ideal valueswi andw2 by testing all combinations of values on
the range [0,1] at intervals of 0.1.
4.  To investigate the impact of using different techniqueshbtain relatednesk for
context terms. This included settiRg= 1,R=TSV R=IDF.

For all experiments the top 1000 documents are used for ewalu@tbviously we were
interested in observing which parameters yielded the bsstts, but we were particularly
interested in comparing the effectiveness of retrieval of @ddinst traditional query
expansion. Also, comparisons against the baseline perfoenatt previous results would
give a good indication of the performance of the technique.ré&dts of the experiments
along with a discussion and analysis is presented in ttteseetion.

4 Resultsand Analysis
4.1 Basdine Run

Table 1 shows the result of the baseline run, which usesi&qdt for retrieval. We can see
that an average precision of 0.2987 was achieved.

Table 1. Result of the baselinerun
Avg. Prec.Prec. @ 20#Rel. Docs
0.2987 0.346 1775

This is the most basic run with just the original querpndpeised for retrieval in a standard
TFxIDF approach.

4.2 Query Context

The generation of related terms as a sub-context of a guaryimportant step of CM. It is
vital to generate a sub-context of related terms that relefieo the theme of the query and
ultimately to the context of terms in documents. The falgws a list of original querie®,
along with the top 10 expanded terms that consti@Rethat were obtained through query
expansion:



Q = parkinsons Disease
QR = { dopamine, neurons, brain, levodopa, alzheimer's, dementiaddis@atients,
dyskinesia, substantia}

Q = tropical storms
QR = { trps, cyclones, hurricanes, hurricane, rain, rainforesyglone , amazonia,
pacific, typhoons}

In general, the terms in the query conteQ®are fairly related to the original query, making
for good context. Initially, all terms is bo andQR are given default relatedness values of
1, indicating that each term is fully related to th@io@l query.

4.3 Results of Traditional Query Expansion

Table 2 shows the results of runs utilizing traditional guwetpansion. Here, the expanded
terms that constitut®R are added to the original query and Equation 11 is agait fas

retrieval.

Table 2. Results for traditional query expansion

m Avg. Prec. %A Prec. @ 20 #Rel. Docs
20 0.2534 -15.16% 0.278 1715

10 0.2639 -11.65% 0.309 1781

5 0.2994 +0.25% 0.334 1818

3 0.2986  -0.05% 0.332 1811

As can be seen, traditional query expansion performseathan the baseline run when m is
20, 10, 3. This may be due to the fact that the expanded &eenmot re-weighted except for
being assigned their corresponding IDF. This is consistéhttine work of Robertson [22]
though, who states that terms selected as expanded ternid shoply be added to the
original query and this query should then be re-submiittecetrieval. Yu et al [30] choose to
re-weight original and expanded terms after expansion andt riegmoved results, but we
chose to follow a simple and standard approach to expansion angemiotm any re-
weighting. The fact that no pruning of expanded terms @.eeinove very specific or very
general expanded terms) is performed could also be contridbgraverage performance of
these traditional query expansion runs. The focus of 8pec of the research was not to
improve or advance query expansion. We simply wanted to mngpie a standard and
baseline type expansion algorithm and keep it as uncomplicaigasaible.

4.4 Determining m, d, Dist(CD) and n

Table 3. Top 10 results when using expanded ter ms for QR in Context M atching

m d Dist(CD) Avg. Prec. %A Prec. @ 20 #Rel. Docs
10 250 Linear 0.4142  +38.68% 0.4170 1864
5 100 Linear 0.4137  +38.49% 0.4200 1864
5 250 Gaussian 0.4136  +38.47%0.4330 1853
10 100 Linear 0.4135  +38.44% 0.4170 1864
10 250 Gaussian 0.4130 +38.27%0.4160 1858
5 250 Linear 0.4125 +38.10% 0.4320 1859
5 100 Gaussian 0.4112  +37.66%0.4200 1869
20 250 Linear 0.4097  +37.15% 0.4170 1861
10 100 Gaussian 0.4095  +37.09%0.4150 1867
20 100 Linear 0.4092  +37.00% 0.4100 1869




In contrast to traditional query expansion, CM perforemmarkably well when using the
same expanded terms for QR. We ran 84 experiments, tedtiogmbinations ofm, d and
Dist(CD). Table 3 shows the top 10 runs, ordered by average precidioun&use Equation
9 for retrieval. The best run which uses 10 expanded termsiamak of 250 and a linear
distance function, achieves an average precision of 0.4142, 3&é®86 than the baseline
run. Infact, all CM runs (only of which the top 10 are shownTable 3) comfortably
outperformed the baseline run and the traditional query sigamuns. All of the top 10
results shown in Table 3 utilized 5 or more terms for caratea distance of 250 or 100. Also,
all of them utilized linear or Gaussian functions for alige. This confirms that observation
that terms appearing in a close context to each other goed indicator of significance. The
linear and Gaussian functions capture this by rewardingjesnaistances with a value closer
to 1, where as the hard limiter distance function ignaids its constant return value for all
values smaller thach This is reflected in the results.

Table 4 shows the 10 worse performing runs. The worse pen@@M run was whem
= 3,d = 65535 using the Gaussian distance function. This is notisiag at all as 3 terms do
not provide much contextual information and 65535 positions is a tangext area to be
considering during matching. This is effectively the samedgasring distance and just
observing whether the terms co-occur in the same documestiufhthough still achieved an
average precision of 0.3428, still 14.75% better than the baseatfine

Table 4. Bottom 10 results when using expanded terms for QR in Context Matching

m d Dist(CD) Avg. Prec. %A Prec. @ 20#Rel. Docs
20 65535 Linear 0.3536  +18.38% 0.3760 1854
5 65535 Gaussian 0.3531 +18.23%0.3770 1839
10 65535 Gaussian 0.3527 +18.09%0.3850 1864
20 65535 Gaussian 0.3517 +17.74%0.3760 1851
10 65535 Hard Limiter 0.3514 +17.64% 0.3850 1864
20 65535 Hard Limiter 0.3499 +17.15% 0.3720 1850
5 65535 Hard Limiter 0.3494 +16.98% 0.3770 1839
3 65535 Linear 0.3447 +15.40% 0.3760 1850
3 65535 Gaussian 0.3428 +14.75%0.3740 1849

The fact that CM perform considerably better than ti@uitl query expansion is quite
significant. Traditional query expansion techniques that @ganded terms to the original
query have been long accepted as the most effective fveigaling with expanded terms. CM
presents a novel and effective way of using expanded termptove retrieval.
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Figure5. Interpolated recall-precision graph: best CM run vs. baseline



Figure 5 shows that across all levels of recall, CM coralidy outperforms the baseline run.
Figure 6 shows the overall performance of each of the heasn The distance parametier

is the most significant parameter as there is a laagations of average precision across its
different values. It seems that a distada# 100 or 250 or somewhere in between is an ideal
setting ford. Gaussian and linear distance functions are confirmetheabest performing
functions. As for the number of terms around 5-10 is to be most effective.

0.42
0.41

0.4 —
0.39 w B - —
0.38
0.37 A
0.36 A —1 [ — —1 —
0.35 A —1 [ — —1 —
0.34
0.33
0.32

average precision

m d Dist(CD)

Figure 6. Overall performance for parametersd, m and Dist(CD) across all runs

Taking the combination of parametens= 10,d = 250 and Dist{D) = linear that yielded the
best average precision of 0.4142, we ran some experimentsamting values oh. These
results are shown in Table 5. None of the runs though sudp@sEet2 and this confirms that
n =20 is ideal.
Table 5. Results for different settings of n

n Avg. Prec. %A Prec. @ 20#Rel. Docs

2 0.3850 +28.88% 0.4070 1824

5 0.4070 +36.26% 0.4100 1843

10 0.4107 +37.52% 0.4250 1857

30 0.4004 +34.04% 0.4190 1858

50 0.3916 +31.11% 0.4080 1863

4.5 Deter mining wl and w2

wl andw? are set to 0.5 by default. But we wanted to investigate tiet eal settings for
both these parameters. Not only are we interested imgutiie system for optimal
performance, buivl andw2 give an insight in to the significance of the sub-contents G

TF vs. CMC respectively. At this stage we had determihatithe best parameters wene

10, d = 250 and Dis{D) = linear andn = 20. Taking these settings, we ran all 121
combinations of 0.1 intervals between [0,1]¥drandw?2. The top 5 resulting runs are shown
in Table 6.

Table 6. Top 5results for combinations of wl and w2

wl w2  Avg. Prec. %A Prec. @ 2¢Rel. Docs
0.5 0.4 0.4143 +38.70% 0.4160 1861
0.5 0.3 0.4142 +38.67% 0.4200 1863
0.5 0.5 0.4142 +38.66% 0.4170 1864
0.3 0.5 0.4137 +38.51% 0.4130 1880

0.4 0.5 0.4136 +38.47% 0.4160 1870




These results confirm that whearl andw2 are set to around 0.5, the best results are obtained.
A high value forwl favoursCl,qp overClyorp (See Equation 3) where as a high value for
w2 favours TF over CMC (see Equation 8).
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Figure 7. Overall performance of wl at intervals of 0.1

Figure 7 shows the average of the average precision acrogasatfiwl at intervals of 0.1.
The precision is at a maximum between 0.4-0.6 and at mm&at O and 1. Whenwl is O,
this indicates that only Cl fror®R is used in the calculation of CMC. Wheri is 1, this
indicates that only CI fror® is used. We can see that the precision of the systgemesally
better at higher values afil, which indicates that the sub-conteQtis a slightly more
important than sub-conteR This makes sense sinQeis the original query containing the
users information need whe@R is an artificially estimated extension to the queryegated
through query expansion.
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Figure 8. Overall performance of w2 at intervals of 0.1

Figure 8 shows the average of the average precision acrogasatfw?2 at intervals of 0.1.
The precision is at a maximum between 0.3-0.6. Win@nis 1, this only considers TF
information in the calculation of TC. Whew? is 0O, this only considers CMC information in
the calculation of TC. We can see that CMC alone isnpiortant contributor to the precision
of the system with high levels of precision throwgh= 0 towl = 0.6. We conclude that 0.5
is an acceptable and ideal value fdr andw?2 and continue to use this for experiments listed
below.



4.6 Deter mining Relatedness

By default, all terms in the query conte®C are set a relatedness value of 1. But we
experimented with usintbF andTSVas a measure of relatedness and the results are shown
in Table 7.

Table 7. Results for different techniques for obtaining R
R Avg. Prec. %A Prec. @ 20#Rel. Docs
1 0.4142 +38.68% 0.4170 1864
IDF 0.4124 +38.08% 0.4190 1865
TSV  0.4160 +39.27% 0.4200 1863

While IDF is more a measure of importance, we interpret it gpea of relatedness measure
for this experimentTSVthough is a score used to rank potential terms for resipa and
makes an ideal type relatedness interpretali@Y gives the best result yielding an average
precision of 0.4160, 39.27% better than the baseline run and sligiidy than wheiR = 1

or whenR = IDF. But there is no significant difference between all 3 anadovelude thaR

=1 as a default value is an acceptable and effeRtixadue for all terms.

4.7 Comparison with Previous Results

In this section, we make a final comparison of the perfoomaof the context matching
technique against other top performing published resultsuggethe same benchmark data.
But making this comparison, we run one final experiment vghidleal parametes= 250,
Dist(CD) = linear,m=10,n = 20,w1 = 0.5,w2 = 0.5 andR = 1. We also substitul®F with

the Robertson/Sparck-Jones weight for the weighting of terfaguation 11 as used in [23].
This experiment yields an improved average precision of 0.4228sipre @ 20 of 0.4380
and 1957 relevant documents. This is an improvement on the yséwest observed CM run
of 0.4160 and is now a 41.54% gain on the baseline. Table 8 showgftivenpace of the
previous 3 best performing systems with the best CM rutlestending order by average
precision.

Table 8. CM vs. best previous results

System Avg. PrecPrec. @ 20 #Rel. Docs

Context Matching 0.4228 0.4380 1957

Microsoft (OKAPI/Keenbow) [23] 0.3829 0.4520 2051
Fujitsu Labs [19] 0.3405 0.4010 1988
INQUERY [1] 0.3327 0.4130 1923

Before experimenting with CM on TREC's WT2g benchmark dtte, best performing
system was OKAPI/Keenbow of Microsoft Research thhiesed at average precision of
0.3829 at TREC 8. Itis based on OKAPI weighting and al$izegiquery expansion. OKAPI
weighting was recently successfully used for the contendbastieval part of topic
distillation runs in TREC [8]. The main difference beem our context-based result and all
the other systems is the context matching technique. isklthe other systems base their
document term significance measure only on TF. CM signtficaimproves retrieval
accuracy and outperforms the previous best system ofoddittr by 10.42% with its top
performing result of 0.4228. This obviously is a very encangagnd significant result.

The technique seems to be well suited to the naturteeoiveb information retrieval. This
is mainly due to the fact the web queries are typicgtliyrt (2-4 terms) and most documents
that are relevant typically contain at least 1 occueaidhe original query term. This means
that context matching can effectively boost these types aindents by matching context,
rather than relying on the addition of new terms to ther@lgjuery.



While CM adds no ability for the system to overcome the kegwoatching issue, it
improves accuracy by being able to determine significance lmasedntext of original query
terms occurring in the documents. From this perspectivegthdhe advantage of using CM
means that the issue of re-weighting expanded terms aadosfinal query terms can be
avoided. In CM, the issue of weighting terms rests in #sgament oR values for terms in
the context. But as has been shown through experimentaisretig is less significant as a
default of 1 for all valueR is just as effective as weighted comparisons.

The combination of CMC with TF (as performed by Equatiom8jntains the perspective
of calculating significance through each term in the yjasr opposed to introducing a global
context-based measure of significance for a document. pemiits the continued use of
known similarity measures such as Equations 9 and 11 andsaba need of introducing a
new combination technique, as would be the case if a ghpmbach was introduced. Thus,
CM can be considered as a type of term weighting technameethat incorporates both TF
and context-based information.

4.8 Efficiency

The added complexity of the CM technique results in proegsine overheads during
retrieval. This is mainly because of the calculatiorhefdlosest distance between teqraand

c that must be determined during matching so that the claistamce function can determine
its importance as part of Cl calculation.
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Figure9. Processing over head for number of QR terms

Figure 9 shows the online processing overhead at acrosseeenifinumber ofQR terms.
When there are n@R terms, then CM is only about 11% slower when used as part of the
retrieval process than the baseline run of TFIDF that doegperform CM at all. In this
instance, onhyQ is being used as part of the query cont@gt for context matching. This
means that onlZlqqp is being calculated during CM. That is, only originabguterms are
being considered as part of the context. But as the numbéerms added taQR is
incremented, the processing overhead increases and followsaa lipgard trend. An
overhead of approximately 2.5% can be observed for every addi@étiedrm that is added.
The processing time observations did not measure the aikes for query expansion. The
processing time was recorded for just the matching techitisgle This assumes the query
contextQC has already been generated and is available for matching.

The effect on the average precision across the numléRr térms is shown in Figure
10. Unavoidably, a trade-off between precision and processiaidnead exists that peaks at
sevenQR terms. Additional numbers dDR terms beyond seven only result in greater
overhead and a degradation in precision.
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Improved efficiency for CM could be achieved by developing adz@rfignctionality in the
determination of the closest distance between teymsdc. At the moment, the positional
information stored for each occurrence of a given teran document is stored as a flat list of
integers in memory. So when calculating the closestamtist between an occurrence of
another term and the list of occurrences of the given, t@istance calculations are performed
iteratively across every position of the given term inligteo determine the closest distance.
This can be thought of as a type of linear searchingsaaptbbably the most exhaustive and
inefficient method of performing the determination of ekisdistance for context matching.
But on the other hand this type of data structure isyeastlated and managed during the
reading of the term index from file. Other methods such asamybiree based search may be
introduced in the future to improve efficiency.

5 Conclusion

Context continues to proved useful information that caexipéited for effective information
retrieval. We have proposed a novel technique called xdontatching that captures query
context and matches this against term contexts in docuriieditermine term significance
and relevancy. CM introduces new ways of interpreting @sidg context for retrieval and
has a significant and positive impact on retrieval acgurti has been shown to be a very
effective technique by outperforming previous best reswitever 10% and the baseline run
by over 41%.

We have shown how query context can be formed through originak and expanded
terms obtained from relevance feedback and how this cafido¢ively used for the context
matching. Even when traditional methods of using expanded farhte improve retrieval
effectiveness, CM can still improve accuracy. While téreguency is a generally a good
measure of term significance, it can be combined witht@€ boost retrieval effectiveness.

In future research we plan to investigate the use oesees as a unit of distance and to
introduce more advanced matching functions into tlbegss.
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