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ABSTRACT
This research proposes a novel automatic methochgte Auto-Sign) for extracting unique
signatures of malware executables to be used bydpged malware filtering devices based
on deep-packet inspection and operating in reakti@ontrary to extant string and token-
based signature generation methods, we implemefAtdd-Signan automatic signature
generation method that can be used on large-sizevarea by disregarding signature
candidates which appear in benign executables.liRésom experimental evaluation of the
proposed method suggest that picking a collectioaxecutables which closely represents
commonly used code, plays a key role in achieviigiplis specific signatures which yield

low false positives.
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1. INTRODUCTION

The time interval from the release of new malicisofiware to the wild till the time that the
security software/hardware companies detects thevana analyze it, generate a signature
and release an update to its clients is highlycatit During this time interval the malware is
undetectable by most of the signature-based conmahesclutions and thus it can easily
propagate [1]. For that reason, it is highly impattto detect a new malware as soon as
possible and rapidly generate a good signaturbatcabundant signature-based solutions can
be updated.

One way to protect organizations from malware ideploy high-speed malware filtering
appliances on the communication lines that contfeetorganization to the outside world.
Such appliances are based on deep-packet inspentiozal-time and thus support very
simple signatures for detecting malware. Securipliances are an appealing solution
because they require no local overhead to managm,tget they work continuously to
protect the enterprise [14].

This research focuses on automating the procegeradrating signatures to be installed
on such appliances for known malware that needsetéiltered by the appliances. Various
techniques have been proposed to derive malwamnatsiges automatically, including among
others: vulnerability-based signatures [1]; payladed signatures ([7]; [19]); content sifting
[17]; semantic-aware signatures [21]; The Amd atbar [2]; Honeypot-based signatures
([8]; [15]; [18]), and polymorphic content-basedysatureg14][26]. These studies examine
code by matching and analyzing the distributioistahg patterns in communication packets;
classifying unsuccessful connections; and modetiagriant code structures. Such signatures
were tested and reported to be effective for ssiaéd malware (usually worms) [1, 7, 19].

Nevertheless, the employed approaches for sign@gemeration ignore the fact that many



types of malware appear as full-fledged executabtetherefore contain a significant portion
of repetitive code emanating from code generattegelopment tools and platforms.

Considering the fact that signature-based syst#mmsot account for such large common
code segments, the quality of existing signatuneegaion mechanisms is degraded. Such
guality is measured using sensitivity (low falseyaieve for malware) and specificity (low
false positive for innocuous traffic) measures.

In order to address the problems stated abovs,rdsearch proposes and evaluates a
signature generation technique, termfaato-Sign for generating signatures which can be
used by Network Intrusion Detection and Protecti®ystems (NIDS/NIPS) operating as
malware filtering devices [27]. For such devicesitkSign needs to generate a very simple
signature that a network appliance can use faariiiy malware in real-time. A very simple
signature is actually a string of bytes or a simplgular expression of bytes at the most. To
improve its precision, Auto-Sign employs an exhiaesand structured technique which first
sanitizes malware from segments of common benigle @nd only then generates unique
signatures which can be later used for detectianalivare traffic.

The scope of this research is on tackling malioade in the form of adware, spyware,
Trojans, and viruses. Auto-Sign was tested alstaaye, full-fledged malicious applications
and not necessarily on short stream-based malwiageavcommon code is not relevant.

Auto-Sign raises many questions with regards tooua aspects of the proposed
technique. In this research we were interestednidirfg the optimal length and selection
criteria of a signature among several candidat@esdar to minimize false positives as well as
the size and type of the training set in order tmimize false positives. This research
describes the Auto-Sign technique and a set of rerpats which were performed am
collection of malicious and benign executables.cABign is capable of automatic signature

generation as part of the eDare framework [22] wiiffers "malware filtering as a service"



and is targeted for Network Service Providers (N&Rgrnet service Providers (ISP), small

and large enterprises.

2. RELATED WORK ON AUTOMATIC SIGNATURE GENERATION (ASG)

Automated signature generation for new attacksisftlype is extremely difficult due to the
following reasons [18]. In order to create a makvaignature, we must identify and isolate
malicious traffic from benign traffic, which is nah easy task under all circumstances due to
sophistication of hacking techniques. The diffiguf signature generation for new attacks is
also difficult since as soon as the signature gditer methods are known to the attacker and
especially the statistical ones, he may be abtiefeat them by using statistical simulability
as presented in [28][29]. The signature must beeggrenough to capture all instances
malicious traffic while at the same time specifimagh to avoid overlapping with the content
of benign traffic in order to reduce false posiiv&his problem has so far been handled in an
ad-hoc way based on human judgment. As a case imt, prurrent rule-based network
Intrusion Detection Systems (IDS) can do littlestop zero-day worms [19]. They depend on
content, protocol-anomaly and behavioral signatwiegh can only be generated in a delay
after the malware has been launched and alreadtedrsubstantial damage.

Several approaches have been employed in ordexgedite the process of signature
generation for effective containment of wormgitograph[7] stores source and destination
addresses of each inbound unsuccessful TCP coaoneatibserves. Once an external host
has made unsuccessful connection attempts to rmared internal IP addresses, the flow
classifier considers it to be a scanner. All susftesonnections from an IP address, flagged
as a scanner, are classified as suspicious, airdrtheund packets written to the suspicious
flow pool. Autograph next selects the most frequayte sequences across the flows in the
suspicious flow pool as signatures. At the stad @form’s propagation, the aggregate rate at

which all infected hosts scan the IP address sigageite low. Because Autograph relies on



overhearing unsuccessful scans to identify suspscisource IP addresses, early in an
epidemic an Autograph monitor will be slow to acadate suspicious addresses, and in turn
slow to accumulate worm payloads. To address tiuiblem Autograph uses a tattler that, as
its name suggests, shares suspicious source agli@s®ng all monitors, toward the goal of
accelerating the accumulation of worm payloads.

Honeycomb [8] tries to spot patterns in trafficeygpusly seen on the honeypot.
Honeycomb overlays parts of flows in the traffidarse d.ongest Common SubstrigigCS)
[4] algorithm to spot similarities in packet payitsa [18] followed-up this work by designing
a double-honeypot system, deployed in a local ndtvior automatic detection of worm
attacks from the Internet. Two algorithms basedExpectation-Maximization [10] and
Gibbs sampling [9] are proposed for efficient comapion of Position Aware Distribution
Signature (PADS). Th@AYL sensofl9] employ anomaly detection which is based an th
principle that “zero-day” attacks are deliveredperckets whose data is unusual and distinct
from all prior “normal content” flowing to or frorthe victim's site. Th&lemean architecture
[21] is a semantic-aware Network Intrusion Detactystem (NIDS) which contains two
components: a data abstraction component that niaeagackets from individual sessions
and renders semantic context, and a signature gerercomponent that clusters similar
sessions and uses machine-learning techniquesnirage signatures for each cluster. In a
related study, thédmd algorithm generates semantic-aware code tempdatespecifies the
conditions for a match between the templates ared glograms being checked [2].
Polygraph[13] provides a content-based signature generagohniques for polymorphic
worms. The underlying assumption is that possiblautomatically generate signatures that
match many variants of polymorphic worms offerirayl false positives and low false
negatives. Newsome et al. (2005) propose and dealugystem that expands to notion of

single substring signatures (tokens) to conjuctiomrslered sets of multiple tokens and



Bayesian (score) token&arlyBird [17] sifts through the invariant portion of a worm’s
content will appear frequently on the network aspiteads or attempts to spreadNktspy
[19] the invariant portion of network traffic gea¢ed by a spyware program is used to derive
a spyware signature. This is because a signatatd#ls content related to specific user input
will miss network activity generated by the program other user input. Netspy uses a
variant of the longest common subsequence (LCSgq)ithm [6] to find such invariants
sections.

Filiol [26] address the problem that commerciahailable anti-viruses are not resistant
against black-box analysis. He suggested generatmdfiple sub-signatures that are
randomly selected from a longer signature. Subasiges are distributed such that “any sub-
pattern is a fixed value which depends on the aserputer identification data”.

The aforementioned automatic signature generatemhniques focus on analyzing
similarities and anomalies in executables’ subgfincode tokens as well as statistical
distribution of code across variants of malwarengamuently, testing of such signatures was
performed on short, stream-based malware such asld\iCode Red/Code Red I, MS
Blaster (1.8KB long), Sober, Netsky and B[e]aghevertheless, larger malware executable
files, carrying full-fledged applications usuallgrgain a significant portion of common code
segments which are planted by software developmlatiorms spawning the malware but
are found also in benign executables. As a regutgmatically selecting a signature that will
be both sensitive and specific is a very challeggask in the case of these large files.

The goal of this research is to generalize thevabmork by proposing an automatic
signature generation technique, termed Auto-Sigpable of generating highly-sensitive and
highly-specific signatures for malware of any sarel type operating in any operating system
environment (i.e., Trojan horses, spyware, adwareses, and worms). The technique is also

capable of handling malware such as self-decrypédfeéxecuted files; or archive files (i.e.,



CAB, MSI, Zip). Of course a signature derived fameacrypted/uncompressed malware
cannot be used for detecting the same malware enygted or compressed files. Short,
stream-based malware (not a self-contained apgigatvhich does not include significant

portions of common code is also not a typical cdatdi for Auto-sign.

3. THE PROPOSED AUTOMATIC SIGNATURE GENERATION METHOD

In order to create and employ signature for efiecind efficient detection of malware in
executables, our technique should generate a signawvhich complies with several
requirements. First, we are interesting to findgaatures of length s with a low probability
po to appear in a benign file. lelassical signature-based detectidhe number of

appearances of@ntiguoussignatures in a benign file of bytes is distributed &s

Z -~ N((n—z) g\/( n-2) p(l- g)) (1)

The false positive rate of such detectodiiectly determined by, Thus lowering the value
of po will result in a lower false positive. In order &pply with a certain level of false

positive rate, one should require that thevpl not exceed a certain valee

However estimatingqis not an easy task. Assuming we are using avelatsmall sample
of benign files, then simply measuring the frequeoicsignatures in the sample might be
unreliable. As proposed in [26] , we can usest-farder Markov model to estimate the

probability p of a signature containings bytes as:

P (o) = Pr(t)CPr(y| b )OPr(b| b Y- OPrp] b,

2 This is slightly different from therobabilistic law presented in [28] because heeenatt refering to the
general case of which the signature bytes areew#gsary contiguous,



whereb; is the ' bytes ino.

Let f*(x) represents a function that returns a signatulengfthx that appears in the malware
code and has loweg,. However iff*(s) is not sufficient, i.e.p, ( f*(s)) < e, then we are
compelled to search for a larger signatii(e+1). Note thatp, ( f *(x))is monotonically

decreasing ix because there are only two cases:

1 If £*(x)0 f*(x+1) then , ( f*(x+1)) = fy( (X)) Pr(k,,

g)< B #(3)
(which satisfies monotony)

2. If £*(x)0 f*(x+1) then P, ( f*(x+1))< fy( f* (%)) because by definition of f*

Po( f*(x+1))< fy( f*(¥& b where & indicates the concatenation operation.

Other requirements from the signature are: Theasuge should be sufficiently short to
decrease the problems of Internet packet splits detdction hardware storage limitations
(i.e., various IDS/IPS devices such as Defensebljp Third, the signature should comply to
the limitations of high-speed deep packet inspectievices that can detect and remove
malware in real-time in high-speed data streamalBinit should be well-defined to enable
totally automatic generation. The major challengeconforming to the aforementioned
requirements was to develop a methodology thalarzate code segment or segments highly
unique to a given malware instance and can thexe$erve as a powerful and unique
signature meeting the stringent requirement sah foy commercial high-speed malware
filtering devices.
Since many malware executables nowadays are indfaatloped using" Generation

development platforms (e.g. MSVC, J2EE, DelpHig binary code of malware nowadays

contains a large portion of code placed by theseldpment platform. These portions of



common code are identical or almost identical ek@afuress references. Such common
segments were not developed by the authoring halsliemvere linked to the malware as part
of the underlying code generator’s library andtarened Common Function Code (CFC). To
significantly decrease the risk of selecting subbralant segments as a signature that may
lead to high false positive rate, we must firshitify and disregard the CFC part. The CFC of
a malware file can be identified by analyzing thelware content against a repository of
CFC which is termed a Common Function Library (CFDe CFL can be derived based on
a collection of benign executables and should lgeilagly updated in order to take into
account the evolution of benign (and potentiallylionaus) files.

To meet the requirements stated above, we dewtlibgeAuto-Sign methodology which

is schematically described in Figure 1.



Setup
Phase Construct CFL/CTL
S. t A 4
Igna u_re Generate Signature candidates
Generation <
Phase 1 Al
Compute Indices for signature candidate
candidates were
trimmed
A 4
Trim unsatisfactory signature

candidates.

A 4
Rank remaining signature
candidates (by distance,
probability, entropy)
A 4
Select best and final
signature.
Figure 1: The Auto-Sign methodology
3.1 Setup:

During the setup phase a data structure (libraggresenting a collection of benign

executables is constructed. The data structusrnseid CFL.

The CFL is comprises of the following data struetur

1) 3-gram-frequency. A vector of 224 (~16 million) entries where each cell represéms
number of occurrences of each 3-gram (three cotisechytes) in the collection of
benign files. The n-gram size was chosen to be 8rder to comply with memory

constraints. N-Gram was also used in [23] for madwdetection and in [24] and [25] for
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malware phylogenyThe collection of benign files used for construgtithe CFL is
scanned sequentially in order to record the nurabeccurrences of each 3-gram.

2) 3-gram-Files-association A 2124 X 64 bit-map where a '1' Binary value in a ¢gli)
indicates the appearance of a specific 3-granthenth group of files. The CFL files are
divided into 64 groups.

3) 3-gram-relative-position-within-file: A 2124 X 64 bit-map where a '1' Binary value in a
cell (i, j) indicates the appearance of 3-grann the [ internal segment of a file
(assuming the file is divided into 64 equal lengdigments).

The common threat library termed CTL can be congtdias a separate data structure in a

similar manner.

Maintaining lookup tables which capture the appeeeaof each possible 3-gram in a file (or

group of files for large CTL/CFLSs), as well as tteative position of 3-grams in each file

promotes the scalability of Auto-Sign. This enaltesdling large repositories of CFL/CTL
files representing many heterogeneous softwardophas, when other techniques such as

LcSeq [6] are not feasible anymore.

3.2 Signature Generation:
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The aim of this process is to auto generate anieffi signature. The process is repreated for
each malware M. First, a set of signature candsdegeextracted from different positions
within the malwaréM. Each signature candidalg looks for a fixed contiguous sequence of
bytesCy € {0, 1, 2, . . . ,255}° with s = |Cy|. Using our3-grams representatioGy
comprises a number of 3-grams depending on theéHesfggthe signature (e.g. a signature of
length 4 bytes is comprised from two 3-grams thadrlap by two bytes). Employing the 3
data structures prepared during the setup stagg (Be following indices are calculated for

each signature candidate extracted from the maiware

1) Spread In subsection 3.1 we have divided each file i6tb segments. The “Spread”
measure represents the spread of the signatuigran3s along the various segments for
all the files in the CFL. For example, Spread=1ligates that the signature is located in
only one segment in all the files of the CFL.

The match of a certain 3gramrka benign subs& of three contiguous bytes may be

described as a Bernoulli variable

xs _ 1 pgramk
k 0 1- pgramk

The value p?®™", is determined by the efficiency of the k's 3-gram.

We define the following variableith respect to a segmejnt

1iff O3ramO G, ,Ofiled CFL:3grami] segmen( fi)
Y. = (2)
0,else

where segmeytfile) denote the' internal segment of file.

12



Let pk,; represent the probability of k’'s 3gram to appddeast one time in segmenof a
benign filei. pk; can be estimated the complementary probabiliy,that the probability of

the event that k is not been found in the segment:

‘segmeqt i( ‘)— :

Pk, :1'( 157" ) 3)

Thus Yj is distributed aBernoulli with success probability of

psegj = DM P (4)
kbc, iOCFL
seg .

- g — - .
Note that because the segments are equally sizadoi =P HI#E

The following formula specifies the spread measure:

64
Spread.; ( G ) = Z Y %)
=1

Spreacis distributed as the sum of 64 identically digitdxd Bernoulli random variables

which can be approximated to Normal distributill§1664EpSeg \/ 6400p* (- p°%9)) .

4) Freq: The average frequency of all 3-grams that compaseandidate signature
(computed using the 3-gram-frequency data strugtitigher “Freq” may indicate a
bad signature candidate. The following formula #jecthe probability measure:

X Sk

OkOCy;|§=3 OfiledCFL 0O S filg $3

cFL([c.[-2) ©

Freg.,, Cy )=

Note that|CM | -2 represent the number of 3gram in the signatye C
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Freq is a sum of distributed Bernoulli random Malea. Note that theentral limit theorem
can not be applied here directly as the X’s arddwttically distributed (different success

probabilities). Thus we are using Poisson approtionaas proposed in [30]:

k U
Pr(Freq= k) = A k&j (7)
where:
| file =2 Cp*™",
= OkOCy ;| 9=3 OfileCFL 8
(Cul-2) v

The cumulative distribution function (CDF) is:

Pr(Freq< k) :M (9)

k!

wherel'(x,y) is the Incomplete gamma function ahd | is the floor function.

3) R=Freq/Spread By dividing the aforementioned freq and spreadane able to further
increase and normalize the crude probability metoc a candidate signature. For
example, when all the comprising 3-grams of thedwhate signature are concentrated in
the same area within an executable (most likelycatthg an area of common code) the
normalized score will yield a higher value compateda situation (in a different
executable) where the 3-grams are found spreadrirerous relative positions within the

executable.

We hypothesize that those m candidates are lesdy lilo appear within CFL files in
consistent areas of a file thus less likely to bgldo chunks common code.hi§
hypothesis indicates that low ratio candidate diges are associated with lower

signature probabilities in benign files (signataficiency)
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Proposition 1 mathematically examines this hypathesder limited circumstances. In

section 4.2 we empirically examine this hypoth&sigeneral circumstances.

Proposition 1: Let R1 and R2 represent the ratios of two candidignatures Cand G

both of lengths=3 test on single file. If §#C,) < Py(C,) then E(R1)<E(R2)
Proof:

R1 and R2 are ratio of two Poisson variables. Thus:

Probability, . 1
E = Bl ———= | = H Probability) O
(R) ( Spread j L Probabilty %Spreawﬂ

Using the approximation of theean of the inverse of a Normal distributi¢82]:

According to the theorem condition (sz}GFL| =1) and using Eq. (8) we obtain:

2, =|file -2/, (C,)

|file],/
w=oq 1(1G) |

file — 2| p, (C
E(R)= | = |Ep0(ﬁlel) >
64(1-(1-95 G) ™ j

We assume the file is large enough (i.e. largem 6¥t4 which is reasonable assumptions as

usually files contains thousands of bytes). In ta@se moving from JC;) to R(C)), i.e.

the probability is mcreasee‘M times will result in increasing the nominator by

R(C)

15



R(C) times but the denominator to be increased in ﬂhaaw times. Thus the

R(C) R(C)

entire rate is increased Bsoposition 1 argues.
4) Distance:

We examine the distance of each candidate sign#tatedoes not appear in the common

library to its nearest signature that does appetra common library.

The structure of executable is built from a contias! partition of common library functions
and then a unique code partition. For the sakelaftg we assume that there is only one
partition of each type as illustrated in FigureEach line represents a segment of 64 bytes
which is also the length of the candidates thaewa&mine. Let assume for the example that
we know that the 2% segment is part of the common library (by lookintp many other
files). However we are not aware where the unigaritppn begins. However segments that
are located in higher places (i.e. are locatedwmay from the 2% segment ) have larger
chance to be part of the unique block (and becafighat can be good candidate for a
signature). Specifically in figure 2, the"78egment is more likely to be part of the unique

partition than the 60segment. We formulate the last intuition in thiofwing proposition.

Proposition 2: Assuming the executable consists of two contigysausitions of common
and unique code, then the expected squared dista#nae unique segment to the closet
known common segment is grater than the expectearsd distance of a common segment

to the closet known common segment.

Proof:

16



Without loss of generality the common code is ledan the first n segments and the unique
code is located in the remaining m segments. Ausgpgment located in position b (b>n)

and a common segment is located in position a (a<=n

The location of the closet known common segmedtsgibuted according tsome unknown

discrete distribution:
Pr (ocation=i)= 4 ;ZH:,BI =1
i1
The expected squared distance from location talebaare:
SD,, o= E[( location- 32}: % Iocatioﬁ]—z af locatigr ?
SDhnique = E[( location- t)z}: % Iocatioh]—z bE locatigr °
Thus:

SDigue™ SPommor= ( b= 3( B locatiop+ b p>0

17



Segment 25

known to
be common
Common
< Seamen6C
< Seamen7C
Unique

Figure 2: Illustrating the motivation of the distance estimator
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5) Entropy: In addition the new estimators presented abovealg@ use entropy measure

which has known to be useful for selecting effextignatures [26].

6) Bits: the total number of files (or file groups) thanhtain the signature.

Measures 1- 6 were calculated for the CFL. Meas2iigsd 6 were calculated for the CTL.

The signature generation process can thereforarhenarized as follows:

1) Generate signature candidatesof length L by splitting the examined malware

executable to segments of equal length L.
2) Calculate the following measuregfor each signature candidate):

Spread (based on CFL), Freg/Spread (based on Gkk)(Based on CFL), Entropy (you
should define it with all others), Freq (based arL¥; Bits (based on CTL). This stage is

done using the data structures created in the sétgp.
3) Mark each candidate appearing in the CFL (bits>0)

Only signatures that do not have any incident wiadlreheir comprising 3-Grams appear

in a file within the CFL repository are considergdble candidates

4) Trim candidates appearing in the CFL (CFL-bits>0) or appearinghe CTL. Note
that we trim candidates that appear in the CTL bee@ommon functions of malcode are

also not good candidates for identifying a certaalware.

5) Rank remaining candidates (marked during stage 3) Y distance from CFL:

19



6)

7)

The n candidates with the highest physical digtafrom the CFL/CTL areas (as
calculated from the 3-gram-relative-position-witliile matrix) are selected. Our
assumption is that a high distance of a signataredidate from the closest chunk of
common code within the executable indicates an afeaode which represents the

malware more uniquely.

Rank remaining candidates using CFL-Freq / CFL-Sprad:

Out of the n candidates selected in phase 5, midates with the lowest CFL-Freq /CFL-

Spread ratios are selected.

Rank remaining candidates based on entropy:

Out of the m candidates selected in phase 6, tsgmature candidates with the highest
degree of entropy are ranked as best and final dustomary to assume that a signature
candidate with a higher degree of entropy is lésslyl to be associated with areas
common to different executables (i.e., constamst with repeating characters) and is

therefore a more unique identifier of the malware.

8) Select actual signature:

Out of the w remaining candidatése one with the highest entropy is selected as the
actual signature

Table 1 provides a pseudo-code specification ofatfeeementioned signature selection

process.

20



Proposition 3: The computational complexity of the algorithm inbleal is O(CRL{ CL-2))
where CR denote the number of requested candidate€L is the candidate length

Proof:

The computational complexity of the algorithm inblea 1 is computed as follows: the
GenerateSignatureCandidates complexitQ(€R , th¢ complexity of the first loop (lines 3-
13) is O(CRI(CL- 2)), the complexity of the second loop (lines 15-19)Q(CR), the
complexity of the third loop (lines 21-26) isO(CR, )the complexity of
Candidates.SortBY_DistanceFromCFLGR[log(CR , the complexity of the fourth loop on
lines 29-30 is O(CR )(worth case when N=0), the complexity of the fiéthd sixth loop in
lines 32-34 and 37-39 is als®(CR , and the complexity of Candidates.SortBY_Entropy i

CRIlog(CR). Thus the overall complexity ®(CRI(CL- 2))
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1
2
3
4
5
6
7
8
9

10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39

Candidates=GenerateSignatureCandidates(Maleware, GtesiRbquired,CandLen);

ForEach Candidate in Candidates do
{
Candidate.CFLspread = CFL.CalcSpread (Candidate);
Candidate.CFLNormProb = CFL.Average3gramProb (Candid&andidate. CFLspread;
Candidate.CFL_bits = CFL.Count_Files_With_All_3gr@andidate)
Candidate.Entropy = Entropy(Candidate.string);
Candidate.InCFL = (Candidate.CFL_bits > 0);

Candidate.CTL_bits = CTL.Count_Files_With_All_3gré&Bandidate)
Candidate.InCTL = (Candidate.CTL_bits > T);
}

ForEach Candidate in Candidates do
{
If Candidate.InCFL then continue; // disregard
Candidate.DistanceFromCFL = DistanceFrom(Candidasepf€andidates);

}

ForEach Candidate in Candidates do
{
If Candidate.InCFL or
Candidate.InCTL then
Candidates.delete(Candidate);

}

Candidates.SortBY_DistanceFromCFL();
For i=Candidates.count downto N+1 do
Candidates.delete(i);

Candidates.SortBY_CFLNormProb();
For i=Candidates.count downto M+1 do

Candidates.delete(i);

Candidates.SortBY_Entropy();

For i=Candidates.count downto 2 do
Candidates.delete(i);

Signature = Candidates[1];

22

Table 1: Pseudo-Code of signature selection process




4. EVALUATION

4.1 Examining the effectiveness of Auto-Sign

The evaluation described in this section comprifes set of experiments we conducted to
test the effectiveness of Auto-Sign. The experimledesign was aimed at assessing the
impact of various independent variables on theityaf the signature which is characterized

by the number of false positive appearances ofrzasire in a set of clean (benign) files. The
independent variables used by this study are tbpoption of CFL versus test files and the

size of a signature (32, 64, 128 bytes).

The first task in the evaluation (Figure 4) is sgs@mble two repositories: one comprising
benign and the other comprising malicious (threx@cutables. The benign repository is
randomly split 10 times into training- and testsgs. A distinct CFL is constructed 10 times
for each of these sampled training sets where itee &f the training set is increased in a
linear fashion during each of these 10 iteratiombe threat repository, on the other hand, is
held fixed during the evaluation and therefore@id is constructed once before being used
by the signature generation algorithm.

In each such configuration we generated three gigemwith lengths of 32, 64, 128 bytes
for all 849 malware files. The false positive coohthe best signatures generated by Auto-
sign was calculated by performing a cross-validatibthe selected signature against the test
set.

The repository of benign files included 5494 fiish lengths ranging from 3Kb to 8MB.
The repository of malware instances comprised 8ffdds with lengths ranging from 6Kb to
4.25MB (11 executables where above 1 MB and 20va&al390KB). The distribution of
malware file types is depicted in Figure 5. Genegatthe signatures for the malware

repository took 5.7 seconds using one 3Ghz Penpitovessor. Figure 6 depict a sample of
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Auto-Sign's output with a list of files, their sigpres and the indices calculated for these
signatures.

Table 2 depicts the average false positive cowntsmbnotonically increasing proportions
of the CFL in the following two configurations: 33#%aining set (CFL with CTL)/67%
testing set; and 50% training (CFL with CTL)/50%tteg set. Table 3 compares the average
false positive counts for 25% training-75% testsgg once with the CTL and once without.
For each such configuration we used a 10 crossyaldiation over the 849 files for the 3
signature lengths.

The results indicate the fact that even a large ©Flup to 50% of the clean files
repository cannot compensate for short signatufé32 Bytes. The size of the signature is
optimal at 64 Bytes as the improvement from 64 28 Bytes is not substantial. Moreover,
the important factor with regards to the CFL setetts the "proximity" of the common code
to the code generated by coding platforms. Thevident from the fact that in the case of the
25-75%, removing the files of the CTL hampers thecision of the signatures and increases
the amount of false positives. Moreover, the resaliso indicate that there no point
increasing the CFL beyond some optimal thresholittecthe CFL represents a critical mass of the
common code (in the case of choosing a 25% CFLamhd approximately 7.5% of the clean
repository), adding files to the CFL does not yiaity marginal decrease in the false positive rates
candidates.

Finally, we also generated signatures for the mawasing random selection and
entropy-maximization for the various signature kasg Under the entropy-maximization
approach, the signature was picked from an areainnvibe malware which has the highest
entropy score. This was done in order to minimike tikelihood of the signature's
appearance in benign executables which would yretflient false-positive detections.

Table 4, depicts the number of malware files wheigaature was found in the benign

repository of 5494 files. The results indicate thila@ entropy maximization technique is
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superior to random selection in all signature laagtowever both techniques are far from

being feasible for meeting the quality of the CKid @&specially CFL+CTL performance.

Collect repository of Collect 849
5494 benign Win32 abundant malware
executables. instances

A 4

Generate CTL

A 4
/ Randomly split clean repository
into 2 sets: a) "training" file setf
b) Test file set.

A 4

- Build CFL from training
10 * < file set
10* v
- :
CFL sets < 3* Generate signature for |
849 * Signatur each threat
Lengths
Malware < il
Cross validate signatures

K N _ against Test file set

A 4

Calculate Average False
Positive

Figure 4: The Auto-Sign Evaluation Plan
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Figure 6: Sample of Signature Data with Indices
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50%-50% 33%-67%
with CTL with CTL
32Byte  64Byte  128Byte 32Byte 64Byte  128Byte
CFL=5% 32 0 0 CFL=3.3% 54 9 10
CFL=10% 28 1 0 CFL=6.6% 31 1 1
CFL=15% 19 0 0 CFL=9.9% 25 1 0
CFL=20% 17 0 0 CFL=13.2% 30 0 0
CFL=25% 21 0 0 CFL=16.5% 25 0 0
CFL=30% 20 0 0 CFL=19.8% 22 0 0
CFL=35% 22 0 0 CFL=23.1% 22 0 0
CFL=40% 26 0 0 CFL=26.4% 19 0 0
CFL=45% 23 0 0 CFL=29.7% 17 0 0
CFL=50% 25 0 0 CFL=33% 21 0 0
Table 2: False positive counts as a function ofGké& size
25%- 25%-75%
75% without
with CTL CTL
32Byte | 64Byte  128Byte 32Byte 64Byte  128Byte

CFL=2.5% 43 10 7 CFL=2.5% 58 20 10
CFL=5% 43 6 5 CFL=5% 55 14 10
CFL=7.5% 46 10 9 CFL=7.5% 52 11 10
CFL=10% 34 0 0 CFL=10% 39 2 2
CFL=125% 25 0 0 CFL=12.5% 36 1 1
CFL=15% 24 0 0 CFL=15% 32 2 1
CFL=175% 35 0 0 CFL=17.5% 40 2 1
CFL=20% 35 0 0 CFL=20% 38 1 1
CFL=225% 25 0 0 CFL=22.5% 36 3 2
CFL=25% 27 0 0 CFL=25% 32 2 1

Table 3: False positive counts as function of thé Size - with/without CTL

Random Entropy
32Bytes 64Bytes 128Bytes 32Bytes 64Bytes 128Byt
297 249 227 197 124 91
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4.2 Are the estimators’ good indicators for the sigature efficiency?

Our method filters the signature candidate lisebploying different estimators in a cascade
manner. In order to obtain a good signature (il@clvdoes not appear in the benign file) ,
the estimators need to be informative discrimingiaf the signature might appear or not in

a benign file. In this section we examine how iatiie the estimators are.

For this purpose we performed the following expemtn We randomly sampled 2,000 64
bytes signatures from various malcode and calaliidieir estimators. Then we search the
signature on a benign corpus to obtain the fattafsignature appears in benign files

Table 5 summarizes the results of t-test of twogarassuming unequal variances which
compares the estimators values in case that thatsig appeared in the benign corpus or
not. The results are very encouraging. For alhestiors the null hypothesis are rejected with
a =5%. Thus the proposed estimators are good indic&toyzredicting if a signature would

appear in benign files.

Estimator Mean value of theMean value of the p-value on Conclusion
estimator for estimator for two-tail
signatures that | signatures that did
appeared in not appear in
benign corpus benign corpus
Entropy 0.55+0.008833 | 0.32+0.075756 | 4.05E-37 Significant
Ratio 1493.06+2441 3728.99+3306 1.7E-25 Significant
Distance 13.28+£24.22 0.586+ 3.62E-82 Significant
3.963629
Number of 1695 305
observations

Table 5: Results of t-test of two-sample assumimggual variances
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4.3 Are the estimators’ statistically independence?

In addition to the fact that estimators shouldrmiaative for choosing the best signature. We
would like that the estimators will be diverse e tvay they rank signatures. Otherwise there
IS no point in using multiple estimators. This regment is similar to the diversity
requirement in mixture-of-experts techniques i24] and specifically in malware detection
[34]. These methods are very effective, mainly ttulhe phenomenon that various types of
models have different ““inductive biases". It Blaswn that such diversity can be used to
increase the predictive performance of the systerarder to examine the diverseness of the
estimators we used the data described in the prewection and check whether the

estimators are statistically independent usingsgjuiare test.

Unfortunately, the results indicate that the estorgare statistically dependent with

a =5%. However, Auto-Sign does not simply weight thestngators. Instead, it uses itin a
cascade manner: first it uses distance estimagor ttie ratio estimator and finally the entropy
estimator. Thus, it is more reasonable to exantiaestatistics dependence which reflects this
cascading procedure. Assuming that each estimiétesthalf of the candidates to the next
cascade, we examine the statistic dependence betsgdmator’s values for the chosen
(unfiltered) candidates and the corresponding wabi¢he subsequent estimator. The results
that are presented in Table 7, indicate that thmators are statistically independent with

a =5% when they are used in a cascade manner.
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Test p-value Conclusion

Distance vs. Entropy 0.037 Statistically dependent
Ratio vs. Entropy 1.53636E-52 Statistically depende
Ratio vs. Distance 0.005 Statistically dependent

Table 6: Results of chi-square test for independent

Test p-value Conclusion
Distance vs. Ratio 0.363 Statistically independent
Ratio vs. Entropy 0.070 Statistically independent

Table 7: Results of chi-square test for independémcascade manner

5. CONCLUSION

This paper proposes a new approach for automatierggon of signatures for malware
executable of all sizes with an intention to bedulsg high-speed malware filtering devices.
We consider the fact that large executables argposed of substantial amounts of code that
originates from the underlying standard developnpatforms and is thus replicated across
various instances of both benign and malware deeeldy these platforms. In order to
minimize the risk of false positive classificatiai benign executables as malware, we

propose and evaluate a method to discard signaamdidates that contain such replicated

chunks of code.

The empirical findings presented in section 4 supihe viability of the general approach

proposed by this research and suggest that elimghaignature candidates belonging to
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common code segments has a more profound effexsbrncting the level of false positives
than increasing the length of a signature. N-grdmsever, are not the only measure which
can be used to realize the general approach pgs@ditb-Sign and alternative ones can be

used as a substitute for representing signatuees gegment prefix/suffix, hash values etc.)

The main benefit of the proposed method is thah#bles analysis at the binary level and
does not require a semantic interpretation of aottefunction blocks using techniques such
as code markers, disassembly, state-machinestagcb@nefit means that the methodology is
generic and is not affected by changes in CPUtoodiction of new development platforms.

Nevertheless. enterprises which would like reafiméo-Sign in generating signatures for
high-throughput network security appliances need fabow a more exhaustive and
systematic methodology for building their CFL reppmy. Considering the global variety of
development platforms and the mobility of threatsilitated by the Internet, ensuring the
external validity of this study relies substangiatin reaching a critical mass of CFL files
which represents abundant development platformgh&umore, it often doesot suffice for
a signature to be available—deploy&gdnatures must be managed, distributed and ugept
to-date by security administrators [16].

We plan to repeat the evaluation Auto-Sign on gdaiscale with much more malware
files and CFLs generated for different developmamtironments. We also plan to evaluate
additional methods for trimming, ranking and chaogsithe best signature out of the
collection of candidates. In addition, in order fiather strengthen the signatures and
minimize the risks of false positives we proposeuse "composite signatures” which are
generated by using two or more distinct signatiwegach malware. This activity addresses
the biggest challenge of Auto-Sign which is thedh&ereduce to zero the amount of false

positives before being deployed for generating aigres in high-speed malware filtering
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devices. In the future we plan to use Auto-Sigrgémerate multiple signatures in order to

increase the resistance against black box anagsiescribed in [26].
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