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Abstract: Video surveillance is an active research topic in computer vision. In this paper, humans and cars identification technique
suitable for real time video surveillance systems is presented. The technique we proposed includes background subtraction, foreground
segmentation, shadow removal, feature extraction and classification. The feature extraction of the extracted foreground objects is
done via a new set of affine moment invariants based on statistics method and these were used to identify human or car. When the
partial occlusion occurs, although features of full body cannot be extracted, our proposed technique extracts the features of head
shoulder. Our proposed technique can identify human by extracting the human head-shoulder up to 60%-70% occlusion. Thus, it has
a better classification to solve the issue of the loss of property arising from human occluded easily in practical applications. The whole
system works at approximately 16—29 fps and thus it is suitable for real-time applications. The accuracy for our proposed technique
in identifying human is very good, which is 98.33%, while for cars’ identification, the accuracy is also good, which is 94.41%. The
overall accuracy for our proposed technique in identifying human and car is at 98.04%. The experiment results show that this method

is effective and has strong robustness.
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1 Introduction

Video surveillance is conventionally displayed on one or
several video monitors and recorded. The person who ob-
serves the continuous video is tasked to find out if there
is activity that demands a response. Though this con-
ventional surveillance performed manually is proficient for
crime prevention, it requires many human resources and
is costly!™. On the other hand, intelligent video surveil-
lance uses software to automatically identify specific objects
and behaviors in real time systems. The analysis of behav-
iors of people and vehicles also needs identification system.
Hence, humans and cars identification in videos has become
an increasingly important research area in both computer
vision and pattern recognition communities because of its
potential applications in video surveillance system. In re-
cent years, the development of human detection and track-
ing system has been going forward for several years; many
real time systems have been developed[Q]. However, there
are still challenging technologies that need more researches:
foreground segmentation, human shape description and hu-
man tracking in occluded scenes.

Reference [3] suggested that detecting humans has been
proven to be a challenging task because of the wide vari-
ability in appearance due to clothing, partial occlusion and
illumination conditions. To realize a more robust and secure
video surveillance system, an automated humans and cars
identification system is needed which can identify human
and car even when the partial occlusion occurs and can ana-
lyze video streams in real-time by utilizing fast-computation
techniques without compromising the accuracy and perfor-
mance of that particular surveillance system. Hence, in
this paper, a real-time humans and cars identification sys-
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tem is presented, which utilizes combinations of several not
computationally expensive techniques that are proven to be
robust enough against noise, scaling and partially occluded
human.

We proposed the use of foreground segmentation based
on adaptive background subtraction to extract foreground
objects from the image. Then, to get accurate detection,
we apply shadow detection and removal in our technique
based on simple contrast adjustments in the HSV (hue, sat-
uration, value) color space. Next, the extracted foreground
objects will be identified as human full body, human head-
shoulder or car. It is difficult to describe human only with
one model, because human is non-rigid and human move-
ment is complex. For example, human shape while standing
is different from the human shape while moving[4]. Hence,
we proposed the use of affine moment invariants(® based
on statistics method which was introduced in [6], but with
minor modifications for feature extraction of the extracted
foreground objects.

The main contributions of this work include: a new
set of affine moment invariants based on statistics method
which is suitable for classification purpose; humans and cars
identification using aspect ratio and the new set of affine
moment invariant features and extraction of human head-
shoulder using both vertical and horizontal projective his-
tograms whenever extracted objects is outside the human
ratio limit.

The rest of this paper is organized as follows. Section
2 reviews related works in detection systems. Objects de-
tection is presented in Section 3. Then, Section 4 presents
the humans and cars identification process. Next, Section
5 elaborates the results. Finally in Section 6 we conclude
the paper.
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2 Related works

Detection of objects in video streams is the first relevant
step of information extraction in many computer vision ap-
plications including video surveillance. Object detection
consists of background modeling and object segmentation.
The background modeling is the step where the image is
considered as background in which it contains the non-
moving objects in a video.

Approaches to recognize pixels of foreground objects can
be categorized into three main techniques, namely back-
ground subtraction!” ®, temporal dif‘ferencing[gfll] and op-
tical ow!'2~1. For example, [7] proposed a background
subtraction algorithm to separate foreground objects from
the background by compensating the input frames and com-
paring with the given reference frame. They also replaced
the widely used morphology operations by adopting a spa-
tial filter to suppress various noises due to the swaying of the
tree branches. Reference [9] detected the moving vehicles
using temporal differencing method, also known as frame
differencing method. Reference [12] proposed the frame-
work that detects the changes in the video scenes from opti-
cal flow and encodes using hidden Markov model to classify
abnormal events.

When objects are successfully detected in the video
surveillance system, the next step in video surveillance sys-
tem is to successfully classify the moving objects. To further
track objects and analyze their behaviors, it is essential to
correctly classify moving objects. With the help of object
type information, more specific and accurate methods can
be developed to recognize higher level actions of video ob-
jects. Typical video scenes may contain a variety of objects
such as people, vehicles, animals, natural phenomena (e.g.,
rain, snow), plants and clutter. However, the main target
of interest in surveillance applications is generally humans
and vehicles. Furthermore, it is necessary to provide de-
tails of a moving object such as object type to the user
for recognizing what is happening at an outdoor spot. Ob-
ject classification could differentiate region of interest from
those by moving clouds, swaying trees, or other dynamic
occurrences.

In general, for objects classification in video surveillance,
there are shape-based, motion-based, and feature-based
classification methods. Shape based classification using the
geometry of the extracted regions such as boxes, silhouettes,
blobs containing motion to classify objects in video surveil-
lance. Reference [15] presented the shape-based classifica-
tion using the simple shape ratio of human body model.
We found that using the ratio of human will not give the
desired results when partial occlusion occurs.

Meanwhile, for motion based classification, the idea here
is to use motion characteristics and patterns to distinguish
between objects. Reference [16] presented a method using
residual flow to analyze rigidity and periodicity of moving
objects. Non rigid moving object such as a human being
has a higher average residual flow and this can be a useful
cue to distinguish between human motion and other moving
objects such as vehicles.

Skin color has an important feature that can be used
for the classification of humans in video. Reference [17]

proposed a method to classify human model based on skin
color and foreground information which is foreground pixels
and skin color probability maps. However, the skin color is
difficult to be extracted when the objects are far from the
camera and it will give the false results when the colors of
skin and other objects are similar. Our proposed method,
adopting shape based method using the moment invariants
and aspect ratio as the features, is proven to be reliable for
humans and cars identification even when partial occlusion
occurs.

3 Objects detection

Fig. 1 shows overall process for objects detection in our

proposed technique.
Background Shadow
subtraction removal

Video Giidbiie
sequences 13yscalo
Blob Morphology Binarization
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Fig.1 Overall process for objects detection in our proposed

technique

3.1 Background modeling and foreground
segmentation

The background modeling is the step where the image is
considered as a background which contains the non-moving
objects in a video. First of all, we initialize the background
of the images, which can be acquired from the background
image from the video sequence, and then, we update the
background image because of the changes in the scene.
There are several changes that can occur in the video and
can lead to the misinterpretation of the changes of scene as
the background image. Hence, we adopt the simple adap-
tive background model as in [18] with minor modification.
Here, first of all, we save the luminance value of all pixels
belonging to k-th frame which does not contain any inter-
ested foreground objects (human and car). Then, after n
consecutive frames, the luminance value of all pixels be-
longing to (k+n)-th frame is compared with the luminance
value in k-th frame. If the value remains unchanged, the
current frame will be adopted as a new background image
as shown in Fig. 2. We choose 30 as the value for n.

Foreground segmentation is the next step after the back-
ground image is achieved. In order to detect the moving ob-
ject, the pixels belonging to foreground objects need to be
distinguished from the background. There are three main
approaches in order to recognize foreground objects’ pixels,
which are background subtraction, temporal differencing
and optical flow. Although, temporal differencing is very
suitable for dynamic environments and it does not require
background initiation, it has limitation in extracting all rel-
evant feature pixels. Meanwhile, optical flow is computa-
tionally expensivel'”. Thus we use background subtraction
to recognize the foreground pixels. This can be done by
simple technique of subtracting the observed frame from
the background image and thresholding the result to detect
the objects of interest.
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Fig.2 Overall process in our surveillance system (background modeling showed in shaded area)

3.2 Shadow removal and morphological
operations

Shadow is one of the environmental factors influencing
processing of monitored images. An object is often accom-
panied by shadow. The shadow affects the performance of
foreground detection and the regions of shadow will be de-
tected as foreground. In order to get accurate detection
of moving objects, it is necessary to separate the objects
from its shadow. Reference [20] proposed a method based
on shadow confidence score (SCS) to separate vehicles and
cast shadows from the foreground objects in traffic moni-
toring system. We adopt the technique for shadow removal
based on properties of color information like chromaticity
and luminance as proposed in [15, 21], which are proven to
be less computationally expensive.

The color distribution of shadow possesses two proper-
ties. One is that the chromaticity and luminance are lower
in the shadow area. Another one is that there is a higher
density in the lower chromaticity of the shadow. From the
two properties of the shadow as aforementioned, we can
know that luminance of the shadow area is lower. Hence,
we use the global contrast adjustment method??, in which
we control the value of luminance by changing the con-
trast of the output image from the background subtrac-
tion to remove the lower luminance shadows while keep-
ing the desired foreground object with higher luminance
unaffected!'?.

The contrast value is carefully selected to compensate
other parts of extracted foreground objects which might
have low luminance, because a higher contrast value can
remove more shadow but can heavily deform the shapes
of the foreground objects. Here, the contrast value is se-
lected based on the experiments conducted. The results
for shadow removal (Fig. 3) showed that the global contrast
adjustment method for shadow removal is reliable for in-
door and outdoor scenes. The indoor image in the third
row in Fig. 3 was adopted from context aware vision using
image-based active recognition (CAVIAR) dataset®*.

(a) (b) (c)

Fig.3 Results for shadow removal demonstrated in binary im-
ages. (a) Original image; (b) Without shadow removal; (¢) With
shadow removal

Next, the image containing the foreground objects is
transformed into a binary image which is a black and
white image using global binarization method as in [24—27].
Then, the binary image is morphologically reconstructed us-
ing the closing operator. Normally the binary images have
discrete noises and holes in the object region, which can be
removed using morphology processing[%]. In our proposed
technique, we use the closing operator which is a combina-
tion of dilation and erosion. The process of closing employs
dilation, followed by erosion. Using the closing technique,
noise and small holes will be eliminated while keeping the
size of foreground objects.

Liu et al.?®! presented an ontology matching approach
that employs mapping technique to perform similarity iter-
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ative computation and discovers both linguistic and struc-
tural similarity. Liu et al.130 proposed an image subtrac-
tion algorithm to effectively extract the target fluorescence
signal. The next section describes our matching and iden-
tification technique to classify humans and cars.

4 Humans and cars identification pro-
cess

Then, the blob filter is applied to extracting all the fore-
ground objects. We use simple aspect ratio as in (1) to cal-
culate the ratio of the extracted foreground objects. This
method can be used to pre-distinguish human, vehicles and
other objects. The human configuration is more than one,
but the whole shape of human is in stabilization. From the
CASTA Gait Database collected by Institute of Automa-
tion, Chinese Academy of Sciences®!), we found out that
full body human ratio is between the range of 1.8 to 3.7.
Meanwhile, for vehicles (car), we use the database from [32]
and we found out that side view of car ratio is between 0.26
to 0.7.

Height(pixels)

AspectRatio = Width (pixels) (1)

However, when the partial occlusion occurs, e.g., a hu-
man is occluded a table, then the full human body cannot be
extracted. Hence, we come out with solutions by comput-
ing peak intensity value of vertical histogram for extracted
blob if the ratio is not in the range of human full body as
shown in Fig.4. Based on the experiments, we found out
that human in the surveillance system has the size of width
less than 80 pixels and height less than 140 pixels, while a
side view of the car has the size of width more than 80 pixels
and height more than 25 pixels as shown in Table 1. Hence,
we come out with solutions by extracting the head-shoulder
of the human if the ratio is not in the range of human full
body and if the peak intensity value of vertical histogram
for extracted blob is less than 12 000. We choose to extract
human head-shoulder because it is stable basically and it is
difficult to be occluded, except that if the human is fully
occluded by other humans.

Table 1 Peak intensity value of vertical histogram for human
and car

Types of Peak intensity value Size of pixels

objects of vertical histogram

Human <12000 Width less than 80 pixels and
height less than 140 pixels
Car >16 000 Width more than 80 pixels and

height more than 25 pixels

We extract the human head-shoulder using horizontal
histogram as in our previous paper[SS], and the method-
ology for human head-shoulder extraction in our proposed
technique is also shown in the shaded area in Fig.6. We
found out that human head-shoulder ratio is between 0.5
to 1.2. However, if the peak intensity value of vertical his-
togram for extracted blob is more than 16000 and if the

ratio is between 0.26 to 0.7, we presume that the extracted
blob is a car. Since the contour of the object reflects the
shape of the object itself, we use the contours of human
full body, head-shoulder and car in our proposed technique
as shown in Fig.5. Then, we extract the feature of the
extracted contour by using affine moment invariants using
statistical method as it is invariant to translation, scaling
or rotation. Here, we use moment invariants and aspect ra-
tio to recognize the extracted objects as human full body,
human head-shoulder or car. The overall process for our
identification system is shown in Fig. 6.
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Fig.4 Extracted target and its respective vertical projective his-
togram
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Fig.5 Examples of training samples. (a) Human full body; (b)
Vehicles (car); (c) Extracted human head shoulder
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Fig.6 Identification process in our system

4.1 Feature extraction

Moment invariants have been frequently used as features
for image processing, remote sensing, shape recognition and
classification. Image moments are useful to describe objects
after segmentation. Moments can provide characteristics of
an object that uniquely represent its shape. Several tech-
niques have been developed that derive invariant features
from moments for object recognition and representation.
These techniques are distinguished by their moment defini-
tion, such as the type of data exploited and the method for
deriving invariant values from the image moments.

The use of moments as invariant binary shape represen-
tations was first proposed by Hu in 19624, Hu success-
fully used this technique to classify handwritten characters
by using his seven moment invariant features. In particu-
lar, Hu® defined seven values as in (7)—(13), computed
by normalizing central moments (6) through order three
that are invariant to scaling, translation, or rotation. In
1993, Flusser and Suk[® introduced the use of affine mo-
ment invariants derived by means of the theory of algebraic
invariants. These features of moments are invariant under
general affine transformations and can be used for recogni-

tion of affine-deformed objects!®.

Usually, moment invariants extraction uses the whole tar-
get region. According to [4], this extraction method requires
large computation, while using the image contours requires
less computation. In this paper, we extract the affine mo-
ment invariants features for every extracted blob that are
pre-classified as human full body, human head-shoulder or
car.

The general moment of a shape in a K by L binary image
is defined as

z—X—tx—L—t

Npg = Z Z (l')qf(l',y)7 p,g=0,1,2--- (2)

where f(x,y) is the intensity of the pixel (either 1 or 0) at
the coordinates (x,y) of the contour, and p + ¢ is said to be
the order of the moment. Relative moments are then cal-
culated using the equation for central moments which are
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defined as adopt affine moment invariants!®! using general moments
_ mio (2) instead of using central moments as follows and the
= oo (3) reader may refer to [5] for derivations.
= mo1
y= (4)

m

Hpg = Z(w—a‘:)]r (y—9) f(z,y). (5)

When a scaling normalization is applied the central mo-
ments change to

Hpq {(p + Q)}
npq=——, y=|——|+1L (6)
! Hoo 2
In particular, HulPY defined seven values, computed by
normalizing central moments through order three, which
are invariant to scaling, translation, or rotation. In terms
of the central moments, the seven moments are given as

2 4
M = (maomoz2 — mi1)/moo (14)
2 2
My = (m3gmpz — 6msomaimizmos+
3 3 2 9 10
dmsomia + 4ma;mos — 3ma;mia)/mog (15)
2
M3 = (mao(ma1mos — miz) — mi1(msomos — maimiz)+
2 7
mo2 (m30m12 - m21)/m00 (16)
3 2 2
My = (m5emoz — 6magmiimazmos—
2 2 2
6maomi11mi2moes + 9Mmaomozmiz+
2
12maoomi1ma1mos + 6magmi1mozmsomos —
3
18magmi1mozmeimiz — 8mi1maomo3—

2 2 2
6maompzmaomaiz + IMaomoama +

L= (n20 + n01) (7) lszlmOzmg()WLlQ — 6m11m32m30m21+
Iz = (n20 — no2)” + 4n¥y (8) migamio) /moo- (17)
I3 = (n30 — 3n12)” + (3n21 — n03)* 9)

5 5 The results that we get using affine moment invariants
I = (n30 + n12)” + (n21 +n03) (10) (14—17) and Hu's 7 moment invariants (7—13) are shown
Is = (n3o — 3n12)(aso + n12)[(n3o +n12)2— in Table 2. It has clearly shown that affine moment in-

3(n21 + nos)®] + (3n21 — no3)(n21 + nos)[3(nso+

variants give better results for the classification purpose.
However, invariants (M1, M2, M3 and My) are not in the

n21)2 — (n21 + 77«03)2} (11) same magnitude. The inconsistent magnitude of the invari-

Is = (nao — no2)[(nso + n12)2 — (a1 + n03)2}+ .ant fea‘gures is not good for classification purpose, becaus.e
B 19 it will increase the problem of large-range features domi-
na1(nso +naz)(nai + nos) (12) nation small-range features in classification. To solve this

I7 = (3n21 — nos) (nzo + n12)[(nz0 + n12)°—
3(n21 + 7103)2] — (n3o + 3n12)(n21 + nos)[3(nso+
TL12)2 — (n21 + Tbos)Q} (13)

Invariance to translation is achieved using central mo-
ments. However, since we are using blob filter, we do not
face the problems in translational variability. Hence, we

problem, [6] normalized the values of every invariant by a
statistic method as

M=M=l 193 (18)

04

where M; is the mean of M,,o; is the standard deviation
of M;, and M = 1.

Table 2  Feature extraction results using Hu’s 7 moment invariants (7)—(13) and affine moment invariants (14)—(17)
Types Results
Hu’s 7 moment invariants (range)
I, (1073) I2(107%) I3(1079) 1,(1079) I5(10719) Is(10710) I7(10717)
Humen full body [189, 310] [80, 700] [0, 70] [0, 170] [0, 270] [0, 450] [0, 600]
Classical affine moment invariants (range)
M;(10™%) M2 (1079) M5 (1079) M4(1079)
[450, 472] [340, 396] [528, 560] [227, 257]
Hu's 7 moment invariants (range)
I, (1073) I2(107%) 15(1079) 1,(1079) I5(107 1) I6(1071%) I;(10717)
Human head-shoulder [160, 199] [1, 120] [0, 1230] [0, 1000] [0, 7500] [0, 750] [0, 80000]
Classical affine moment invariants (range)
My (10™%) M>(107%) M5 (107%) M4(107°)
[430, 456] [296, 355] [500, 538] [190, 219]
Hu’s 7 moment invariants (range)
I, (1073) I2(107%) I3(1079) 1,(1079) I5(10719) Is(10710) I7(10717)
Cor [235, 330] [190, 810) [0, 40] [0, 40] [0, 15] [0, 85] [0, 30]
Classical affine moment invariants (range)
M;(10~%) M2 (1079) M5 (1079) M4(1079)
[449, 474] [388, 404] [554, 563] [255, 267]




A. A. Shafie et al. / Smart Objects Identification System for Robotic Surveillance 65

The statistics M; and o; are calculated from the invariant
values of the templates in Figs. 5 (a), (b) and (¢). Reference
[6] used this statistics method for their new affine moment
invariant polynomials which were generated automatically.
However, invariants in [6] include more than third-order of
invariants which need more time, and this is not suitable for
real-time surveillance system as in this paper. Hence, we
used this statistics method (18) for classical affine moment
invariants which are M;(Mi, M, M3 and My) as shown in
Table 3.

Table 3  Feature extraction results using statistics method of
affine moment invariants as in [6]
Statistics method of affine moment
Types
invariants using average value (range)

Human M{(10™%) M} (107°) M} (107°) M;(107°)

full body  [—550, 900] [—550, 900] [—610, 900] [—600, 900]

Human head- Mj(10™%) My(107%)  Mi(107%)  M;(107%)
shoulder [—2500, —600][—2 500, —600][—2 700, 620][—2 500, —650]

Car Mj(10™%) M}(107%)  M4(107%)  M,(1076)

[—920, 1300] [930, 1400] [880, 1350] [900, 1350]

However, using the statistics method in (18) gives a large
range for each type of objects as shown in Table 3. So, we
come out with solutions by using minimum value of M; in-
stead of using average (mean) value as shown in (19). The
results using our method are given in Table 4. From Table
4, we observe that our method can reduce the range of val-
ues for each type of objects and is better for classification
than using classical affine moment invariants. The results
for statistics from the invariant values of the templates in
Figs.5(a), (b) and (c) are given in Table 5.

Table 4 Feature extraction results using our method

Statistics method of affine moment

Table 5  Results for statistics from the invariant values of the
templates in Figs. 5 (a), (b) and (c)
Ml Mz Mg M4
459.96 366.13 542.49 239.62
min(My) min(Ma) min(M3s) min(My)
431.25 296.7 500.05 191.17
o1 o2 o3 o4
11.56 28.25 16.18 20.34

T — <M1 — min(Ny) (19)

g1

)7 i=1,2,3,4

where min(M;) is the minimum value of M;, while o; is the
standard deviation of M;.

4.2 Identification process

We could not identify objects by using moment invari-
ants only due to the overlapping that occurs between the
values of human full body and human head-shoulder and
between the values of human full body and car. Therefore,
we identify the objects using both aspect ratios as well as
the moment invariants. Since the values in Table 4 are ex-
perimental based, we enlarge the values for moment invari-
ants for testing purpose in the real scene as given in Table
6. Finally, identification in our system is done using both
aspect ratios as well as the moment invariants as shown in
Table 6.

5 Experimental results

We evaluate the proposed framework in two aspects: 1)
human in indoor and outdoor and 2) car in outdoor. The
proposed method uses single core programming with C#
programming language and it was implemented on a laptop
(Intel Core i5-2410M, 2.30 GHz with 2 GB of memory). The
whole system works at approximately 16—29 fps.

For human, we use two public datasets and recorded
videos in International Islamic University Malaysia (ITUM)
to evaluate the algorithmic effectiveness. Meanwhile, for
car, we use other recorded videos in IITUM. The public
datasets that we used are adopted from CAVIAR Test
Set! and SPEVI Datasets®. The SPEVI datasets have
a frame rate of 25 fps and the frame size of 360 x 288 pixels,
while CAVIAR datasets have a frame rate of 25 fps and the
frame size of 384 x 288 pixels. The recorded videos in ITUM
have a frame rate of 30 fps and the frame size of 320 x 240

Table 6 Final values for testing

Types
invariants using average value (range)
Human T1(107%)  T(107%)  73(107%)  Ty(107%)
full body  [195, 340] [—190, 340] [195, 350] [180, 330]
Human head- T3 (107°) T5(107°) T3(1078) Ty (107%)
shoulder [0, 190] [0, 185] [0, 206] [0, 170]
Car T1(107%)  T(107%)  73(107%)  Ty(107%)
[340, 385]  [335, 385]  [340, 390] [325, 375]
Types Aspect ratio

Statistics method of affine moment invariants using average value

Human full body

Human head-shoulder

Car

1.8-3.7

0.5—-1.2

0.26—-0.7

Ty (107%)
[170, 360]
T1(107%)
[—70, 240]
T;(107%)
[310, 420]

T»(1078) T3(1078) Ty (1078)
[180, 370] (180, 370] (160, 360]
T2(107%) T3(107%) T4(107%)
[~70, 250] [~70, 250] [—70, 250]
T2(1078) T5(1078) T4(1078)
[310, 430] (310, 430] (300, 420]
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pixels. The results of the proposed framework are catego-
rized into two types which are true positives and false nega-
tives. Generally, true positives happen when the objects are
successfully identified when they are supposed to be iden-
tified, while false negatives happen when the objects are
not identified when they are supposed to be identified. Hu-
man full body is indicated using dark blue colored bounding
box, human head-shoulder is indicated using magenta col-
ored bounding box and car is indicated using orange colored
bounding box.

5.1 Human

Here, we use two videos from CAVIAR datasets, one from
SPEVI datasets®® (Courtesy of EPSRC funded MOTINAS
project (EP/D033772/1)) and four from recorded videos in
ITUM to test our proposed technique. The videos that were
used are in different environments and lighting variations.
The videos from SPEVI datasets and recorded videos in
ITUM include occlusion where the human full body cannot
be identified. Hence, the system extracts and identifies the
human head-shoulder when the human full body cannot be
identified. In this case, true positives happen when human
full body or human head-shoulder is successfully identified
when it is supposed to be identified, while false negatives
happen when human full body or human head-shoulder is
not identified when it is supposed to be identified.

1099 0.9689 0.98550.98760.97730.9725 0.9889

" #True positives
» False negatives

34 5 6 7
Num. of video

Fig.7 Graphical representation of human identification result

During evaluation, the following criteria are taken into
account: humans with less than 50% visibility at image

boundaries and humans outside effective detection area re-
gion of the datasets are not used in the evaluation process.
The effective detection area corresponds to area in which
human can be successfully detected due to preservation of
human size. The results for human identification using pro-
posed technique is shown in Table 7. The graphical rep-
resentation of human identification result for each video is
shown in Fig. 7. The seven test videos used can give a clear
picture on the accuracy of the system in the scenes with
several numbers of human presences even in the presence
of partial occlusion. The overall accuracy for our proposed
technique is summarized in Table 8, where the overall ac-
curacy is very good, which is 98.33%.

The examples for human identification using our pro-
posed technique are shown in Figs.8-14. Our proposed
technique gives robust results by identifying human even
in the presence of occlusion and under different environ-
ments and lighting variations. We used IIUMvideo 1 as our
benchmarked video to identify effectiveness of our algorithm
to extract and detect human head-shoulder in the presence
of occlusion. Our system can identify human by extracting
the human head-shoulder up to 60-70% occlusion as shown
in Fig. 8.

(b) Frame #242 (¢) Frame #366

(d) Frame #410 (e) Frame ﬂ.49l

Fig.8 Results from ITUMvideo 1

() Frame #509

Table 7 Human identification result using proposed technique

Total Num. Total Num. of Humans Angle of Height of

Num. of true Num. of false Accuracy

No. Name of video
of frames Total Different camera camera (m) positives negatives (%)
humans humans (degree)

1 ITUMvideo 1 609 431 1 —30 3.0 427 4 99
ITUMvideo 2 382 257 1 —30 2.7 249 8 96.89
ITUMvideo 3 207 207 2 —30 3.0 204 3 98.55
4 Motinas_room 160_audiovis- 1072 1295 9 _ _ 1279 16 08.76

ual (SPEVI datasets)
5 OneStopMoveNoEnter 1034 925 2 - - 904 21 97.73
2front(CAVIAR datasets)

6 ITUMvideo 4 1670 2020 3 —30 3.0 1965 55 97.28
7 OneStopEnter2cor 2724 3864 6 - - 3821 43 98.89

(CAVIAR datasets)
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From this video sequences, we can observe that whenever
occlusion is not occurring, our system identifies human full
body as shown in Figs.8(d) and (e). Average frame rate
for our proposed system is shown in Table 9. As we can
see, the frame rate decreased a little bit as the number of
humans in the scene increased. The whole system works
at approximately 16-29 fps and it is suitable for real-time
applications.

Table 8 Overall human identification result using proposed

technique
Total Num. of Num. of Accuracy
humans true positives false negatives (%)
8999 8849 150 98.33

(a) Frame #58 (b) Frame #89 (c) Frame #162
Fig.9 Results from IITUMvideo 2

(b) Frame #172 (c) Frame #199

(a) Frame #159
Fig.10 Results from ITUMvideo 3

(¢) Frame #303

= - =i
(f) Frame #829

(d) Framc #403

Fig.11 Results from motinas_room160_audiovisual (SPEVI
datasets)

e S— - = S— 2

(a) Frame #408 (b) Frame #433

(c) Frame #447

Fig.12 Results from OneStopMoveNoEnter2front (CAVIAR
datasets)

(a) Frame #991 (b) Frame #1284 (¢) Frame #1600
Fig.13 Results from ITUMvideo 4

(c) Frame #2610
Fig.14 Results from OneStopEnter2cor (CAVIAR datasets)

(a) Frame #2374 (b) Frame #2499

Table 9 Average frame rate for our proposed technique

Num. of Frame size (widthx Original frame Frame rate for our

human height) (pixels) rate (fps) proposed technique
(fps)

320 x 240 30 27-29

1 360 x 288 25 19-21
384 x 288 25 19-21
320 x 240 30 27-29

2 360 x 288 25 16—19
384 x 288 25 16—19
320 x 240 30 -

3 360 x 288 25 —
384 x 288 25 16—19

5.2 Car

Here, we use five recorded videos in ITUM to test our
proposed technique. In this case, true positives happen
when car is successfully identified when it is supposed to
be identified, while false negatives happen when car is not
identified when it is supposed to be identified. During eval-
uation, the following criteria are taken into account: cars
with less than 65% visibility at image boundaries and cars
outside effective detection area region of the datasets are
not used in the evaluation process. The effective detection
area corresponds to area in which car can be successfully
detected due to preservation of car size.

The result for car identification using the proposed tech-
nique is shown in Table 10. The graphical representation of
car identification result for each video is shown in Fig. 15.
The five test videos used can give a clear picture on the ac-
curacy of the system in the scene. The overall accuracy for
our proposed technique is summarized in Table 11, where
the overall accuracy is very good, which is 94.41%. The ex-
amples for car identification using our proposed technique
are shown in Figs. 16—20. Our proposed technique gives ro-
bust results by identifying car under different environments
as shown in Figs. 16-20. Human is also identified when hu-
man is present in the scene as shown in Fig. 20 (b). The
whole system works at approximately 24-29 fps and it is
suitable for real-time applications.
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Fig. 15 Graphical representation of car identification result

(a) Frame #98 (b) Frame #122 (c) Frame #186

Fig.16 Results from ITUMvideo 5

(b) Frame #257

(a) Frame #202 {c) Frame #282

Fig. 17 Results from ITUMvideo 6

5.3 Comparison of results

We compare the results of our technique for human iden-
tification with the technique in [15], the results of accuracy
is given in Table 12. In order to do the comparison, we used
four videos which include partially occluded humans with
background objects. Using our method gives a much higher
accuracy of the system as compared to the method of hu-
man identification as in [15] as shown in Table 13. We found
out that using aspect ratio only as in [15], the system can-
not identify the human whenever partial occlusion occurs

International Journal of Automation and Computing 11(1), February 2014

or the extracted human is outside the human ratio limit
as shown in the first row of Fig. 21 (a). In contrast, using
our technique, human is still identified by extracting and
detecting the human head-shoulder as indicated using ma-
genta coloured bounding box as shown in the second row of
Fig. 21 (a). In addition, we found out that using aspect ratio
only, the system sometimes detects non human as human
also, which is known as false positives error. Meanwhile,
our proposed technique uses moment invariants and aspect
ratio to identify the extracted objects as human. Hence,
our proposed technique can reduce this false positives error
as shown in Figs. 21 (b) and (c¢). Fig.22 shows the graphi-
cal representation of the comparison results of accuracy in
identifying human with the technique in [15].

1

(b) Frame #179 (c) Frame #411

Fig. 18 Results from ITUMvideo 7

(b) Frame #234

=X

T T
{c) Frame #357
Fig.19 Results from ITUMvideo 8

(c) Frame #1788

(a) Frame #66 (b) Frame #708

Fig.20 Results from ITUMvideo 9

Table 10  Car identification result using proposed technique
No. Name of video Total Num. Total Num. of cars Angle of camera Height of Num. of Num. of Accuracy (%)
of frames Total cars  Different cars (degree) camera (m) true positives false negatives

1 IIUMvideo 5 288 61 2 0 0.5 60 1 98.36

2 IIUMvideo 6 479 70 2 0 0.5 62 8 88.57

3 IIUMvideo 7 486 122 3 0 0.5 113 9 92.62

4 IIUMvideo 8 425 161 4 0 0.5 159 2 98.76

5 ITUMvideo 9 1999 320 9 -5 1 299 21 93.44
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5.4 Overall results

The overall accuracy for our proposed technique in iden-
tifying human and car is summarized in Table 14, where
the overall accuracy is very good, which is 98.04%.

Fig.21 Comparison of results: first row using technique in [15]
and second row using our proposed technique

Table 12

96.89—98.5598.76

=
T

= Using our technique
= Using technique in [15]

Accuracy (%)
P - )
S S

2 3
Number of video

Fig.22 Graphical representation of comparison results

Table 11 Owverall car identification result using proposed

technique
Total Num. of true Num. of false Accuracy
cars positives negatives (%)
734 693 41 94.41

Results of human classification using method in [15]

No. Name of video Total num. of humans Num. of true positives Num. of false negatives Num. of false positives Accuracy (%)
1 ITUMvideo 1 431 336 95 0 77.96
2 IIUMvideo 2 257 187 70 6 72.76
3 ITUMvideo 3 207 120 87 0 57.97
4 motinas_room160_ 1295 1174 121 18 90.66

audiovisual (SPEVI Datasets)

Table 13  Comparison results of human classification using proposed method and using method in [15]
Total human in four videos Num. of true positives Num. of false negatives Accuracy (%)
Using method in [15] 2190 1817 373 82.97
Using proposed method 2190 2159 31 98.58

Table 14  Overall identification result using proposed technique
Total humans Num. of Num. of false Accuracy
and cars true positives negatives (%)
(in all videos)  in identification  in identification
9733 9542 191 98.04

6 Conclusion

In this paper, we presented a humans and cars identifica-
tion system employing background subtraction, foreground
segmentation, shadow removal, feature extraction and iden-
tification, which is suitable for real-time video surveillance
system. The system has a better identification result on
solving the issue of partially occluded human as it can
detect the human head-shoulder whenever the human full
body cannot be detected. Our system identifies human by
extracting the human head-shoulder up to 60%—70% oc-
clusion. The algorithm presented produces a good result,

reduces false negatives and false positives error and also
in real-time. The computation is fast and does not con-
sume much processing power which makes this technique
very suitable for analyzing fast video streams at high frame
rates. This technique also could be implemented into ob-
jects tracking system. However, the technique used could
be further improved to identify humans and cars in fully
occluded scenes. Moreover, in the future the code for the
software will also be revised to multi-thread implementation
for better performance with multi-core processors.
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