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Feature Representation for Facial Expression

Recognition Based on FACS and LBP
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Abstract: In expression recognition, feature representation is critical for successful recognition since it contains distinctive information
of expressions. In this paper, a new approach for representing facial expression features is proposed with its objective to describe features
in an effective and efficient way in order to improve the recognition performance. The method combines the facial action coding system

(FACS) and “uniform” local binary patterns (LBP) to represent facial expression features from coarse to fine. The facial feature regions
are extracted by active shape models (ASM) based on FACS to obtain the gray-level texture. Then, LBP is used to represent expression
features for enhancing the discriminant. A facial expression recognition system is developed based on this feature extraction method
by using K nearest neighborhood (K-NN) classifier to recognize facial expressions. Finally, experiments are carried out to evaluate

this feature extraction method. The significance of removing the unrelated facial regions and enhancing the discrimination ability of
expression features in the recognition process is indicated by the results, in addition to its convenience.

Keywords: Local binary patterns (LBP), facial expression recognition, active shape models (ASM), facial action coding system
(FACS), feature representation.

1 Introduction

Feature representation is an active topic in the field of
computer vision. Since 1990s, facial expression recognition
(FER) has started to become a focus in the field of com-
puter vision and machine learning. For recognizing facial
expressions, feature representation or extraction plays an
important role. Thus, an effective representation method
is needed. Generally, good extraction methods own strong
and robust discrimination capability to improve recognition
performance effectively[1]. The descriptors of facial feature
represent spatial, temporal or both of them in order to make
a distinction among different expressions.

There are many methods for feature extraction or rep-
resentation in the work of facial expression recognition.
Active shape model was used to extract shape features[2],
and active appearance model (AAM)[3, 4] was used to ex-
tract gray level features for FER. Some manifold methods
were applied to FER by extracting the intrinsic essences of
the image space[5−7], such as locality preserving projection,
fuzzy nearest feature line-based manifold embedding, and
linear discriminant analysis. But there are limitations on
the small size database for its dimensional reduction prop-
erty. Early in the last century, a method for automati-
cally classifying facial images based on labeled elastic graph
matching with 2D Gabor wavelet representation and linear
discriminant analysis was proposed in [8]. Then, Gabor
wavelet or log-Gabor features were used to recognize facial
expressions by many researchers[9−11] . There are many fea-
ture extraction methods, such as Gabor filters, the scale
invariant feature transform (SIFT), local binary patterns
(LBP)[1, 12]. On account of computing amount and mem-
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ory, Gabor feature has less effect on the recognition effi-
ciency. And LBP, as a simple, efficient and robust local
descriptor, has been employed in many domains, including
face recognition[13, 14], facial expression recognition[15−17] ,
and texture analysis[18−20] . Many extended researches on
LBP have been done well, which motivated their applica-
tions and development for its advantages. Since feature
images are downsampled before recognition for FER, fea-
ture extraction after detecting faces in images is pivotal in
the recognizing course without considering the dimensions
of face regions in the images.

From the previous studies on FER, there are face detec-
tion, feature extraction and expression classification on the
still 2D images, image sequences, videos or 3D face struc-
tures by modeling 3D face on a single image or multiple-
view images. In this paper, we focus on feature extrac-
tion or representation issue, which is determinant for facial
expression recognition or analysis. As known to us, local
feature descriptors adopted in the whole face region will
inevitably generate more unrelated information. However,
facial expressions are mainly generated from regions around
eyebrows, mouth and cheek. Therefore, it is necessary to
remove the useless regions and strengthen the expression re-
gions. The main contribution of this work is to propose an
approach to extract the effective facial expression regions
and enhance the feature representation by using LBP. The
main steps are as follows: Firstly, the face feature regions
are extracted by active shape model (ASM) to remove the
redundancy facial regions for expression recognition. This
model is used to detect face and reduce the computation
amount. Then, the facial expression features are repre-
sented by LBP to enrich expression information accurately
in the main face regions extracted by ASM based on facial
action coding system (FACS). The whole feature is simple,
useful and utilizable. The K nearest neighborhood (K-NN)
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classifier is used for FER based on the properties of the pro-
posed feature representation method.

The organization of this paper is as follows. In Section 2,
the facial feature extraction method on LBP and its deriva-
tive operator are presented. The FER system composed of
feature extraction and classification is introduced in Section
3. The verification and assessment on the approach by ex-
periments and result analysis based on confusion matrices
of each facial expression recognition are shown in Section
4. Finally, conclusions are drawn in Section 5.

2 Local binary patterns

2.1 The original operator

LBP is a non-parametric operator, which is computed
by comparing the gray-level values of the center pixel and
pixels in its local neighborhood. And then the information
of spatial structure is obtained according to the gray-level
differences. Given an image with G gray levels, the joint
probability distribution of gray levels for successive pixels
according to the image coordinate is denoted by p(g0, g1),
g0, g1 = 0, 1, · · ·, G − 1[21]. The distribution can be repre-
sented as follows after subtracting g0 from g1, because the
average error is rather small in proportion to the average
distribution. The joint probability distribution of gray-level
image is defined as

p(g0, g1 − g0) = p(g0)p(g1 − g0). (1)

LBP is computed to reduce the computation expense and
statistical unreliability. Given a pixel in the image, the
operator of LBP for this pixel is defined as

LBP(P,R) =
P∑

i=1

s(g0,gi)2
i−1, s(g0,gi) =

{
1, if gi � g0

0, if gi � g0

(2)
where (P , R) represents the number of pixels and the radius
in the local neighborhood, g0 is the gray level value of the
center pixel, and gi is the value of the local neighborhood.
The original operators of LBP and computation process are
shown in Fig. 1.

Fig. 1 The original operator of LBP

2.2 Uniform patterns

Since the original operator only computes LBP in the 4-
neighborhood, bilinear interpolation is used to calculate the
pixels not falling among the integer image coordinates to
extend LBP application in large scale. The different sacles
and size neighborhoods of LBP are shown in Fig. 2. The
parameters (P , R) of LBP with different radii and numbers
of pixles in the neighborhood are (8, 2), (16, 3), and (8, 3),
respectively.

The holistic method of feature representation is sensitive
to illumination changes, while it is robust to rotation in-
variance. To make LBP more robust against these changes,
more extension LBP operators have been proposed. Many
attentions are paid to forming a more efficient descriptor
with properties of rotation invariance and temporal transi-
tion. The “uniform” LBP is much more significant and fun-
damental than other LBP patterns, which is derived from
the original LBP descriptor[22].

Fig. 2 LBPs with different radii and neighborhoods

The definition of the “uniform” LBP is that the U value
is not more than two bitwise transitions, which is to say
that the number of changes from 1 to 0 or from 0 to 1 is
0, 1, or 2. For example, 00110000 is a “uniform” pattern,
but 00101000 is a nonuniform pattern. These patterns may
describe the underlying texture properties and reduce noisy
patterns and computation amount. The dimensionality 2p

of the original LBP reduces to P P−1+3 for a “uniform”
LBP. It is defined as

LBP u2
P,R =

⎧
⎨

⎩

P−1∑
p=0

s(gp − g0), if U(LBPP,R � 2)

P (P − 1) + 2, otherwise

(3)

and their U values are computed as

U(LBP(P,R)) = |s (gP−1 − gc) − s (g0 − gc)|+
P−1∑

p=1

|s (gp − gc) − s (gp−1 − gc)|. (4)

3 The method for FER

The method proposed for FER in this paper consists of
three parts: facial region extraction, feature representation,
and expression recognition. The framework is shown in
Fig. 3. After facial region extraction by ASM on the basis
of FACS, facial features are extracted by LBP, and feature
histograms are constructed to form feature vectors. These
facial regions are composed of action unites (AUs), which
produce expressions when human beings communicate with
each other to realize non-language communications. At last,
the K-NN classifier is used to recognize expressions based
on the dissimilarity between testing samples and the exist-
ing images. The distances between them are measured by
χ2 statistic.
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Fig. 3 The framework for FER

3.1 Active shape models

ASM, as a parameterized linear statistical model, was
proposed[23]. It has been applied to the domains of medical
image analysis, FER and tracking problems[24], and han-
dled changes of face pose and occlusion effectively. Here,
ASM is used to detect faces and extract facial regions by
landmarks, which label the contours of objects, such as
shapes of eyes and mouth.

Sample images with landmarks for ASM are shown in
Fig. 4. Given one landmark labeled on the face features
represented by image coordinate value (xi, yi), all the land-
marks described the face region are formed as a vector:

s = (x1, y1, · · · , xn, yn)T . (5)

Fig. 4 Sample images with landmarks

It contains 68 vertices in each sample, which are used in
this paper to construct the facial region distributing around
eyes, eyebrows, nose, and mouth. After transformation,
scale and rotation of the coordinates based on landmarks,
ASM is constructed after calculating principle component
analysis on the matrix constructed by the landmark vectors.
It is described as

s = s0 +

m∑

i=1

sipi (6)

where s0 is the mean shape, pi and si are the shape param-
eter and variation selected to characterize the main shape
variation, respectively. pi is the eigenvector obtained from
the covariance matrix, and si is the eigenvalue correspond-
ing to pi. m is the number of eigenvectors used in the
model. The mean shape and four shapes with the four
largest eigenvalues are shown in Fig. 5.

Fig. 5 The shape with the largest eigenvalues

One advantage of using ASM to extract face region is
that it can remove insignificant region of facial expression
recognition and decrease calculation amount.

3.2 FACS for FER

FACS[25] is the most widely used and validated method
for measuring and describing facial behavior[26]. It is an
efficient, objective and comprehensive approach to present
facial expression without drawbacks[27], and it is accepted
by many researchers in psychology and physics aiming at
FER. Basically, the face can be divided into upper and lower
parts of facial region according to FACS. The system is com-
posed of 46 AUs and the expressions to represent human
emotional states. They are produced by the movements of
AUs or their combination based on these system proposed
by two American psychologists Ekman and Friesen[25]. Dif-
ferent unifications of AUs movements generate different ex-
pressions by setting the corresponding muscles under its
skin in motion. For example, AU 12 raises the cheeks.

On the basis of FACS, AUs combination (AUC) is ex-
tracted according to ASM. The expression regions are ex-
tracted by segmented face regions into two or three parts
based on AUC using ASM, respectively. The two face parts
are composed of upper face region including eyes and eye-
brows, and down face part including nose and mouth. The
three face parts include left eye, right eye and down face
region. Therefore, the useless regions for recognition are
removed. Some image samples and their face region ex-
traction in different AUC extractions are shown in Fig. 6.
Another advantage of ASM is its convenience of AUs ex-
traction which is based on the landmarks representing facial
feature in a definite sequence.

Fig. 6 Sample images after using ASM based on AUC

3.3 Facial feature representation

According to [13], the region image is divided into multi-
ple blocks for extracting “uniform” LBP features, and then
its LBP image is constructed by these sub-regions. After
describing one image by LBP, the histogram of each block
in the image fb(x, y) is defined as

Hi =
∑

x,y

I (fb (x, y) = i) , i = 0, · · · , n − 1 (7)

where n is the number of the patterns produced by “uni-
form” LBP operator, and I is described as

I (A) =

{
1, A is true

0, A is false.
(8)
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Then, the whole histogram of one image is defined as

Hi,j =
∑

x,y

I (fb (x, y) = i) , I(fb (x, y) ∈ Rj) (9)

where j= 0, · · ·, k. Here, k is the number of the divided
sub-regions. The feature vector is represented by LBP his-
togram with length of k× (P P−1+3), which is composed of
the “uniform” pattern library.

For (P , R) = (8, 1), the number of “uniform” patterns is
59, and the dimension of each feature vector is 34×59 with
34 blocks, which is much smaller than 34×28. The images
represented by LBP with different sizes of neighborhood
and radii are shown in Fig. 7. The image is divided into
64 blocks. For facial region extraction based on AUC, each
feature region is divided into multiple blocks according to
their size, and then the feature vector is formed.

Fig. 7 LBP feature images with different radii and various sizes

of local neighborhoods. Their values of (P , R) are described

below each image after calculating LBP

3.4 Classification by using K-NN

There are many metrics for computing the dissimilarity
of two histograms, such as log-likehood ratio, histogram in-
tersection, and χ2 statistic[28]. Here, χ2 statistic is used to
measure the dissimilarity between the test and the training
images. It calculates the differences at each i-th bin, the
histogram value of “uniform” LBP, as distinguished mea-
surement. Chi square statistic metric is computed by

χ2 (S, M) =
∑

i

(Si − Mi)
2

Si + Mi
(10)

where S and M are two LBP histograms. K-NN classi-
fier is used to recognize expression. It designates the type
of expression of test sample images to the type of training
images appearing among the K smallest χ2 distance the
most times. The aim of K-NN classifier is to find K near-
est neighborhoods between one unknown sample and the
known samples according to the distances between them[29].
In this paper, χ2 metric is used to compute the distances.
Given N known samples, there are N1 samples from class
w1, N2 samples from class w2, · · ·, and Nc samples from
class wc. When the number of samples belonging to classes
of w1, w2, · · ·, wc are k1, k2, · · ·, kc, the discrimination
function is defined as

gi(x) = ki, i = 1, 2, · · · , c. (11)

The fundamental determining rule is described as

gj(x) = max
i

ki.

Then, the class of x is considered as wj .
According to [30], recognition vectors extracted by LBP

are the histogram information, which are of lower dimen-
sions and simple. Hence, K-NN classifier is employed for
its convenience and easiness. In the work, K is chosen to
be 1 for efficiency.

4 Experiments and analysis

In this paper, three databases are used to evaluate
our method, including Japanese female facial expression
(JAFFE), MMI and Cohn-Kanade, which are widespread
and benchmark databases for FER testing[31−33] . The
JAFFE database contains 213 images relative to ten fe-
male Japanese who devoted six predefined facial expres-
sions respectively. The expressions are anger, disgust, fear,
happiness, sadness and surprise. Each one posed 2 to 4 im-
ages with six expressions and neutral. The MMI database
is created based on FACS from the man-machine interac-
tion group of Imperial College London and has been devel-
oped as an easy research image database. It is composed of
over 2 900 videos and high-resolution still images from 75
subjects of male and female, whose ages range from 19 to
62 years. It includes European, Asian, or South American
from different ethnics. 602 images from 23 subjects are se-
lected with 6 basic expressions and neutral in our test. The
Cohn-Kanade database comprises 100 university students,
whose ages are from 18 to 30. 1 752 images from 97 subjects
are used in our experiment. There are also 6 expressions
and neutral. Hence, 7 classes are classified in this section.

In this part, facial expression features are computed by
LBP before accounting histogram to form feature vector for
FER. LBP features of different radii and pixels in the neigh-
borhood are extracted. There are 14 kinds of LBP features
represented here classified by K−NN classifier, which are
(P, R) = {(4, 1); (4, 2); (4, 3); (8, 1); (8, 2); (8, 3); (16, 1);
(16, 2); (16, 3)}, called single LBP features and (P , R) =
{ (4, [1, 2, 3]); (8, [1, 2, 3]); (16, [1, 2, 3]; ([4, 3], [8, 2], [16,
1]); ([4, 1], [8, 2], [16, 3])), called multiple LBP features. To
compare with other method for FER, 10-fold cross valida-
tion is performed. The database is divided into 10 groups
averagely. One group is used to test while the rest groups
are considered as the training samples. The whole face re-
gion is extracted by ASM labeled as Reg = 1 for comparing
with the method proposed in the paper. AUC with two face
region parts is marked as Reg = 2, and three parts as Reg

= 3.

4.1 Single LBP features for FFR

In this part, single LBP features are used as the differen-
tiated features to classify expressions. The facial region is
normalized into the same size. The images are preprocessed
by Gaussian filter to reduce noise. The average recognition
rates of the 10 groups from the 3 databases on AUC for Reg

= {2, 3} and Reg = 1 are shown in Figs. 8–10. The horizon-
tal ordinate describes the type of LBP features according
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to (P , R) = {(4, 1); (4, 2); (4, 3); (8, 1); (8, 2); (8, 3); (16,
1); (16, 2); (16, 3)} illustrated as in the above part and the
vertical ordinate is the average recognition rate of 10-fold
cross validation.

Fig. 8 Recognition rates with Reg = 1 and two types of AUC

using single LBP features on JAFFE data set

The recognition rates of the JAFFE database are shown
in Fig. 8. It can be seen that the recognition performances
are comparative for Reg = {1, 2, 3}. The method of AUC
with Reg = 3 performs better than that with Reg = 2. But
the effects of our method on the MMI database shown in
Fig. 9 are the best among the three databases. The combi-
nations of AUs to present expressions proposed in this paper
have higher recognition accuracy or comparable recognition
effect in a certain extent. Furthermore, some redundant
regions for recognizing expressions are removed in a con-
venient way. The representation capability with R = 3 is
higher than those with R = 1, 2. Since the structures of
nearer regions extracted by LBP are almost the same, the
smaller neighborhoods contain less significant discriminant
information for expression recognition.

4.2 Multiple features for FER

The experiments using multiple LBP features are per-
formed in this section. The facial expression databases of
the JAFFE, MMI and Cohn-Kanade are represented by J,
M and C. The average rates with standard variances of the
three data sets based on AUCs are exhibited in Table 1.
The results are different from the three databases. The
best recognition performance is indicated by the MMI data
set, and the worst performance is indicated by the JAFFE
data set. The complete correct results are obtained in many
cases among the one group test in the 10-fold cross vali-
dation. The standard variances are different for different
databases, from 9.8% on JAFFE data set to 1.2% on Cohn-
Kanade data set. The most robust recognition performance
appears on Cohn-Kanade database with the standard vari-
ance in the range 1.2%–1.8%, and the least stable case hap-
pens on the JAFFE database.

Fig. 9 Recognition rates with Reg = 1 and two types of AUC

using single LBP features on MMI data set

Fig. 10 Recognition rates with Reg = 1 and two types of AUC

using single LBP features on Cohn-Kanade data set

Table 1 The average recognition rates with standard variances

for the proposed method on the three data sets with

Reg = {1, 2, 3}

Reg (P, R) J M C

(4, [1,2, 3]) 87.62±7.7 95.67±4.0 93.54±1.4

(8, [1,2, 3]) 87.14±9.8 95.83±5.1 95.26±1.3

1 (16, [1,2, 3]) 81.90±8.5 97.00±3.8 95.43±1.8

([4, 1];[8, 2];[16, 3]) 84.29±8.4 96.83±3.7 94.91±1.4

([4, 3];[8, 2];[16, 1]) 84.29±9.6 96.83±4.1 95.201.2

(4, [1,2, 3]) 84.76±9.5 95.67±4.8 93.09±1.4

(8, [1,2, 3]) 86.67±6.3 95.67±5.1 95.77±1.3

2 (16, [1,2, 3]) 85.71±7.1 97.00±2.9 96.06±1.8

([4, 1];[8, 2];[16, 3]) 85.71±8.2 95.83±5.0 95.43±1.4

([4, 3];[8, 2];[16, 1]) 85.71±8.2 96.50±3.9 95.311.2

(4, [1,2, 3]) 86.19±1.7 95.33±5.0 93.94±1.7

(8, [1,2, 3]) 89.05±6.0 95.33±4.9 95.77±1.3

3 (16, [1,2, 3]) 86.67±3.2 96.17±4.1 95.83±1.8

([4, 1];[8, 2];[16, 3]) 87.62±1.8 95.50±4.8 95.49±1.3

([4, 3];[8, 2];[16, 1]) 87.62±6.8 95.50±4.8 95.83±1.8
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From the recognition results, it is notable that multi-
ple LBP features own more robust representing capability
than single LBP features. They represent facial expression
features from different orientations and scales by using vari-
ables P and R. For example, when P = 8, the texture struc-
tures from angles 360˚× p

8
are extracted in 8-neighborhood,

where p = 1, 2, · · · , P . To obtain more detailed structure
information, multiple local regions are used to describe LBP
features. Although the differentiated effect is not improved
evidently, it is comparable and comparative with Reg = 1
by using less face regions. It indicates that our method
has advantages of computational effectiveness and effective
ability of expression recognition to a great extent.

Several other methods are shown in Table 2. It can be
seen that our method performs better than the other fea-
ture representation methods for FER with higher and more
robust recognition accuracy. This method reduces the use-
less face regions and improves recognition rate and speed by
diminishing computation amount and memory. The rates
combining LBP features are more robust than the other
features, since they contain more significant and discrimi-
native information, which is helpful or useful for expression
recognition or analysis.

Table 2 The recognition rates of several other methods

Methods JAFFE MMI Cohn-Kanade

LDN[34] 91.10±3.0 – 95.10±4.1

LDiP[35] 85.90±1.8 – 94.30±3.9

LBP[18] 81.00 86.70 85.00±4.5

LBP[36] 81.59±3.5 – 94.88±3.1

Gabor[37] 80.95 – –

4.3 Result analysis

To analyze the performance of this method on each ex-
pression, the confusion matrices of different numbers of face
regions are shown in Tables 3 to 8 with multiple LBP fea-
tures from the three databases for Reg = {2, 3}, respec-
tively. They show the effect of AUC on expression recog-
nition. The right parts of the tables represent the matrix
of rates for Reg = 2, while the left parts of the tables for
Reg = 3. Here, the confusion matrices are computed for
all the images in the test of multiple LBP features for their
high recognition rate and robustness. In these tables, the
expressions are presented by the values of 1 to 7, which rep-
resent anger, disgust, fear, happiness, neutral, sadness and
surprise, respectively. The second row of each table is the
correct expressions, and the first column is the recognized
expressions. The rates in the diagonal are higher than the
other positions in each table, while the rates in the other
positions are much smaller.

From Table 3, surprise is the worst expression for Reg

= {2, 3} with only accuracy rates of 80.00% and 76.67%.
Surprise is recognized as expressions of fear, happiness, and
sadness when Reg = 2. It is recognized as anger, disgust,
fear, happiness, and sadness when Reg = 3. Neutral can be
completely recognized correctly for Reg= 3, and is the most
easily recognized expressions in the JAFFE database with
all AUCs proposed in the paper. For the MMI database,
the recognition rate of fear is the lowest for Reg = 2 with

92.97% and 3.78% error rate for surprise. For Reg = 3,
disgust and fear are most easily confused with anger and
surprise, respectively. The neutral is recognized completely
right. Neutral is the most difficulty class to be discrimi-
nated for Reg = {2, 3} on the Cohn-Kanade database. It is
recognized as fear or sadness in most cases. It is necessary
that more work and efforts are to be made on improving
discriminant ability by enhancing the describing function
of LBP or combining multiple LBP features to strengthen
some facial expression features.

Table 3 Confusion matrix of classification rates (%) on

JAFFE data set for Reg = 2

1 2 3 4 5 6 7

1 85.33 2.76 0.00 0.00 0.00 2.00 0.00

2 3.33 89.66 7.74 1.94 0.00 0.00 0.00

3 0.67 6.90 85.81 0.65 0.00 4.00 3.33

4 0.00 0.00 0.00 81.94 0.00 1.33 6.67

5 4.00 0.00 0.65 10.32 96.55 11.33 4.00

6 6.67 0.69 4.52 4.52 3.45 81.33 6.00

7 0.00 0.00 1.29 0.65 0.00 0.00 80.00

Table 4 Confusion matrix of classification rates (%) on

JAFFE data set for Reg = 3

1 2 3 4 5 6 7

1 90.67 3.45 1.29 0.65 0.00 1.33 0.67

2 2.67 91.03 6.45 0.00 0.00 0.00 2.67

3 3.33 2.76 82.58 0.65 0.00 3.33 2.67

4 0.00 0.00 0.00 86.45 0.00 1.33 5.33

5 1.33 0.00 0.00 9.03 99.31 8.00 6.67

6 2.00 2.76 8.39 2.58 0.69 86.00 5.33

7 0.00 0.00 1.29 0.65 0.00 0.00 76.67

Table 5 Confusion matrix of classification rates (%) on MMI

data set for Reg = 2

1 2 3 4 5 6 7

1 97.62 1.07 0.00 0.00 0.00 0.00 0.19

2 0.95 96.00 1.89 0.00 0.00 0.24 0.00

3 0.00 1.07 92.97 0.37 0.00 0.00 1.92

4 0.00 1.07 0.27 98.52 0.00 0.71 0.00

5 1.43 0.00 0.81 0.37 100.00 0.95 0.19

6 0.00 0.80 0.27 0.74 0.00 98.10 0.00

7 0.00 0.00 3.78 0.00 0.00 0.00 97.69

From Figs. 11–16, the confused expressions from the three
databases are shown respectively. The images in the left
part of the first row are the testing samples and the rec-
ognized images with Reg = {1, 2} or Reg = {1, 3}, and
the expressions of the images are indicated in the following.
The histograms are in the rest rows, in which the first row
is for the testing samples for Reg = 1 in the left part and
the recognized samples in the right part, and the second
rows are the testing samples for Reg = 2 or Reg = 3 in the
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left part and the recognized samples in the right part. In
the figures of histogram, the horizontal ordinate values are
the values of “uniform” patterns, and the vertical ordinate
values are the statistics of the patterns.

Table 6 Confusion matrix of classification rates (%) on MMI

data set for Reg = 3

1 2 3 4 5 6 7

1 95.24 2.13 0.00 0.00 0.00 0.48 0.19

2 0.95 93.07 1.89 0.19 0.00 0.24 0.00

3 0.00 0.80 93.24 0.19 0.00 0.00 1.73

4 0.00 1.60 0.81 98.89 0.00 0.71 0.00

5 2.62 1.07 1.35 0.56 100.00 0.48 0.00

6 0.48 0.27 0.27 0.19 0.00 98.10 0.00

7 0.71 1.07 2.43 0.00 0.00 0.00 98.08

Table 7 Confusion matrix of classification rates (%) on

Cohn-Kanade data set for Reg = 2

1 2 3 4 5 6 7

1 97.90 0.24 0.19 0.00 0.67 0.24 0.00

2 0.00 96.67 0.06 0.13 0.60 0.00 0.00

3 0.99 0.24 97.77 0.00 11.33 0.00 0.31

4 0.00 0.48 0.31 99.73 1.67 0.00 0.00

5 0.62 1.07 1.36 0.00 78.60 0.98 0.08

6 0.49 0.36 0.06 0.13 7.00 98.78 0.00

7 0.00 0.95 0.25 0.00 0.13 0.00 99.61

Table 8 Confusion matrix of classification rates (%) on

Cohn-Kanade data set for Reg = 3

1 2 3 4 5 6 7

1 98.40 0.24 0.06 0.00 1.27 0.00 0.00

2 0.00 96.55 0.06 0.13 0.40 0.00 0.00

3 0.37 0.36 97.71 0.00 11.73 0.00 0.47

4 0.00 0.60 0.12 99.80 1.60 0.00 0.00

5 0.74 1.07 1.73 0.00 79.60 0.82 0.08

6 0.49 0.48 0.06 0.07 5.27 99.18 0.00

7 0.00 0.71 0.25 0.00 0.13 0.00 99.45

In Figs. 11 and 12, the confused expressions from the
JAFFE database are shown for Reg = {1, 2} and Reg =
{1, 3}, respectively. There are subtle differences between
the testing samples and the recognized images to discrimi-
nate expressions. For example, happiness with small move-
ment amplitude of mouth corners is classified as neutral,
as shown in Fig. 11. Fear is illustrated as mouth and eyes
opening widely, eyebrows moving up, and nostrils flared,
while anger is described as eyebrows downward, forehead
wrinkled together, and tightening eyelids and lip. From
Fig. 12, the expressions of fear and anger are very similar
in the movements of mouths and eyes.

In Figs. 13 and 14, the confused expressions from the
MMI database are shown. The confused expressions in
the most cases are fear and surprise for Reg = {1, 2, 3}.

Surprise is represented as drooping lower jaw, relaxing lips
and mouth, opening eyes wide, raising eyelids and eyebrows
slightly up. The main differences between them are the
movement of mouth, eyes and eyebrows. But sometimes,
their movement combinations seem to be comparably sim-
ilarly as shown in Figs. 13 and 14.

Fig. 11 The expression images of happiness and neutral easily

confused from JAFFE data set for Reg = {1, 2}

Fig. 12 The expression images of fear and anger easily confused

from JAFFE data set for Reg = {1, 3}

In Cohn-Kanade database, neutral is the most easily con-
fused expression. The wrongly recognized expressions of
neutral are fear and surprise, as shown in Figs. 15 and 16
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for Reg = {2, 3}. It can be seen that the action unit around
mouth and eyes are similar compared among the three ex-
pressions. They are from the same subject with subtle
movements to express fear and surprise, and are mix up
from human and computer vision. More effective and finer
feature representing method is crucial to discriminate these
similar expressions.

Fig. 13 The expression images of fear and surprise easily con-

fused from MMI data set for Reg = {1, 2}

Fig. 14 The expression images of fear and surprise easily con-

fused from MMI data set for Reg = {1, 3}

Fig. 15 The expression images easily confused from Cohn-

Kanade data set for Reg = {1, 2}

Fig. 16 The expression images easily confused from Cohn-

Kanade data set for Reg = {1, 3}

5 Conclusions

In this paper, a new feature representing method for FER
combined LBP and FACS is proposed. The advantages of
the proposed method include lower computational require-
ment and easier implementation. FER is implemented on
facial regions to a maximum extent. The regions are seg-
mented from the whole image using ASM. The different
AUCs are acquired based on FACS. Highly-distinguished
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facial expression vectors are obtained through “uniform”
LBP for simplification. This makes it possible to employ
a traditional and brute-force K-NN classifier for expression
recognition.

To evaluate the performance of this approach, multiple
tests have been executed. The recognition accuracy is ac-
ceptable and this method can be applied with the highest
rate of 100% in some cases on the basis of AUC from the
three data sets. By making comparisons between other
recognition methods and our method of AUCs combing
with LBP, 10-fold cross validation is carried out on the
databases. The later method is better and more stable than
the former for its simplification and effectiveness. From the
results on the two types of AUC, it is notable that the high-
est rate can reach 100%. So, the method of critical facial
feature extraction is capable of increasing recognition accu-
racy and decreasing computation memory.

In the future work, there are still some meaningful fac-
tors to improve the recognition performance. It is essen-
tial to extract facial expression information based on more
meaningful LBP. Another way is to adopt an optimization
method to select features and study more effective AUC.

References

[1] J. Li, N. M. Allinson. A comprehensive review of current
local features for computer vision. Neurocomputing, vol. 71,
no. 10–12, pp. 1771–1787, 2008.

[2] M. Pantic, J. M. Rothkrantz. Automatic analysis of fa-
cial expressions: The state of the art. IEEE Transactions
on Pattern Analysis and Machine Learning, vol. 22, no. 12,
pp. 1424–1445, 2000.

[3] R. Alemy, M. E Shiri, F. Didehvar, Z. Hajimohammadi.
New facial feature localization algorithm using adaptive ac-
tive shape model. International Journal of Pattern Recog-
nition and Artificial Intelligence, vol. 26, no. 1, Article
1256003–1–1256003–18, 2012.

[4] F. Q. Tang, B. Z. Deng. Facial expression recognition using
AAM and local facial features. In Proceedings of the 3th
International Conference on Natural Computation, Haikou,
China, pp. 632–635, 2007.

[5] C. Martin, U. Werne, H. M. Gross. A real-time facial expres-
sion recognition system based on active appearance models
using gray images and edge images. In Proceedings of IEEE
International Conference on Automatic Face and Gesture
Recognition, IEEE, Amsterdam, Netherlands, pp. 837–842,
2008.

[6] C. F. Shan, S. G. Gong, P. W. McOwan. Appearance
manifold of facial expression. Computer Vision in Human-
Computer Interaction, Berlin, Heidelberg: Springer,
pp. 221–230, 2005.

[7] W. Li, Q. Ruan, J. Wan. Fuzzy nearest feature line-based
manifold embedding for facial expression recognition. Jour-
nal of Information Science and Engineering, vol. 29, no. 2,
pp. 329–346, 2013.

[8] R. Xiao, Q. J. Zhao, D. Zhang, P. F. Shi. Facial expres-
sion recognition on multiple manifolds. Pattern Recogni-
tion, vol. 44, no. 1, pp. 107–116, 2011.

[9] M. J. Lyons, J. Budynek, S. Akamatsu. Automatic classifi-
cation of single facial images. IEEE Transactions on Pattern
Analysis and Machine Intelligence, vol. 21, no. 12, pp. 1357–
1362, 1999.

[10] L. L. Shen, L. Bai, Z. Ji. A SVM face recognition method
based on optimized Gabor features. In Proceedings of the
9th International Conference on Visual Information Sys-
tems, Lecture Notes in Computer Science Springer, Shang-
hai, China, pp. 165–174, 2007.

[11] W. Jiang, J. Zhang, T. Z. Shen, X. H. Wang. A novel fa-
cial features extraction algorithm using Gabor wavelets. In
Proceedings of the 1st International Congress on Image and
Signal Processing, IEEE, Sanya, China, pp. 649–653, 2008.

[12] J. Satake, M. Chiba, J. Miura. Visual person identification
using a distance-dependent appearance model for a person
following robot. International Journal of Automation and
Computing, vol. 10, no. 5, pp. 438–446, 2013.

[13] S. Y. Fu, X. Kuai, G. S. Yang. Facial expression recog-
nition by independent log-Gabor component analysis. In
Proceedings of the 8th International Symposium on Neural
Networks, Guilin, China, pp. 305–312, 2011.

[14] T. Ahonen, A. Hadid, M. Pietikäinen. Face recognition with
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