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Abstract: A network time-delay compensation method based on time-delay prediction and implicit proportional-integral-based gen-

eralized predictive controller (PIGPC) is proposed. The least squares support vector machine (LSSVM) is used to predict the current

time-delay, the parameters of the least squares support vector machine are optimized by particle swarm optimization (PSO) algorithm,

and the predicted time-delay is used instead of the actual time-delay as the parameters of the network time-delay compensation con-

troller. In order to improve the compensation effect of implicit generalized predictive controller (GPC), this paper puts forward an

implicit generalized predictive control algorithm with proportional-integral-based (PI) structure and designs the controller based on

implicit PIGPC. Through the simulation results, the effectiveness of this design in the paper is verified.

Keywords: Networked control system, time-delay compensation, particle swarm optimization (PSO), least squares support vector

machine (LSSVM), implicit proportional-integral-based generalized predictive controller (PIGPC).

1 Introduction

Networked control system (NCS) is a fully distributed

and networked real-time feedback control system between

sensors, actuators and controller signals transmitted over

the network[1]. The communication network in the feed-

back control loop introduces a significant additional delay,

either constant or time varying, that makes the analysis

and control design more complex[2, 3]. Many scholars have

conducted a lot of research work on network induced time-

delay compensation problem. Robust control[4, 5], intelli-

gent control[6,7], predictive control[8−10] and other time-

delay compensation methods have made a lot of develop-

ments and applications.

Generalized predictive control (GPC) was proposed by

Clarke in 1987. GPC has many advantages: The first is

based on the parameters of the model. Secondly, it re-

tains the advantage of adaptive control, and has better ro-

bustness than adaptive control. Finally, due to the adop-

tion of multi-step prediction, rolling optimization and feed-

back correction strategy, the control effect is more suit-

able for industrial process control requirements. Autore-

gression model is utilized to predict the time-delay and

improved GPC algorithm for time-delay compensation was
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proposed[11], but details of the simulation parameters were

not given. Based on a random time-varying network de-

lay, GPC network based on a state space model is used to

access an effective tracking performance[12] . The work in

[13] gives a predictive control method for forward channel

and feedback channel with random time-delay, and gives

the closed-loop predictive control system stabilizing condi-

tions. However, GPC algorithm requires solving Diophan-

tine equations and matrix inversion operation, which lead

to excessive online calculation. On the other hand, since

the time-delay is random, the parameter selection for GPC

algorithm requires a larger prediction step size, thereby in-

creasing the calculation time.

With the development of network technology, wireless

communication networks become more sophisticated. And

in the industrial field data acquisition, industrial control ap-

plications and other areas gradually deepened. In industrial

control, communication network based on the wireless net-

work is also called “wireless NCS”. Because wireless NCS

reduces the network connection, system design has finer

flexibility, and maintenance is more convenient. However,

opposed to wired networks, wireless networks are highly

unreliable, with lesser bandwidth, and greater transmis-

sion delay and packet loss characteristics. Although there

is much research on wired NCS time-delay compensation

method, which has made great achievements, there is little

research for wireless NCS. So the study of the wireless NCS

time-delay compensation method has significant theoretical

and practical significance.

In summary, a network time-delay compensation method
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based on time-delay prediction and implicit proportional-

integral-based generalized predictive controller (PIGPC)

is proposed. Firstly, particle swarm optimization (PSO)

is used to optimize least squares support vector machine

(LSSVM) model to predict time-delay, an implicit GPC

algorithm with proportional-integral-based (PI) structure

based on the predicted time-delay is proposed to compen-

sate network time-delay. Because recursive solving Dio-

phantine equations is not needed, implicit PIGPC can save

online calculation time, and achieve better control effect

by the combination of PI feedback structure and predic-

tion function of GPC. Meanwhile, in order to reflect the

effectiveness of method in this paper, IEEE 802.11b wire-

less network is selected for the simulation. Compared to

wired NCS, time-delay of wireless NCS has more random-

ness and uncertainty, which will demonstrate the effective-

ness of compensation method in the paper.

2 Time-delay prediction based on PSO-

LSSVM

The time-delay of sensor to the controller, and time-

delay of controller to the actuator present different varia-

tion rules, and different impact to the system performance.

Under normal circumstances at the time k, the sensor to

the controller time-delay τsc(k) can be measured, and the

controller to actuator time-delay τca(k) and controller com-

puting time τc(k) are unknown, but τca(k) and τc(k) be-

fore moment k is known, so the historical time-delay can

be used to predict the current network time-delay. In the

NCS discussed in this paper, controller and actuator are

event-driven, whereas sensor is clock-driven. Therefore, the

forward and feedback channel time-delay of NCS can be

combined[11,14], the system total delay can be expressed as

τ (k) = τca(k) + τsc(k) + τc(k). Because the time-delay can

be combined, the total system time-delay can be predicted

through the prediction model.

2.1 LSSVM algorithm

Assuming the clock is synchronous in networked control

system, which can be implemented by regular high-priority

synchronization signal. The time-delay of an NCS can be

measured and defined as the following sample time-delay

vector:

Di = [di, di−1, · · ·, di−m], i = 1, 2, · · ·, N (1)

where {di, i = 1, 2, · · ·, N} is network time-delay sequence,

N is the length of the time-delay sequence.

Based on LSSVM algorithm, the sample space is mapped

into a high-dimensional or even infinite dimensional feature

space through a nonlinear mapping ϕ(·)[15]. In this feature

space, there is y(x) = wϕ(x) + b, where w is the weight

coefficient vector, b is the constant bias. Optimal w and b

can be obtained by minimizing the objective function.

min
w,b,e

J(w, e) =
1

2
wTw +

1

2
γ

N∑

k=1

ek
2. (2)

Lagrange function is established for solving constrained

optimization problems mentioned above:

L(w, b, e; α) = J(w, e) −
N∑

k=1

αk{wTϕ(Dk) + b + ek − yk}

(3)

where ak is a Lagrange multiplier. The Lagrange function

is used to obtain extreme value, and the above optimization

problem is transformed into solving the linear equations.

According to Mercer conditions, the presence of mapping

function ϕ(·) and kernel function K(·) satisfy the following

equation:

K (Di, Dj) = ϕ(Di)
Tϕ(Dj). (4)

Nonlinear mapping ability of LSSVM prediction model is

determined by the kernel function. Kernel function is used

for LSSVM prediction model samples mapping from input

space to feature space. Therefore, different kernel func-

tion has different learning ability and generalization ability.

The most widely used is radial basis function (RBF) kernel,

which is applicable for low-dimensional, high-dimensional,

small sample, large sample, etc. Because of wide domain of

convergence, RBF kernel function is an ideal kernel[16,17].

This paper chooses RBF as the kernel function.

K(Di, Dj) = e
−‖Di−Dj‖2

2σ2 (5)

where σ2 is the width of RBF kernel function. Predicted

value of time-delay at time k+1 can be obtained from the

equation

d̂k+1=
N∑

i=1

αiK(Di, Dk) + b. (6)

Assuming the input time-delay sequence is D, D is trans-

formed into the matrix form as

X =

⎡

⎢⎢⎢⎢⎣

d1 d2 d3 · · · dm

d2 d3 d4 · · · dm+1

... · · ·
... · · ·

...

dN−m dN−m+1 · · · · · · dN−1

⎤

⎥⎥⎥⎥⎦
(7)

where dt represents a time-delay value at time t, N is the

total length of the input sequence of time-delay, m is the

embedding dimension, and p is the number of prediction

steps. Therefore, the output matrix Y can be expressed as

Y =

⎡

⎢⎢⎢⎢⎣

dm+1 · · · dm+p

dm+2 · · · dm+p+1

... · · ·
...

dN · · · dm+p+N−1

⎤

⎥⎥⎥⎥⎦
. (8)



650 International Journal of Automation and Computing 12(6), December 2015

NCS time-delay prediction method based on LSSVM can

be expressed as the following steps:

Step 1. Build an NCS, measure N groups of time-delay

sample data, select the appropriate prediction parameters

γ, σ2 and m.

Step 2. Transform the time-delay to the input and out-

put vectors in accordance with (7) and (8).

Step 3. The RBF is selected as the kernel function, re-

gression coefficients ak and the offset value b are calculated.

Step 4. Calculate column vector K(Dk, Di), calculate

the next p time time-delay prediction value through (6).

The predictive effect of LSSVM has a great relationship

with regularization parameter γ and the width of radial

basis kernel function σ2. Therefore, how to select these pa-

rameters is very important. This paper selects the particle

swarm optimization algorithm to optimize parameters of

least squares support vector machine.

2.2 PSO algorithm

PSO algorithm is a parallel search algorithm based on

population[18]. It has simple concept and implementa-

tion, and faster convergence for the treatment of high-

dimensional problems.

In a D-dimension target searched space, consisting of N

particles to form a population, the i-th particle is repre-

sented as vectors with D-dimension, which can be written

as

Xi = (xi1, xi2, · · · , xiD), i = 1, 2, · · · , N. (9)

The i-th particle velocity is also a D-dimensional vector,

which can be written as

Vi = (vi1, vi2, · · · , viD), i = 1, 2, · · · , N. (10)

The best search position of the i-th particle at present is

called pbest, which can be written as

pbest = (pi1, pi2, · · · , piD), i = 1, 2, · · · , N. (11)

The optimal position of the whole particle swarm so far

to search called gbest, can be written as

gbest = (gi1, gi2, · · · , giD), i = 1, 2, · · · , N. (12)

When these two optimal values are found, particles can

update the velocity and position according to (13) and (14):

vk+1
id = ω × vk

id + c1 × randk
1 × (pk

bestid
− xk

id)+

c2 × randk
2 × (gk

bestid
− xk

id)
(13)

xk+1
id = xk

id + vk+1
id . (14)

2.3 LSSVM optimization by PSO algo-
rithm

Regularization parameter γ, radial basis kernel function

width σ2 and delay sequence embedding dimension m im-

pact LSSVM prediction accuracy seriously. These 3 pa-

rameters are considered as particles of PSO algorithm. The

optimization steps can be described as follows:

Step 1. Initialize parameters of PSO algorithm, includ-

ing inertia weight, learning factor, population size, the max-

imum number of iterations, etc.

Step 2. Use the corresponding training samples of each

particle and predict by LSSVM, the mean square error

(MSE) of predicted value and the actual value of time-delay

is chosen as the fitness of each particle. Each particle′s fit-

ness and the current optimal particle′s fitness value is com-

pared. If the current particle is better, then choose the

particle current position as the optimal location of the par-

ticles.

Step 3. Each particle′s best position of fitness value of

optimal particle location and swarm fitness value are com-

pared. If the particle is better, the best position of the

particles is selected as the best position of the swarm.

Step 4. Use (13) and (14) to update the particle velocity

and position.

Step 5. Check whether the optimal end conditions are

met. If satisfied, then end the optimizing process and find

optimal solutions. Otherwise, go to Step 2, continue to

search for a new round.

3 Implicit PIGPC time-delay compen-

sation controller

3.1 Implicit GPC control algorithm

Controlled autoregressive integrated moving average

(CARIMA) model is used to represent a real process with

non stationary noise.

A(q−1)y(t) = B(q−1)u(t − 1) +
C(q−1)ε(t)

Δ
(15)

with

A(q−1) = 1 + a1q
−1 + · · · + anaq−n

B(q−1) = b0 + b1q
−1 + · · · + bnbq

−n

C(q−1) = c0 + c1q
−1 + · · · + cncq

−n

where y(t) is output, u(t) is input, q−1 is backward shift

operator, Δ = 1 − q−1 is the differential operator, ε(t) is

uncorrelated random sequence. A, B and C are polynomi-

als of q−1.

In order to enhance the robustness of the system, the ob-

jective function considers the impact of control value u(k)

on the system′s future state. Therefore, the target function

is selected as

minJ(t) =

E

{
P∑

j=1

[y(t + j) − w(t + j)]2 +
M∑

j=1

λ(j)[Δu(t + j − 1)]2
}

(16)

where P is maximum predicted length of target function,

M is control length of target function, w is output expected

value. In order to soften the control, the controlled objec-

tive output is not directly tracking the reference value, but

tracking reference trajectory. The reference trajectory is
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determined by reference value yref , output value y and dif-

fusion coefficient a (0 < a < 1), and can be expressed as

w(k + j) = ajy(k) + (1 − aj)yref . (17)

GPC problem can be attributed to the solution of

Δu(k), Δu(k + 1), · · · , Δu(k + M − 1). In order to min-

imize the objective function value, Diophantine equation is

introduced to solve the optimal predictive value.

y(k + j) = Gj(q
−1)Δu(k + j − 1) + Fj(q

−1)y(k), (18)

j = 1, 2, · · · , n

The objective function (16) is minimized, then the opti-

mal control is expressed as

ΔU = (GTG + λI)−1GT(w − f). (19)

GPC directly identifies parameters of the original system

model. It requires solving Diophantine equations and on-

line recursive calculation of controller parameters. Control

value calculation time is longer. Implicit GPC directly iden-

tifies parameters G and F , because implicit algorithm does

not need to recursive solution of Diophantine equation, it

can save computation time.

By (19), the solution of matrix ΔU requires the knowl-

edge of matrix G and the open-loop predictive vector f .

Implicit GPC makes use of input and output data accord-

ing to the identification of G and f . By (16), P predictive

controllers are obtained as
⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

yM (k + 1) = g1Δu(k) + f(k + 1)

yM (k + 2) = g2Δu(k) + g1Δu(k + 1) + f(k + 2)

· · ·
yM (k + P ) = gP Δu(k) + · · · + g1Δu(k + P − 1)+

f(k + p).

(20)

The above equation shows that all the elements of the

matrix G have appeared in the last equation, so the matrix

G can be obtained by the last equation identification.

The last equation in (20) is written in the form of

yM (k + P ) = ϕ(k)θ(k). (21)

In the above equation,

ϕ(k) = [Δu(k), Δu(k + 1), · · · , Δu(k + P − 1), 1]

θ(k) = [gP , gP−1, · · · , g1, f(k + p)]T.

According to the recursive least squares method, after

θ(k) is solved, the matrix G and the elements g1, g2, · · · , gP

and f(k + p) in the vector f can be identified.

3.2 Implicit PIGPC algorithm

To enhance network time-delay compensation effect, an

improved implicit GPC algorithm with PI structure is pro-

posed. Implicit PIGPC combines advantages of implicit

GPC and PI control, i.e., PI feedback structure and GPC

prediction function. It is an adaptive controller with more

robustness, and it is more appropriate for industrial appli-

cations. Implicit GPC control algorithm is adopted as the

objective function:

J(k) = E{
P∑

j=1

[e(k + j)]2 +

M−1∑

j=0

λ[Δu(k + j)]2} (22)

where the error sequence e(k + j) satisfies

e(k + j) = w(k + j) − y(k + j). (23)

As derived based on the above model and objective func-

tion, the implicit GPC control algorithm only has integral

structure. This paper modifies the above objective function,

making GPC control algorithm also have the proportional

structure.

J(k) = E{
P∑

j=1

[Kp(Δe(k + j))2 + Kie(k + j)2]+

M−1∑
j=0

λ[Δu(k + j)]2}
(24)

where Kp ≥ 0, Ki ≥ 0 are given constants, called scale

factor and integrating factor. To obtain the system output

predicted value, the following two Diophantine equations

are solved.

1 = A(q−1)ΔEj(q
−1) + q−jFj(q

−1)

Ej(q
−1)B(q−1) = Gj(q

−1) + q−jHj(q
−1).

The output predicted value at time k + j is

y(k + j) = GjΔu(k + j − 1) + Fjy(k) + HjΔu(k − 1).

(25)

Denoting by f(k+ j) = Fjy(k)+HjΔu(k−1), the above

equation can be written as

y(k + j) = GjΔu(k + j − 1) + f(k + j). (26)

Using the predicted value instead of the actual value, de-

viation and increment value between output and set value

can be defined as

e(k + j) = w(k + j) − f(k + j) − GjΔu(k + j − 1) (27)

Δe(k + j) = [Δw(k + j) − Δf(k + j)]−
[GjΔu(k + j − 1) − Gj−1Δu(k + j − 2)].

(28)

By substituting (27) and (28) into the objective function

(22), and let ∂J/∂Δu = 0, then the following equation is

obtained as

Δu = (λI + KpGT
p Gp + KiG

T
i Gi)

−1×
[KpGT

p (Δw − Δf) + KiG
T
i (w − f)].

(29)

In the above equation:



652 International Journal of Automation and Computing 12(6), December 2015

Gi =

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎣

g0 0 0 · · · 0

g1 g0 0 · · · 0

· · ·
gM−1 gM−2 gM−3 · · · g0

· · ·
gP−1 gP−2 gP−3 · · · gP−M

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎦

Gp=

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎣

g0 0 · · · 0

g1 − g0 g0 · · · 0

g2 − g1 g1 − g0 · · · 0

· · ·
gP−2 − gP−3 · · · · · · g0

gP−1−gP−2 gP−2−gP−3 · · · gM−1−gM−2

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎦

.

Let Rp = (λI + KpGT
p Gp + KiG

T
i Gi)

−1KpGT
p , Ri =

(λI + KpGT
p Gp + KiG

T
i Gi)

−1KiG
T
i , (29) can be described

as

Δu = RpΔe + Rie. (30)

Then control value of implicit PIGPC is

u(k) = u(k + 1) + RpΔe + Rie. (31)

To further simplify the objective function, the following

expression is defined as

S =

⎡

⎢⎢⎢⎣

1 0 0 · · · 0

−1 1 0 · · · 0

0 −1 1 · · · 0

0 0 · · · −1 1

⎤

⎥⎥⎥⎦ .

Substituting Gp = SGi, Δw = Sw, Δf = Sf into (30),

Δu = (λI + KpGT
i STSGi + KiG

T
i Gi)

−1×
[KpGT

i ST(Sw − Sf) + KiG
T
i (w − f)].

(32)

Let Ω = KiI + KpSTS, then

Δu = (λI + GT
i ΩGi)

−1GT
i Ω(w − f). (33)

Equation (33) is the form of the controller, compared

with the standard implicit GPC algorithm, which does not

increase the computational complexity, but can achieve bet-

ter control effect.

4 Time-delay compensation method

Network time-delay compensation method in the paper

is described as follows: Since implicit PIGPC algorithm

is used in the controller, so the control value sequence of

the future N cycles at time k (N is length of control se-

quence) can be calculated, but the specific use of the con-

trol sequence which acts on the actuator can be determined

according to the relationship between time-delay and the

sampling period.

Assuming the system sampling period is T , the time-

delay of the current control cycle is τ . Let

n =

⎧
⎨

⎩

[ τ

T

]
, if

τ

T
is an integer

[ τ

T

]
+ 1, if

τ

T
is not an integer.

(34)

Select u(k + n|k) as the current control value. So after a

delay of τ , control value is acting on the controlled object

at k +n moment, hence the control system with time-delay

is transformed into a control system without time-delay.

In summary, the steps of time-delay compensation

method in the paper can be described as follows:

Step 1. True time toolbox is used to build simulation

environment, time-delay sample data is measured, LSSVM

model parameters γ, σ2 and m are optimized by PSO algo-

rithm.

Step 2. At time k, LSSVM algorithm is used to pre-

dict the current network time-delay, predicted time-delay

is used as the controller parameters instead of the actual

value.

Step 3. Implicit PIGPC is used to get control increment

value Δu.

Step 4. According to network time-delay compensation

method in this paper, the control value u(k + n|k) is calcu-

lated and sent to the actuator.

Step 5. Step 2 is returned to continue at time k+1.

5 Simulation

True time toolbox is used to build an IEEE 802.11b wire-

less NCS. Sensors are time-driven, controllers and actuators

are event-driven, and the controlled object is

Gp(s) =
100s + 1

s2 + 100s + 1
.

The sampling period is 10 ms, the network speed is 80 000

bits/s, the minimum frame size is 80 bits, the packet size is

80 bits, the interfering node is added to the system, the in-

terference ratio is 20%, and interference can make network

time-delay randomly varying.

Four hundreds groups of network time-delay in the built

simulation system are obtained, the initial 300 groups for

model training, the following 100 groups are used to ver-

ify the prediction accuracy of the model. When prediction

steps 1 to 4 were taken, the algorithm computing time was

noted as shown in Table 1.

Table 1 Computing time with different prediction steps

Prediction steps Computing time (ms)

1 3.41

2 6.01

3 7.06

4 8.41

Table 1 shows that computing time is less than the sam-

pling period, and when the prediction step is smaller, com-

puting time is shorter. So single step prediction is selected
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in this paper for predicting current network time-delay on-

line. To optimize LSSVM parameters by PSO algorithm,

the optimization time was 39.001 ms, this time is much

larger than the sampling period. Therefore, the parame-

ter optimization process should be off-line.

PSO simulation parameters are chosen as follows: Pop-

ulation size N is 30, the maximum number of iterations is

300, learning factor c1 is 1.5, c2 is 1.7, the inertia weight

is 1, fitness function is MSE between predicted and ac-

tual time-delay value, the value range of parameters is

γ ∈ [0.01, 1 000], σ2 ∈ [0.01, 1 000], m ∈ [1, 30].

The particle current optimal position is updated con-

stantly until the optimization condition is satisfied, then we

can get the optimal regularization parameter γ as 57.676 6,

RBF kernel width σ2 as 3.083 9, embedded dimension m as

13, PSO fitness curve as shown in Fig. 1. Using LSSVM

model with optimal parameters to predict network time-

delay, simulation results are showed in Fig. 2.

For researching the predictive effect, we compare the

predictive effect of the method based on PSO-LSSVM in

this paper with other prediction methods, including the

grid search optimized LSSVM (optimized parameters γ is

5.217 4, σ2 is 5.492 4), autoregressive integrated moving av-

erage (ARIMA) prediction method (autoregressive order is

3, the number of differential is 1, the moving average order is

2), error back propagation (BP) neural network (the learn-

ing rate is 0.1, expected error minimum value is 0.000 04,

maximum number of training samples is 5 000). Figs. 3–5

are the comparing graphs between 100 actual and predicted

values based on several algorithms. They show that time-

delay predicted values of PSO-LSSVM method are better

than the other methods.

For further comparison, Table 2 presents a comparison

between mean square error and mean absolute percentage

error (MAPE) of several algorithms. It can be seen that

PSO-LSSVM in this paper has higher prediction accuracy.

Table 2 Comparison of predictive effect

The prediction method MSE (ms) MAPE (ms)

PSO-LSSVM 2.23 2.36

Grid search LSSVM 3.94 3.71

BP neural network 11.63 8.63

ARIMA 17.52 11.37

In order to compare the effect of time-delay compensa-

tion, the implicit PIGPC parameters are as follows: Pre-

diction step P is 6, the control step M is 5, the weighting

coefficient λ is 1, forgetting factor μ is 1, softening coeffi-

cient α is 0.1, scale factor Kp is 0.5, integrating factor Ki is

0.5. The implicit GPC parameter are: Prediction step P is

6, the control step M is 5, the weighting coefficient λ is 1,

forgetting factor μ is 1, softening coefficient α is 0.1. Input

reference signal is a square wave output, the tracking curve

is shown in Fig. 6, and the control value curve is shown in

Fig. 7.

Fig. 1 PSO algorithm optimization fitness curve

Fig. 2 PSO-LSSVM prediction curve
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Fig. 3 Grid search LSSVM prediction curve

Fig. 4 BP neural network prediction curve

Fig. 5 ARIMA prediction curve

From Figs. 6 and 7, it can be found that the control effect

of implicit PIGPC is better than implicit GPC algorithm.

A measured control cycle needs 6.5 ms in standard GPC

and 1.9 ms in implicit GPC and implicit PIGPC. The re-

sults showed that the implicit GPC and implicit PIGPC

are about 3.42 times faster than the standard GPC. So the

implicit PIGPC enhances the time-delay compensation ca-

pability and does not increase the executing time compared

with the implicit GPC. Hence, it is more suitable for the

time-delay compensation of NCS.

6 Conclusions

The paper selects PSO algorithm optimized LSSVM to

predict network time-delay, uses the predictive time-delay

instead of the actual time-delay as the controller parame-

ters in the design of a time-delay compensation controller.

An implicit GPC algorithm with PI structure is given for

network time-delay compensation. The wireless network

simulation environment was built by true time toolbox, and

the effectiveness of the proposed method is verified through

simulation results. Our future research work directions are



Z. D. Tian et al. / Time-delay Compensation Method for Networked Control System Based on · · · 655

Fig. 6 The tracking curve for reference signal

Fig. 7 The control value curve

as follows:

1) Network time-delay is affected by factors such as traf-

fic load change, instrument connection, etc. The simulation

section in this paper, network speed, packet size, interfer-

ence and other parameters are given. LSSVM model trained

by the time-delay sample data has good prediction effect.

However, the changing of simulation parameters may result

in reduced prediction accuracy of the model. The paper

will proceed with a detailed study in future work.

2) Due to the limited by the hardware development, in

this paper, the true time toolbox is utilized for simula-

tion. The simulation results show that the proposed method

worked well in the wireless network. The following work is

to make field experimental verification.
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