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Abstract: This paper presents a novel guidance law to intercept non-maneuvering targets with impact angle and lateral acceleration

command constraints. Firstly, we formulate the impact angle control to track the desired line-of-sight (LOS) angle, which is achieved

by selecting the missile′s lateral acceleration to enforce the sliding mode on a sliding surface at impact time. Secondly, we use the

Lyapunov stability theory to prove the stability and finite time convergence of the proposed nonlinear sliding surface. Thirdly, we

introduce the wavelet neural network (WNN) to adaptively update the additional control command and reduce the high-frequency

chattering of sliding mode control (SMC). The proposed guidance law, denoted WNNSMC guidance law with impact angle constraint,

combines the SMC methodology with WNN to improve the robustness and reduce the chattering of the system. Finally, numerical

simulations are performed to demonstrate the validity and effectiveness of the WNNSMC guidance law.
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1 Introduction

Guidance laws that allow a missile to intercept tar-

gets at a certain impact angle to enhance the missile′s
effectiveness[1−3]. A typical example is the guidance of a

tactical ballistic missile towards ground targets, such as

ground radar, tank, and gun turret. In this engagement,

the terminal impact angle of the missile should have a pre-

ferred value of 90◦ in order to achieve a proper penetration

and maximize warhead effectiveness. Though the propor-

tional navigation guidance (PNG)[4] has been widely used

in tactical guided weapon systems since the 1970s, it cannot

satisfy some specified terminal constraints such as the ter-

minal impact angle. Over the past several decades, many

researchers have studied some advanced guidance laws with

terminal impact angle. The main outcomes of guidance laws

with impact angle constraint have been focused on optimal

(OP) control biased PNG and sliding mode control (SMC).

As an application of OP theory, the optimal and subop-

timal guidance laws with impact angle constraint for reen-

try vehicles in the vertical plane were put forward by Kim

and Grider[5]. They were further improved by York and

Pastrick[6] through matching the guidance law to a first-

order autopilot. Furthermore, Song et al.[7] studied an

optimal guidance law (OGL) for varying velocity missiles

against a maneuvering target, where the guidance law is

combined with a target-tracking filter to predict the in-
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tercept point. Ryoo et al.[8] proposed a generalized for-

mulation of OGLs with impact angle and minimizing en-

ergy constraints for a constant-speed missile with an arbi-

trary systems order. Lee et al.[9] proposed the OGL with

impact angle and terminal acceleration constrains, which

minimizes the required acceleration to avoid the command

saturation. Ryoo et al.[10] presented a time-to-go weighted

optimal guidance with impact angle constraints for a con-

stant missile against the stationary target. Jeon et al.[11, 12]

presented a guidance law with impact angle and time con-

straints based on the minimum principle for a fight vehicle,

which can be applied to an efficient salvo attack of antiship

missiles with constant velocity. Most of these works were

based on linear or near linear models of pursuit kinematics.

In general, the linear models of pursuit kinematics are hard

to obtain, so the analytic conditions could not be made pos-

sibly in real war. Therefore, it is hard to fulfill the guidance

goal with impact angle constraint.

As mentioned above, most OGLs are based on minimiz-

ing predetermined performance indices with terminal con-

straints. However, Kim et al.[13] firstly studied a biased

PNG law by adding a time-varying bias term in the conven-

tional PNG to achieve the terminal impact angle. Consid-

ering small angle assumptions and a linear dynamics, Jeong

et al.[14] proposed the guidance law with impact angle based

on biased PNG. In their works, they used small angle ap-

proximation, resulting in narrow launch envelops and very

restricted capture region. To improve this method, Akhil

and Ghose[15] designed a guidance law which was capable

of achieving a wide range of impact angle constraint. They

put forward a modified angle constraint biased PNG, where

the required bias term is derived in a closed form consider-
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ing non-linear equations. Furthermore, by adding a feed-

back control to biased PNG to eliminate the time-to-go er-

ror, Zhang et al.[16] proposed the guidance law with ad-

justable coefficients to control the impact time and im-

pact angle simultaneously. Although PNG and its improved

forms are widely used in application, there are drawbacks

such as weak performances against large maneuvering tar-

gets, poor immunity, and low guided precision.

It is well known that sliding mode control (SMC) is an

effective robust control scheme and has been widely used

to control a variety of systems[17]. The design generally

consists of two stages[18]. Firstly, it chooses an appropri-

ate sliding surface, so that the sliding mode dynamics has

desired performance. Secondly, a control law is designed,

which ensures that the system state converges to the sliding

surface in a finite time and remains in it thereafter. Us-

ing SMC theory, Shima[19] developed a guidance law that

enabled imposing a predetermined interception angle rela-

tive to the target′s flight direction. Considering integrated

guidance and control for homing missiles with terminal an-

gular constraint, Wei et al.[20] formulated a time-varying

integrated guidance and control model with unmatched un-

certainties and developed an adaptive multiple sliding sur-

face control in order to solve the multiple states regulation

problem. Using the linear quadratic optimal theory and the

variable structure control methodology, Hu et al.[21] devel-

oped a robust guidance law with impact angle constraint

against the stationary target. To reduce the chattering and

energy consumption, the radius basis function (RBF) neu-

ral network was applied to adaptive update of switching

gains. Shi et al.[22] proposed to use RBF neural network

to reduce the chattering of SMC, and Rao and Ghose[23]

studied the SMC guidance laws with terminal impact angle

constraint by using dual sliding surfaces so that the missile

could intercept the targets at a desired impact angle. Harl

and Balakrishnan[24] presented a sliding mode-based impact

time and angle guidance law for engaging a modern warfare

ship. In their works, they combined a line-of-sight shaping

technique with a second-order sliding mode approach to

satisfy the impact time and angle constraints. Adopting a

backstepping scheme, Yan et al.[25] developed an adaptive

nonlinear integrated guidance and control approach for in-

terception of maneuvering targets (evaders). In addition,

Hsueh et al.[26] combined the linear differential game the-

ory with SMC method to design integrated guidance for a

nonlinear autopilot system. Compared with OP and biased

PNG guidance laws, SMC guidance laws have superior per-

formances in the control of time-varying uncertain systems.

However, the undesired chattering produced by the high

frequency switching of the control may be considered as a

problem in implementing the SMC methods for some real

applications[27].

In this paper, we propose a novel guidance law to control

the impact angle. The main idea of the proposed guidance

law is that the nonlinear sliding surface is designed to in-

troduce a smooth curve missile motion along the desired

impact angle frame. By using the wavelet neural network

(WNN), we can reduce the high-frequency chattering of ac-

celeration control command. By imposing the lateral ac-

celeration bound on the missile, the proposed guidance law

can also meet impact angle and miss distance constraints

at a finite time. The main contribution of our work is that

the proposed guidance law, called WNNSMC guidance law,

combines the SMC methodology with WNN to enhance the

robustness of the system. Moreover, the chattering prob-

lem of SMC is solved by applying WNN. Therefore, the

proposed guidance law not only has good robustness against

uncertainty, but also hardly arises the chattering to the sys-

tem.

This paper is organized as follows. In Section 2, we estab-

lish the equations of motion for the missile-target engage-

ment and derive the relation between LOS angle and impact

angle. In Section 3, a finite time convergent guidance law

based on the SMC methodology is designed to eliminate the

miss distance and achieve a desired impact angle. We pro-

pose the robust SMC guidance law based on WNN to reduce

the high-frequency chattering of acceleration command in

Section 4. In Section 5, a basic performance test and com-

parison simulation studies are carried out to investigate the

feasibility of the WNNSMC guidance law. Finally, conclu-

sions and possible future work are discussed in Section 6.

2 Problem formulation

Consider a two-dimensional homing scenario shown in

Fig.1 where the missile has a constant velocity VM and

the target constant velocity is VT . In order to facilitate

the whole analysis of the proposed method, we assume

VM > VT , or the target-to-missile ratio ν = VT
VM

< 1. The

missile and the target positions are (xM , yM ) and (xT , yT ),

respectively. The missile heading angle, velocity, and lateral

acceleration are expressed by θM , VM and AM , respectively.

Similarly, the target heading angle, velocity, and lateral ac-

celeration are expressed by θT , VT and AT , respectively.

The lateral acceleration command is normal to the velocity

vector of the missile. Since only non-maneuvering targets

are considered, the target lateral acceleration AT = 0. q is

the LOS angle and R is the relative distance between the

missile and the target. ηM and ηT represent the heading

error of the missile and the target, respectively. Hence, the

non-linear kinematics based engagement dynamics can be

described as

Ṙ = VT cos ηT − VM cos ηM (1)

Rq̇ = VM sin ηM − VT sin ηT (2)

θ̇M =
AM

VM
, θ̇T = 0 (3)

ηM = q − θM , ηT = q − θT . (4)

Here, the guidance law tries to force the LOS angle rate

(q̇) to 0.
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Fig. 1 Homing guidance geometry

With the heading angles of the missile and the target at

the impact point as θMf and θTf , respectively, the impact

angle, θimp, is defined as

θimp = θTf − θMf . (5)

Here, for the case of stationary targets, we define the head-

ing angle of the target as θTf = 0, and for the slowly mov-

ing targets with definite heading angle θT �= 0, the terminal

heading angle of the target satisfies θTf �= 0.

To drive the relation between impact angle θimp and LOS

angle (q), we assume that the missile and the target lie at

the collision course. At the collision course, the LOS angle

rate (q̇) is 0. According to (2) and (4), we can derive the

corresponding LOS angle, denoted as qf , as follows:

VM sin ηMf = VT sin ηTf (6)

ηMf = qf − θMf , ηTf = qf − θTf . (7)

According to (6) and (7), we can derive that

tan qf − tan θTf = − sin θimp(1 + tan2 θTf )

cos θimp + tan θTf sin θimp − ν
. (8)

Equation (8) can also be written as

(1 + tan qf tan θTf ) tan (qf − θTf ) =

− sin θimp(1 + tan2 θTf )

cos θimp + tan θTf sin θimp − ν
. (9)

To a stationary or slowly moving object, we can derive θTf

is zero at the interception course. Thus, we can obtain the

LOS angle at the interception course, qf , which can be given

by

qf = θTf − arctan

(
sin θimp

cos θimp − ν

)
(10)

where qf and θimp are the LOS angle and impact angle at

the time of interception, respectively. Based on this rela-

tion, we can conclude that there exists a unique relationship

between qf and θimp. Hence, we can transfer the impact

angle constraint to the controlling LOS angle of the missile

in the designing of guidance laws.

3 SMC guidance law with finite time

convergence

A novel robust guidance law for a stationary or a slowly

moving target will be covered in this section. In fact, the

missile is affected in flight by the aerodynamic errors, the

measure noise, the time-varying velocity, as well as the tar-

get maneuvering which would seriously worsen the guid-

ance performance. To enhance the robustness of the guid-

ance system, we derive a robust SMC guidance law based

on WNN, which is used to reduce the high-frequency chat-

tering introduced by the inherent discontinuous switching

characteristics of SMC.

3.1 SMC guidance law design

To design the lateral acceleration AM so that the desired

LOS angle is achieved, we derive the nonlinear sliding sur-

face as follows.

Differentiating (2) with respect to t, and according to (1)

and (4), we can obtain

Ṙq̇ +Rq̈ = −Ṙq̇ + V̇M sin(q − θM ) − VM θ̇M cos(q − θM )−
V̇T sin(q − θT ) + VT θ̇T cos(q − θT ). (11)

From (11), we can get the second-order derivative of LOS

angle, q̈, which can be written as

q̈ =
−2Ṙq̇

R
− Ac

R
+
Ad

R
(12)

where Ac = VM θ̇M cos(q − θM ) − V̇M sin(q − θM ) and

Ad = VT θ̇T cos(q − θT ) − V̇T sin(q − θT ). Ac represents the

control acceleration of the missile. Similarly, Ad represents

the disturbances introduced by the target.

Considering the impact angle constraint, we choose the

state variables x1 = q(t)− qf and x2 = q̇(t). Hence, we can

get the state equations as

[
ẋ1

ẋ2

]
=

⎡
⎣ 0 1

0 −2Ṙ

R

⎤
⎦
[
x1

x2

]
+

⎡
⎣ 0

− 1

R

⎤
⎦Ac +

⎡
⎣ 0

1

R

⎤
⎦Ad. (13)

In this guidance law, the LOS angle rate is required to be

zero, which can be written as q̇f = 0, in order to guarantee

the missile intercepts the target with the zero miss distance

constraint. To satisfy the terminal angle constraint, we

make the LOS angle error be zero, written as q(tf )−qf = 0,

where tf represents the terminal time and qf represents

the desired LOS angle. So consider the following switching

function

s(t) = x2(t) − λ
Ṙ(t)

R(t)
x1(t) (14)

where λ is a positive constant.
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To guarantee that the state of system (12) approaches

the sliding mode s = 0 with a good dynamic performance,

a general reaching law is selected as[28]

ṡ(t) = k
Ṙ(t)

R(t)
s(t) − ε

Ṙ(t)
sgn(s(t)) (15)

where k is the positive constant, sgn(s(t)) is the signum

function of s, and ε is a time-varying constant, noted as a

reaching law coefficient. At the terminal guidance phase, we

consider the missile comes closer and closer to the target, so

the Ṙ(t) is always smaller than 0. When the distance R(t)

between the missile and the target is large, the reaching

law coefficient ε should properly lower its value in order to

make the control acceleration no more than the peak nor-

mal load; when R(t) is small, ε should rapidly increase its

value to suppress divergence of LOS angle rate q̇ so as to

guarantee the intercepting accuracy.

According to (13) and (15), and differentiating (14), we

can obtain the SMC guidance law as

Ac = −(2 + λ+ k)Ṙx2 + λ(k + 1)
Ṙ

R
x1 + εsgns+Ad (16)

where k and λ are the appropriately chosen positive con-

stants, and Ad is the disturbance introduced by the uncer-

tainty of the target.

Due to variable Ad is regarded as the disturbance, we can

simplify the SMC guidance law as follows:

Ac = −(2 + λ+ k)Ṙx2 + λ(k + 1)
Ṙ

R
x1 + εsgns. (17)

In the above guidance law (17), there is a signum func-

tion variable εsgns, which may introduce the high-frequency

chattering of the system. The drawback of the classical

SMC is the well-known chattering phenomenon, which may

excite unmodeled high-frequency modes[29]. In order to re-

duce the high-frequency chatting, we use the WNN to solve

this problem.

3.2 Analysis of finite time convergence

In order to design a finite time convergent guidance law,

we introduce some results about finite time stability of non-

linear systems[30].

Definition 1. Consider a nonlinear system in the form

of

ṡ = f(s, t), f(0, t) = 0, s ∈ Rn (18)

where f : U0 × R → Rn is continuous on U0 ×R , and U0

is an open neighborhood of the origin s = 0.

The state of the system is said to converge to its local

equilibrium s = 0 in a finite time, if for any given initial

time t0 and initial state s(t0) = s0 ∈ U , there exists a

settling time T ≥ 0, which is dependent on s0, such that

every solution of system (18), s(t) = ϑ(t; t0, x0) ∈ U/{0} ,

satisfies⎧⎨
⎩

lim
t→T (x0)

ϑ(t; t0, x0) = 0, t ∈ [t0, T (s0))

ϑ(t; t0, x0) = 0, t ∈ [T (s0), +∞).
(19)

Moreover, if the system equilibrium s = 0 (local) is Lya-

punov stable and is finite time convergent in a neighbor-

hood of the origin U ∈ U0, then the system equilibrium is

called finite time stable. If U = Rn, the origin is a global

finite time stable equilibrium.

Consider the nonlinear system described by (18), we in-

troduce the following lemma to analyze the finite time con-

vergence of the proposed sliding mode surface.

The following lemma will prove useful in the design of

guidance law.

Lemma 1[31]. Consider the nonlinear system described

by (16). Suppose that there is a C1 (continuously differen-

tiable) function V (s, t) defined in a neighborhood
�

U ∈ Rn

of the origin, and that there are real numbers c > 0 and

0 < α < 1, such that V (s, t) is positive-definite on
�

U and

that V̇ (s, t) + cV α(s, t) ≤ 0 on
�

U . Then, the zero solu-

tion of system (18) is finite-time stable. The settling time

is given by

Ts ≤ V 1−α(s0)

c(1 − α)
(20)

where s0 is a point in the neighborhood. If
�

U ∈ Rn

and V (s, t) is radically unbounded (if ||s|| → +∞ , then

V (s, t) → +∞ ), then the zero solution of system (18) is

globally finite-time stable.

In order to analyze the stability of the proposed sliding

surface, we choose a Lyapunov function V as

V =
1

2
s2. (21)

Taking the time derivative of (21) leads to

V̇ = sṡ (22)

Substituting (15) into (22) gives

V̇ (t) = k
Ṙ(t)

R(t)
s2(t) − ε

R(t)
|s(t)|. (23)

In the interception course, we define the missile is getting

closer to the target. Thus, the distance between the mis-

sile and the target is becoming smaller with time, so Ṙ(t) is

smaller than 0. When s(t) �= 0, because of Ṙ(t) < 0 , we can

derive V < 0. Hence, the system has a good performance

of stability.

According to (23), we can obtain the inequality as

V̇ ≤ ε

R
|s|. (24)

Substituting (21) into (24) gives

V̇ (s, t) ≤ −
√

2ε

R(t)

√
V (s, t). (25)

Due to 0 ≤ R(t) ≤ R0, V̇ (s, t) satisfies the following

inequality:

V̇ (s, t) +

√
2ε

R0

√
V (s, t) ≤ 0. (26)



592 International Journal of Automation and Computing 12(6), December 2015

Here, according to the Lemma 1, α = 0.5 and c =
√

2ε
R0

, the

finite convergent time satisfies

T ≤
√

2R0

√
V (s0, 0)

ε
(27)

where ε is a positive constant. Hence, the proposed sliding

surface has the ability of convergence and can be got in a

finite time.

Besides, the convergence of the state variables was ana-

lyzed in Section 3.1. Thus, we can derive the convergence

of the state variables as

x1(T ) = q(T ) − qf −→ 0, x2(T ) = q̇(T ) −→ 0 (28)

where T is the finite convergent time.

Therefore, the SMC guidance law has the ability of con-

vergence and can be got in a finite time.

4 WNN design for the SMC guidance

law

Although the sliding mode correction term is utilized to

improve the robustness of the guidance system, the high-

frequency chattering would instead decrease the control pre-

cision in practical applications. From (17) it can be found

that the performance of the robust guidance laws mainly lies

on the signum function item, εsgns. Because the signum

function may easilly introduce high-frequency chattering

and result in instability of the system, we should pay more

attention to it when designing the guidance law. There-

fore, the robust guidance law should be provided with the

capability of adaptation to the signum function item.

In this work, a WNN is employed to adaptively update

the additional lateral acceleration command since it has the

advantages of faster convergence and higher accuracy over

other neural networks. For this neural network, the inputs

are s(t) and ṡ(t) and the output is the additional control

acceleration Ac2 to enhance the robustness of the system.

Hence, the robust guidance law with the impact angle con-

straint can be written as

Ac = Ac1 +Ac2 (29)

where Ac1 = −(2 + λ+ k)Ṙx2 + λ(k + 1)
Ṙ

R
x1.

4.1 WNN design

Wavelet neural network takes the topological structure

of BP neural network as the foundation and selects the

Morlet wavelet basis function[32, 33] as the transfer function

of the hidden layer. As a feed-forward network, BP neu-

ral network includes the forward propagation of signal and

the back propagation of error. While the network is in the

training and learning process, the weight is continuously ad-

justed to obtain the minimum total error which is relevant

to the appropriate output of the network. The wavelet neu-

ral network consists of three layers: the input layer which

has 2 nodes, the hidden layer which has n nodes and the

output layer which has 1 node. The structure is shown in

Fig. 2.

Fig. 2 The structure of WNN

The WNN model above can be expressed by the following

mathematical formula[34]

ŷ = Âc2 =

n∑
j=1

wjψj

(
2∑

k=1

xkUkj − bj
aj

)
(30)

where x = (s, ṡ)T = (x1, x2)
T is the input vector, ŷ is the

predicted output value, Ukj is the connection weight from

the k-th node of the input layer to the j-th node of the hid-

den layer , ψj is the activation function of the j-th neuron

of the hidden layer; wj is the layer weight from the j-th

node of the hidden layer to the output; aj is the expan-

sion parameter of the wavelet function; bj is the translation

parameter of the wavelet function.

The Morlet wavelet basis function can extract the am-

plitude and phase information of the analyzed signal. Here

the Morlet wavelet basis function as the activation function

is shown as follows:

ψ(z) = cos(1.75z)e−
z2
2 . (31)

The wavelet neural network adopts the gradient descent

algorithm[35] to correct the connection weight, so as to min-

imize the network error. In order to minimize the network

error and guarantee a faster convergence of the WNN, we

define the error function as follows:

E = (y − ŷ)2 (32)

where ŷ and y are the predicted output value and the de-

sired output value, respectively of the WNN.

The back propagation of error corrects the weights of the

wavelet neural network and the parameters of the wavelet

function. The formulas are as follows:

Uk,j(i+ 1) =

Uk,j(i) + ΔUk,j(i+ 1) + βw(Uk,j(i) − Uk,j(i− 1))

(33)

wj(i+ 1) = wj(i) + Δwj(i+ 1) + βw(wj(i) −wj(i− 1))

(34)
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Fig. 3 The structure of robust guidance law

aj(i+ 1) = aj(i) + Δaj(i+ 1) + βw(aj(i) − aj(i− 1))

(35)

bj(i+ 1) = bj(i) + Δbj(i+ 1) + βw(bj(i) − bj(i− 1)) (36)

where

ΔUk,j(i+ 1) = −αw

(
∂E

∂ΔUk,j(i)

)

Δwj(i+ 1) = −αw

(
∂E

∂Δwj (i)

)

Δaj(i+ 1) = −αw

(
∂E

∂Δaj(i)

)

Δbj(i+ 1) = −αw

(
∂E

∂Δbj(i)

)
αw is the learning rate of the momentum and βw is the

momentum factor.

When the targeted error E is less than the predetermined

threshold εw (εw > 0) or the maximum number of iterations

is exceeded, the WNN training is stopped; otherwise, the

WNN training should be continued.

In order to make the guidance system have a faster re-

sponse time, we train the WNN structure offline by substi-

tuting the saturation function for the signum function, and

update the additional control demand adaptively in time.

The saturation function can be written as

sat(s) =
s

|s| + σ
(37)

where σ is a positive constant.

4.2 The robust guidance law design

In this section, we design a robust guidance law which

combines WNN with the SMC guidance law, denoted as

WNNSMC guidance law. The structure of the robust guid-

ance law is shown in Fig. 3.

In this guidance law, we consider the disturbances are

introduced by the uncertainty of the target. The WNN

is used to adaptively update the additional lateral accelera-

tion command according to the different conditions. Hence,

we can guarantee the robustness of the system against un-

certain disturbances.

Considering the peak normal load of the missile, we es-

tablish the lateral acceleration bound block, as shown in

Fig. 3. Hence, the absolute value of control acceleration

should not exceed the peak normal load in order to guaran-

tee the performance and the stability of the system. In this

study, the lateral acceleration AM is bounded according to

the saturation function as

AM =

{
AM maxsgn(Ac), if |Ac| ≥ AM max

Ac, if |Ac| < AM max

(38)

where AM is the lateral acceleration bound imposed on the

missile.

In the engagement course, we can stop the guidance to

the missile if the distance between the missile and the target

is less than the defined miss distance. The error distance

can be written as

ed = df −R (39)

where df is the defined miss distance, and R is the distance

between the missile and the target in real time. Hence, if

ed < 0, stop the guidance so that the missile will intercept

the target relying on inertia; if ed > 0, then we should con-

tinue the guidance based on the WNNSMC guidance law.

5 Simulation results

To demonstrate and evaluate the performance of pro-

posed guidance law, some simulation results are provided

in this section. Firstly, we analyze the training process of

WNN in order to combine it with SMC methodology to
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design the robust guidance law. Secondly, we present the

simulation for showing the ability of impact angle control

with various initial heading angles. Thirdly, we compare the

WNNSMC guidance law with other guidance laws, such as

SMC guidance law and BP neural network SMC guidance

law. It is assumed that the missile has perfect measure-

ments on q and R, and there are command limitations with

lateral acceleration bound as (38).

5.1 WNN training process analysis

In this part of the study, we test the WNN performance

in terms of convergence and training error. The structure

of the WNN is 2-9-1, learning rate αw = 0.001, momentum

factor βw = 0.95, the threshold of error precision εw = 0.50,

and the maximum iteration Epochsmax = 100. The training

process of WNN can be seen in Fig. 4. As can be seen from

Fig. 4, the WNN reaches the convergent state with 54 train-

ing iterations. Moreover, except a few individual points, the

WNN has a small training error and the main training error

is 0.39. Therefore, the WNN has a superior performance in

terms of training error and number of iterations. Hence, we

can combine the WNN with SMC methodology to design

the robust guidance law.

5.2 Basic performance test of the
WNNSMC guidance law

Considering the vertical attack of air or land targets,

we define the impact angle is 90◦. The initial position of

the missile is (0, 10 000) m, and the velocity is 300 m/s.

A stationary target is placed on (15 000, 0) m. The SMC

guidance law parameters are defined as follows: k = 1.8,

λ = 1.5, and ε = 50. The saturation function parameter

is defined as σ = 0.01. The lateral acceleration bound is

chosen as AMmax = 40m/s2. The defined error distance

is assumed to be df = 5m. In the design of WNN, the

parameters are given in Section 5.1.

Fig. 4 The training process of WNN

In this engagement scenario studied, the missile initial

heading angles are different (−90◦, −60◦, −30◦, 0◦, 30◦,
60◦, and 90◦), and the impact angle is 90◦. The results for

this simulation are presented in Fig. 5. From Fig. 5, it can

be clearly seen that the WNNSMC guidance law leads to a

desired angle of 90◦ with a wide range of initial heading an-

gles varying from −90◦ to 90◦. The acceleration command

profiles in Fig. 5 (c) show good performance in lateral accel-

eration bound. The missile heading angle and LOS angle

are shown in Figs. 5 (b) and (d). The detailed simulation

results are given in Table 1. At the final time, the mis-

sile LOS angle and heading angle are converged to −90◦

as the missile approaches the target, so that the desired

impact angle is successfully achieved. By introducing the

lateral acceleration bound, smooth acceleration commands

are also be obtained and the miss distance at final time is

smaller than 1 m in the simulation cases.

5.3 Performance comparison

In order to compare the robust performance of the

WNNSMC guidance law with other guidance laws (SMC,

and BPSMC), we conduct the following simulation experi-

ments.

Table 1 The detailed results with various initial heading angles

Initial Miss Impact Maximum lateral Flight

heading angle distance angle error acceleration command time

(deg) (m) (deg) (m/s2) (s)

−90 0.72 0.00 40.00 70.12

−60 0.67 0.00 40.00 68.89

−30 0.69 0.00 40.00 69.30

0 0.99 0.00 14.12 70.60

30 0.50 0.00 −24.94 71.89

60 0.59 0.00 −32.18 74.66

90 0.54 0.00 −32.05 82.57
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Fig. 5 The results with various initial heading angles

5.3.1 Stationary target

In this section, the results for the case of stationary tar-

gets are presented. The initial positions of the missile and

the target are similar to the previous simulations. The ini-

tial heading angle of the missile is −35◦. The impact angle

is defined as θimp = 90◦ to achieve lateral attack against

the stationary target. Hence, the terminal desired heading

angle and LOS angle are −90◦. We consider the missile is

guided using the SMC guidance law, BPSMC guidance law,

and WNNSMC guidance law, respectively. The results for

this simulation are presented in Fig. 6.

From Fig. 6 (a), we can draw that the missile could ap-

proach the stationary target through applying different

guidance laws. However, the acceleration command is sig-

nificantly different among these guidance laws, which can

be seen in Fig. 6 (c). The acceleration commands of the

SMC guidance law presents the high-frequency chatter-

ing. Moreover, the acceleration command of the SMC, and

BPSMC guidance laws excess the maximum allowable lat-

eral acceleration AM max at some times. In this aspect,

the WNNSMC guidance law has a good performance for

| AM |≤ AM max. From Figs. 6 (b) and (d), it can be seen

that the SMC, BPSMC and WNNSMC guidance laws guide

the missile to successively approach the target with impact

angle at terminal time. The detailed results can be seen

in Table 2. The missile can intercept the stationary tar-

get by using these guidance laws with the miss distance

smaller than 1m in the finite time. The SMC, BPSMC

and WNNSMC guidance laws satisfy the impact angle con-

straint with impact angle error smaller than 3◦. How-

ever, the BPSMC and WNNSMC guidance laws meet the

lateral acceleration bound constraint. As the flight time

of the WNNSMC guidance law is shorter than SMC and

BPSMC ones, we can conclude that the WNNSMC guid-

ance law shows superior convergent performance. Hence,

the WNNSMC guidance law presents better performances

than other guidance laws with the impact angle constraint

against stationary target.

Table 2 Performance comparison for stationary target

Guidance Miss Impact Maximum lateral Flight

law distance angle error acceleration command time

(m) (deg) (m/s2) (s)

SMC 0.91 −0.31 791.42 71.93

BPSMC 0.88 0.05 23.43 68.48

WNNSMC 0.24 −0.03 −40.00 66.21
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Fig. 6 Performance comparison for stationary target

5.3.2 Slowly moving target

The proposed guidance law can also be applied to en-

gaging moving targets. In order to demonstrate the effec-

tiveness of the WNNSMC guidance law, simulation is per-

formed for a moving target. The initial positions in the

previous simulations are used here too, only now the tar-

get is assumed to be moving at a velocity of VT = 60m/s

with a heading angle of θT = 0◦. The initial heading angle

of the missile is −45◦. The target velocity is smaller than

the missile velocity, so the assumption of target-to-missile

ratio ν < 1 is satisfied. For slowly moving target tests, we

consider the desired impact angle θimp = 90◦.
Fig. 7 presents the comparison results for slowly mov-

ing target: missile-target engagement trajectories, missile

heading angles, missile acceleration commands, and missile

LOS angles. As shown in Fig. 7 (a), under various guidance

laws, the missile can approach the slowly moving target

with desired angle in a finite time. From Figs. 7 (b) and

(d), we can observe that the SMC, BPSMC and WNNSMC

guidance laws can guide the missile to intercept the slowly

moving target with small desired heading angle errors and

LOS angle errors. From Fig. 7 (c), we can see that the mis-

sile acceleration command of the WNNSMC guidance law

satisfies the lateral acceleration bound, while the missile

acceleration commands of the SMC, and BPSMC guidance

law are not within the lateral acceleration bound at some

times. What′s more, the missile acceleration command of

the SMC guidance law exhibits high-frequency chattering

which we do not expect. The detailed comparison results

can be seen in Table 3. From Table 3, we can see that the

WNNSMC presents better performances than the SMC and

BPSMC in terms of miss distance, impact angle error, latex

command as well as flight time.

Table 3 Performance comparison for slowly moving target

Guidance Miss Impact Maximum lateral Flight

law distance angle error acceleration command time

(m) (deg) (m/s2) (s)

SMC 1.05 3.36 724.56 75.54

BPSMC 0.39 3.54 −455.47 73.44

WNNSMC 0.02 0.82 −40.00 71.90
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Fig. 7 Performance comparison for slowly moving target

6 Conclusions

In this paper, a novel robust guidance law, WNNSMC

guidance law, is proposed for the missile to intercept the tar-

get with impact angle in a finite time. Through using Lya-

punov stability theory, we prove that the proposed sliding

surface has the ability of finite time convergence. It is shown

that the structure of the WNNSMC guidance law is charac-

terized as the combination of SMC with WNN, which has

a good performance on limiting the high-frequency chatter-

ing of acceleration command. Some numerical simulations

show that the proposed guidance law is capable of guiding

the missile to intercept the target with impact angle and

lateral acceleration bound constraints. Moreover, the pro-

posed guidance law provides better performances than the

SMC and BPSMC guidance laws in terms of miss distance,

impact angle error, maximum lateral acceleration command

as well as flight time.

In future work, we will consider several factors such as

the autopilot lag or aerodynamic model of the missile for

the practical implementation. Furthermore, the WNNSMC

guidance law could be extended to the general case of a

maneuvering target. Although the maneuvering target is

not considered in the derivation of the theory, the proposed

guidance law can also be utilized to intercept the maneu-

vering target with impact angle constraint.
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