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Abstract- Layered video streaming in peer-to-peer (P2P) netedas drawn great interest, since it can not only
accommodate large numbers of users, but also hapdkr heterogeneity. However, there’s still a laak
comprehensive studies on chunk scheduling for i@t playout of layered streams in P2P networksthese
situations, a playout smoothing mechanism can leel i3 ensure the uniform delivery of the layeredasn. This
can be achieved by reducing the quality changes ttha stream undergoes when adapting to changirigyark
conditions. This paper complements previous effarthroughput maximization and delay minimizatfon P2P
streaming by considering the consequences of ptagmoothing on the scheduling mechanisms for strieger
acquisition.

The two main problems to be considered when degjgmiplayout smoothing mechanism for P2P strearaneg
the fluctuation in available bandwidth between peand the unreliability of user-contributed resoesc—
particularly peer churn. Since the consideratiorttodse two factors in the selection and schedwingiream layers
is crucial to maintain smooth stream playout, thainmobjective of our smoothing mechanism becomes th
determination of how many layers to request frorickvpeers, and in which order.

In this work, we propose a playout smoothing meigmarior layered P2P streaming. The proposed mechani
relies on a novel scheduling algorithm that enabdesh peer to select appropriate stream layersp@lavith
appropriate peers to provide them.

In addition to playout smoothing, the presented atsm also makes efficient use of network rescuace
provides high system throughput. An evaluation h&f performance of the mechanism demonstrates teat t
proposed mechanism provides a significant improverire the received video quality in terms of lowegrithe

number of layer changes and useless chunks whileoirimg bandwidth utilization.

Index Terms- Peer-to-Peer (P2P) Network, layered streamingpatiing, scheduling, quality of experience

(QoE)



l. INTRODUCTION

Over the past few years, layered video streamisgehaerged as a promising approach for distribution
of multimedia content in P2P networks. The usefsdnef layered video coding arises from its ability
support large number of users, while simultaneobalydling client heterogeneity in terms of download
bandwidth, terminal capabilities and user prefeesndVith layered video coding, the original video i
partitioned into multiple layers, which are theartsmitted independently. This allows peers witthhig
capacity to receive all layers of the video andgnmpaximum quality, while peers with lower capacity
receive a subset of layers and experience reducaiyq

In order to support layered video streaming in P2Rvorks, three essential components need to be
consideredoverlay construction, content deliveapdcontent adaptationThe first two are basic building
blocks in most peer-to-peer systems, and as sueb heceived ample attention from the research
community. However, in order to tackle heteroggneéit terms of terminal capabilities, network
conditions and user preferenceontent adaptations rapidly becoming a core component for such
systems. Traditionally, the overlay constructiormponent deals with the selection of appropriate
neighbors for the retrieval of conteand the content delivery component is responsilbléne requesting
and transport of content chunks from the chosemlayaeighbors. In this work we present innovations
on both the content adaptation component and i&igeship with overlay construction and content
delivery. To this end, we consider the approprayer selection for layered streaming systems awvd h
to request the chunks of those layers from thelayerwrighbors.

The design of algorithms that optimally performdbdasks is non-trivial, especially when uniform,
high quality playback is desired. Of the many eagiing challenges posed by such design, one of the
most important is the fluctuation in available baidth between peers. On one hand, the delivery of
maximal video quality to the user provides a ratlenfor the algorithm to aggressively select higher
quality layers when sufficient bandwidth becomeasilable. On the other hand, if this bandwidth i$yon
available for a brief period, the algorithm willsobe forced to fall back to selecting lower qualityers,
leading to an undesirable fluctuation in user QQE4dJity of Experience). Therefore, a playout smowh
mechanism must balance the aggressiveness witthithises bandwidth when it becomes available, and
the conservativeness with which it maintains alstaber QoE.

In non-layered streaming, there’s almost no difieeebetween high delivery ratio and high throughput
because there is no inter-layer dependency. Thistithe case in layered streaming. For instanegeru
certain bandwidth conditions, the following two sagos can result in the same throughput, but met t
same quality: (1) to select many layers, experienédw delivery ratio for each one of them, and t(2)
select fewer layers, but experiencing a highervdeji ratio for each one of them. It's obvious that

although the same throughput is achieved by botthads, the former one is undesirable due to its low
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delivery ratio for each layer. This problem is het compounded because of inter-layer dependencies:
Since enhancement layers are only useful if loegelds are present, losses at the lower layers can
severely degrade system performance and lead ttedvagstem resources if enhancement layers are
selected for which the corresponding lower layeesraissing. We will refer agseless chunk® these
upper layer chunks that cannot be correctly decbeeduse some lower layer chunks are missing.

In order to ensure effective bandwidth utilizatidghe scheduling mechanism should also take into
consideration the availability of chunks in the dag neighbors as well as the link capacity betwten
receiver peer and its neighbors. The challeng¢hes;, to find an effective scheduling algorithmttha
provides stable QoE while fully taking advantagetioé available network capacity. In this work, we
present a mechanism which achieves the followirgigdeobjectives:

Smoocthing: To design a quality adaptation mechanism withetbiéty to control the level of smoothness.

Having such a tuning capability, one can tune thelity adaptation mechanism for layered video
encoding to minimize the effect on the perceivedlityiby adding and dropping layers and switching
gracefully from one quality level to another.

Efficiency. To design a better scheduling mechanism to erthagrdest use of the available download
bandwidth in different links taking into consideost the chunks availability in the neighborhoodeg th

urgency of chunks, and the dependencies betweerslaljhe main goal of our scheduling algorithrrois t
minimize the useless chunk ratio by introducingri@rfiy mechanism for proper delivery of different

layers. Thus, the sequence in which chunks of iffelayers are requested is a critical issue aodld

be tackled by an efficient scheduling mechanism.

In our work we focus on the bandwidth variationkdeon and its impact on the quality level fluctuatio
in layered P2P streaming. We posit that, in additm content availability on neighbors, the maximum
achievable quality level depends critically on #nailable download bandwidth on the receiver peer.
Hence, we propose an algorithm to select the maximuality level based on the available bandwidth.
This is by efficiently requesting chunks from ndighs while at the same time maintaining a satisfgct
level of video smoothness.

We continue with our presentation as follows. Fivge present a mechanism for smooth selection of
appropriate layers considering the available badthwluctuations in the network. Then, we propose a
chunk prioritization strategy that considers thgemcy of chunks and the dependencies between the
layers to which they belong. We then model churledaling as an assignment problem, and propose an
algorithm for its solution that takes into accoboth the available bandwidth and chunk availabfiity
each peer. The rest of this paper is structurddliasvs: section Il reviews the related work in theea of
layered streaming in P2P networks. In order to tstdad the problem of smoothing and scheduling in
layered streaming, we describe problem statemesgdtion Ill. In section IV, we present the progbse



mechanism of playout smoothing for layered stregnmnP2P networks. Section V provides the detailed

performance analysis of our proposed mechanisriasitsection VI briefly concludes the work.

Il RELATED WORK

There have been numerous efforts in the desigresaldiation of layered video streaming systems in
the last decade. In addition to its promise in tiagdclient heterogeneity, layered video has rdgent
received attention as an application layer solutmrthe limited deployment of IP-multicast. We now

present some of these works, and contrast thentkétbne presented in this paper.

To handle changing networks dynamics, several éayestreaming systems have been proposed
[11[21[2][4][5][5]. For instance, PALS [4], proposeby Rejaie et al. focused on another dimensiahef
layered P2P streaming problem. It is a receiveredriP2P video streaming system with quality-adaptiv
playback of layered video. The system providesdaptive streaming mechanism from multiple senders
to a single receiver. It enables a receiver peerdbestrate quality adaptive streaming of layenecbded
video stream from multiple congestion controllechdgrs, and is able to support a spectrum of non-
interactive streaming applications. However, PALEInd consider the smoothing problem due to
bandwidth variation, nor the assignment of churduests to appropriate peers. Another example is [5]
that focused on combining the benefits of netwatlicg with layered streaming to mitigate the ininére
challenges in unstructured P2P systems. The watks&s on the average quality satisfaction of tleg, pe
but does not consider the degradation in user'sityua experience (QoE) due to variation in qualit

levels.

Recently, Fernandes et al. [7] proposed a mechafusscalable streaming of stored video over the
networks with explicit feedback notification. Theeatanism considers the unpredictability of the
available rate in order to determine the outputlsenrate target. The authors discussed the péBsilfi
smoothing the information received from the tramspeyer before making any decision concerning the
sending rate. The authors provide a solution tgtieblem of accommodating the mismatch between the

available bandwidth variability and the encodeckuvidate variability.

Another contribution to the area is [8], in whidietauthors proposed a taxation-based P2P layered
streaming design including layer subscription sgstand mesh topology adaptation. The taxation
mechanism is devised to strike the right balandevdmn social welfare and that of individual peers.

Although the work considers the strategy for lagalection, it mainly focuses on fairness in P2Resys.

In [9], Nguyen et al. demonstrate the importanceneighbor selection in layered streaming and

identify the unique challenges of neighbor selectior system performance. In addition, the authors



propose a new neighbor selection technique thatoffer good performance and scalability under

network fluctuations. The core of the techniqueaigreemption rule that biases neighbor selection
policies by taking into account peer capacity. Wurk focuses on achieving high quality by providing

each peer with a set of neighbors having highecgdeed quality. Our work moves a step further by no

only selecting the appropriate layers accordinguailable local resources to ensure smoothingalsat

by ensuring the effective utilization of the avhllmoverlay capacity.

With regards to chunk scheduling in P2P networkanynworks are based on empirical studies for
specific policies and heuristics. Examples of thidude a pure random strategy [9], Local RaresitFi
(LRF) [11] and Round Robin (RR)[12]. Apart from empirical sag] some works use queuing models
for scheduling [13]. The algorithm proposed in [fdihimizes the base layer losses, but it assumesl eq
rates for the base and enhancement layers. Thiglmbdideo is rather ideal and can be approximated
only by fine grained scalability (FGS). Furthermosefew theoretical studies tackle the optimalastre
scheduling. Most of these works are under restadtiypothesis or computationally expensive. In [45]
scheduler has been proposed to maximize the vidabty) by prioritizing the most important chunks.
This strategy is particularly suited for push-baseele-structured overlays. The scheduling mechanis
proposed in LayerP2P [16] is able to save base lagses to the detriment of the enhancement layers
Authors propose to categorize chunks request imtotypes: regular requests and probing requests. Th
regular request concerns the requests of layersrlthan or equal to a threshdlg which are firstly
assigned to different suppliers based on randoradsdimg algorithm (that authors believe it achieaes
high system throughput) without any prioritizatiamong different layers. Secondly, the probing retpie
(layer greater thah) are sent to the suppliers layer by layer, in aditey manner. The quality threshold
I, and the maximum quality level to be requesteddarded based of the available download capacity on
the receiver peer, by consequence it follows thedwidth fluctuation without any smoothing
mechanism.

The authors in [17] propose an optimal schedulingtsgy to minimize the overall video distortion,
but the approach is strongly related to the Mutiplescription (MD) coding, which is less efficient
compared with layered coding [17]. Zhang et af][have discussed the scheduling problem in data-
driven streaming systems. They define a utility dach chunk as a function of itarity, which is the
number of potential senders of this chunk, anduiteency which is the time difference between the
current time and the deadline of this chunk. Thegntuse this model to transform the chunk scheglulin
problem into a min-cost flow problem. This algonthhowever, is computationally expensive and may
not be feasible for live video streaming systenigexut to strict deadlines on computationally-coaisied

devices.



Szkaliczki et al[20] also address the chunk selection problentraaming layered video content over
peer-to-peer networks. The authors present a nuwibéneoretical solutions to maximize the utility
function of chunks that exist in the literature.wéwer, their proposed solutions rely on the dabnitof

chunk utility functions whose objective definitiomay be difficult in real-life scenarios.

Il PROBLEMSTATEMENT

One of the problems in assessing the performaneewvideo delivery scheme is the lack of a good
metric that captures the user’s perception of viggality. It is generally observed that it is vidyanore
pleasing to watch a video with consistent, lowealiqy than one with higher but varying quality [21]
However, reducing the quality to a bare minimum fblfowing a strictly conservative approach is
undesirable, as it fails to adequately take adegntd available overlay resources. The objectivéhef
layer selection mechanism presented in next sect®to optimize the perceived video quality, wtite
the same time ensuring the smooth delivery of élyered stream. To explain our smoothness criterion,
we direct the reader to Figure 1, which exemplifige possible approaches to stream smoothing for a
given available bandwidth profile.
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Figure 1: Variation in quality level

In both Figure 1(a) and Figure 1(b), raw strearemafits to precisely track the changing available
bandwidth. As a result, the QoE of the user magdnerely degraded, especially when there is a drop
from a high quality level to a much lower one (aghie case of time slot &nd 1). In comparison, the
smoothed stream depicted in Figure 1(a) reducesitieeof the jump from higher to lower quality léve
The objective here is to ensure a gradual changeality levels, rather than subjecting the usewittely
varying QoE. This technique is referred to as atmgé reduction. An alternative technique is shown i
Figure 1(b), where smoothing focuses on reduciegitimber of quality changes from 4 in Figure 1¢a) t



1 in Figure 1(b). This technique, referred tdraguency reductigraims to reduce the number of changes

in quality level due to variations in available Hamdth.

The playout smoothing mechanism should take intwsicieration two additional factors. Firstly, the
smoothing mechanism should neither be too conseevégacrificing higher quality to achieve longrter
smoothness) nor too aggressive (sacrificing befteoothness to better take advantage of short-term
available bandwidth). Secondly, the smoothing meisgma should also take into the consideration the
extra delay for the user that may experience adeaeffect of the smoothing algorithm. This extelay
may adversely affect the liveness of the streams thaking it unsuitable for live streaming appiicas.
Thus, a playback smoothing mechanism should apmtly &mplitude and frequency reduction to achieve
a good tradeoff between user QoE and bandwidthieficy while incurring low processing delay. Once
the playout smoothing mechanism has selected attgtmlity level, the next step for the algoritherto
decide the order in which the chunks of the setelagers are requested, and from which neighborspee
This must be done in such a way that all higheedahunks available in the decoding buffer can be
decoded before their playback deadline expiresotfany reason a higher layer chunk is acquiretlian
not decoded on time, resources have been wastédaod it is considered aseless chunkn addition,

the playout smoothing mechanism must also utilizglable system resources efficiently.

To better explain the problem of scheduling, weuass a mesh-based pull approach in which the
receiver side buffer is organized into a slidingndéw (Figure 2) containing chunks of different lesye
The chunks beyond the playhead position are deradteexchanging windowonly these chunks are
requested if they have not been received yet (thénks whose deadline has passed will not be
requested). Each peer periodically announces thekshthat it holds to all its neighbors by sending
buffer map(Figure 3), a bit vector in which each bit représehe availability of a chunk in the sliding
window. Periodically, each peer sends requesttstodighbors for the missed chunks in its exchangin
window. As long as its request remains in the emgh®y window, chunks are re-requested if not

received.
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Figure 2: Sliding window mechanism Figure 3: Buffer map structure

Of course, upper layer chunks received without toeresponding lower layer chunks are not
decodable (and are considered useless, as desedledt). Thus, the chunks having time stamp Tig 5
Figure 3 are not played, because the base layenstasceived.

In order to increase the throughput of the systeam, approach aims to take full advantage of the
download bandwidth of peers by maximizing the numbk chunks that are requested within each
scheduling period. Figure 4 illustrates an exampiiethe optimal scheduling problem in terms of
bandwidth utilization. For simplicity, in this exguhe we consider a single-layer stream. Peer lds th
receiving node, and it requests missing chunks fitmmeighbor peers 2, 3 and 4. Each neighbor
advertises the chunks that it holds using a buffap. The numbers on the arcs denote the units of
bandwidth that the neighbor peer is willing to pda/to the receiver node (peer 1) in terms of chyrde
unit time. An optimal scheduling scheme for thisample is represented in Figure 5, where rows
represent the peers and the columns represenhtimks. Chunk 1 is requested from peer 4, chunkwd2 a
3 from peer 2, and chunks 4 and 5 from peer 3. $histegy takes full advantage of the available
bandwidth of the network. In Figure 6, we repreg@ntresult of Round Robin scheduling strategy [12]
applied to the same example. In this case, onlyuhks out of the total of 5 can be requested imgles

time unit.

[1[2[3]o]3]

{

OO
[2[o]o[1]o] olo]o]1]1]
Figure 4: Example of the optimal chunk schedulingofem
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4 1 0 0 1 0 4 1 0 0 1 0

Figure 5: Optimal Chunk scheduling example Figure 6: Round robin scheduling example

The basic idea of our proposed mechanism is t@istHe appropriate enhancement layers based on
the current quality level and an estimation ofakailable bandwidth for next time period. In addfitj for
each chunk belonging to a selected layer, we weing apriority on the basis of its playback deadline
and its dependencies with other layers. This gyiosill then be used to guide chunk scheduling by
requesting those chunks with higher priority first.

IV.  SCHEDULINGFORSMOOTHLAYERED STREAMING

In this section, we present the core concepts bebim proposed mechanism. We assume a chunk-
based, mesh-based pull approach in which chunkhareasic unit of data exchange in the networkhea
chunk carries information for a given video segnera given layer. The receiver peer requests nbnte
from its neighbors according to the basic architextdepicted in Figure 7. As shown, our proposed
scheduling mechanism can be decomposed into twotifuns: smoothingand scheduling First, the
smoothing function defines the layers to be regkstaking into account the estimated available
bandwidth at the receiver peer. In practice, thiscfion operates over two distinct time horizonke T
first one, which we will call thénitial quality smoothing function, is invoked only oncetla beginning
of the session, and is responsible for the dedimitf the complete set of layers that the algorithith
consider at execution time. The second time horizdrich we will call theruntime quality smoothing
function, is used during the execution of the atgar to select, according to measured bandwidth
variations, between the set of layers definedaatigp.

Once the selection of appropriate layers for #e time period is performed, the scheduling fumcti
is then responsible for requesting the necessarmgkshto achieve the selected quality level. To émid,
this function assigns chunks with priorities ac@agdto their playback deadline and layer dependency
The output of this module is a chunk to peer ass@rt matrix as shown in Figure 7. The following sub
sections describe both modules in greater detalil.
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Figure 7: Workflow of proposed playout smoothingamanism

A. The Smoothing Function
The core objective of the smoothing function issébect which layers will be requested during next

time period in order to simultaneously reduce thality variability for the layered stream (to inase
overall QoE) while increasing the overall streamotighput (both to increase overall quality and drett
make use of available network bandwidth). We wéhiave this by first deriving tradeoffquality level
that reduces variability while increasing overallafity, subject to the constraint that the bandiwidt

required for achieving this quality level should eaceed the available bandwidth at the receiver.pe

We consider a discrete-time model, where each shoerepresents an arbitrary number of video

chunks. Let.! represent the selected tradeoff quality leveina¢ t, andsS,, the smoothing window size.

In order to provide the smoothing algorithm witherant information regarding video chunks, we

divide the receiver side exchanging window intoftiilowing three different intervals (see Figure 8)

Playing Buffer: It contains a number of chunks ready for playifige player makes decisions based on
layer dependency on the basis of available chunisis buffer.

Urgent Buffer: It contains a number of chunks that should be estpd urgently from overlay neighbor
peers. This buffer contains the smoothing windowen§thsS,,, used by our proposed algorithm to define
the tradeoff quality level® to be used as input for the scheduling functionly@mose chunks belonging
to layers necessary to achievkare requested (i.€¥ vk <t). The length of smoothing window
introduces an extra lag time prior to decoding 8taiuld be taken into consideration for live strigam

applications.
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Prefetching Buffer: It contains a number of possibly useful chunks Wwidan be prefetched in future for

decoding the content.

Layers : Exchanging Window
Current Playing Buffer Urgent Buffer LPrefetching Buffer
Playhead ! L~ ' :
Position\ | ﬁ
o] [ e N N N B

Time Window Smoothing Window
Figure 8: High level overview of sliding window raceiver peer

As stated previously, the smoothing function opegaiver two disjoint time horizons: Initial startup
(the initial quality smoothing function) and reahke adaptation (theuntimequality smoothing function).
The startupfunction is invoked only once, and it is resporssifilr selection of appropriate layers in the
beginning of the session. It is designed in suehag that each peer can determine the highest gualit
level it can achieve before starting to play thgetad video stream. The purpose of this functiotois
initialize the quality smoothing function with imgant information regarding the user context. The
important considerations for this determination aser preferences, terminal capabilities, link citga
and video decoder processing power. Using diffeygds of user metadata, we can filter out thogerta
that are not compatible with user request. Theipimning of metadata is out of the scope of thipgra

and not considered in this work.

Of course, due to changing network conditions, riteximum capability information obtained as a
result of this initial layer selection process ist sufficient for most practical scenarios. Henttee
runtime quality smoothing function dynamically astjgilayer selection to implement both amplitude and
frequency reduction according to variations in E@é network bandwidth. To implement amplitude
reduction, first we estimate the download bandwilthhe receiving peer, and then request the ngssin
chunks according to their priorities as descrilbvedéaxt section. For the bandwidth estimation, we i
utilize an Auto Regressive Integrated Moving Avera@ARIMA) time series model that, given
information up to time-1, provides a forecast for tinte The classical approach by Box and Jenkins for
modeling and forecasting ARIMA time series is parfed in three steps [22]. First, model identifioati
is used to estimate a model structure by usingcauatelation (ACF) and partial-autocorrelation (PACF
functions to expose dependencies among data.drc#isie, the major task is to transform a non-siatjo
series into a stationary one. Once model identificais done, a parameter estimation method is tsed
fit the identified model to the observed data. Tikisglone by determining the coefficients of theedin

model. The last step is then the prediction ofieitvalues. For simplicity in our evaluation, we disiee
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bandwidth samples from the last smoothing windovestimate the bandwidth in the next time period.

These available bandwidth values change as thaeghdndow proceeds.

The estimated bandwidth allows us to select theampiate quality levels for next time period taking
into consideration the amplitude variation. Conedrsto implement frequency reduction, we calculate

the quality level that can be sustained for presvismoothing window, and use it to select the qualit
level for the next one.

We now present our algorithms for both amplitudel drequency reduction, and then a hybrid
approach that provides the benefits of both.

i. Amplitude Reduction

The objective of amplitude reduction is, essentidle reduction in the size of jumps between dquali
levels. If we assume that quality level jumps areaadom variable, this is essentially equivalent to
reducing their dispersion around the mean. Theeefohen measuring jump size, we consider the mean

quality levelL achieved during the previous smoothing windowpdrticular,L is defined as:

— 1 j— ¢ .
L=, TV e

Wheret. is the current playhead position in the vidggjs the size of smoothing window, whiléis
the quality level achieved at time peripdrhe average run metrics can be explained usiggr&i-9. In

this figure, the average run for the time petiochn be calculated as

LO+L 4L 2418414415 34141414242

L= = 1.66.
6 6
Layers
Previous Smoothing|Smoothing window
window N
3
2
1
0
Lttt tfte th ts o tiotn Time
Playhead
position (a)

\:| Played chunk |:| Selected chunk

Figure -9: lllustration of Average run metrics

12



We use the average qualityin our algorithm for selecting the quality lever fnext time period, as
shown in Figure-10. Our algorithm relies on the méaviationa® to decide the quality levéf at timet.

We definea! as:

at =L - I, 2)

WhereLt™1 is the tradeoff quality level at the previous time 1. Let B¢ denote available download bandwidth
of the receiver peer at tinieandB? the estimated bandwidth at tirheFurther, letit be the maximum quality that
could be sustained with a bandwidth®#, and letl: represent the quality level which can be achievsidg the
remaining bandwidth in the periadThen, the following algorithm can be used to ghite the tradeoff quality at

the current time.

Smooth layered stream Procedure

if (B° > BY)
Lt = min(Z}, L™ + ab)
ese
Lt = min(L + LL, L°Y)

end if

Figure-10: Smooth layered stream procedure
The algorithm for amplitude reduction takes twotidit cases into account. Whenever there is an
expected increase in available bandwidth, the #lgorprovides an increase in the quality level with
violating the available bandwidth constraint at theeiving peer. The remaining available bandwidth
used to acquire the chunks in the prefetching buffe case of an expected decrease in available
bandwidth, the algorithm reduces the amplitude blzimg the already available chunks. Thus, the
algorithm for amplitude reduction focuses on stejggwincrease in order to reduce the jump when

bandwidth decreases.

ii. Frequency Reduction

The objective of a frequency reduction mechanisto i®duce the number of quality level changes in
the layered stream that can occur as a resultrgfngaavailable bandwidth at the receiver peerthis
case, our objective will be to maintain the samaliulevel within a particular smoothing windowhé&
frequency reduction mechanism is initialized byesBhg the lowest quality for the first smoothing
window. Then, the remaining available bandwidthutiized to acquire the future chunks (these are of
course stored in the prefetching buffer). The fewy reduction mechanism can be explained using
Figure 11.

In Figure 11(a), the algorithm is initialized withe lowest quality level for the first smoothing

window (Lt = 0 Vt € [to, ts]). The remaining available bandwidth can then kedus prefetch chunks
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which may be useful during the second smoothingdain (¢t € [t¢, t11]). At the end of first smoothing
window, the highest selected quality level in thefgtching buffer is 1. If th&% as estimated from data
in [to, ts] is sufficient to acquire all the missing chunkslfyer 1, then the quality level will be increased
for the next smoothing window antd = 1 Vt € [t t141], as shown in Figure 11(b). For frequency
reduction the value aB? is calculated using the Extended Weighted Movingrage (EWMA) of the
available bandwidth in the last smoothing windoviheTobjective of using EWMA is to predict the
bandwidth for the next smoothing window (insteadiofyle time window as in amplitude reduction). On
the other hand, if the chunks available in the qin#fing buffer are insufficient to sustain the eatr
quality level, as it happens for the third smoaghimindow in Figure 11(b),Lt will be correspondingly
reduced. In this example, we have thfat 0 Vt € [tq,, t;7].

Layers Layers

1%t Smoothing | Prefetching buffer 2" Smoothing | Prefetching buffer m Remaining bandwidth
window window

> < ‘ . >« 7 |:| Available chunks

Lt th & 4t 4 6 thtotiy, Time te t7 s Lo totiftotstutististiy  Time
Playhead Playhead __/
position position

(@) (b)

Figure 11: Frequency reduction mechanism

The main idea behind the frequency reduction algariis to initiate the quality level at 0 (equivatle
to the base layer only) in the first smoothing vamng and then use the remaining bandwidth to dettide
quality level of the next smoothing window in a servative manner, acquiring all lower layer chunks
before than the higher layer ones. Thus the frequemoothing mechanism ensures a constant quality
level for each smoothing window. The bandwidth g®m current smoothing window will ultimately

affects the quality level in next smoothing window.

iii. Hybrid approach
The amplitude and frequency reduction mechanisrasriteed earlier focus only on a single aspect of
smoothing. We now propose a hybrid approach thaviges the benefits of both the amplitude and
frequency reduction mechanisms described earlierddscribe this approach, we label each smoothing
window with an integek, so thatL(k) denotes the constant stream quality selected rfaothing

window k. Our hybrid approach is based on the frequencyatémh mechanism presented earlier but also
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implementing amplitude reduction between successiw@othing windows. We define(k) as the

quality level difference between the current areghevious smoothing windows, as (see Figure 12)
a(k) = |L(k) = L(k - 1)|. (3)

Then, the quality level for thHe+ 1 smoothing window can be calculated with
Lk+1)=L.(k+1)+p(k), (4)

WhereL,.(k + 1) is the quality level that is available at the lpegig of smoothing window + 1 due to

prefetching, ang® is chosen so thgL(k + 1) — L(k)| < a with respect to the maximum quality level

allowed byBt at the beginning of smoothing windokv+ 1. The appropriate value of3 limits the

change in the quality level among two successiveoshing windows.

Layers

Smoothing window

(1)

Smoothing window

Prefetching buffer

L(k)\
2 ........................... T ................................
g LAEAD
alkY
Lk-1) \ l
0
t0 tl t2 t3 t4 tS tG t7 t8 t9 tlU tl t12 t13 t14 t15 t16 t17 Tlme
Playhead
position

Figure 12: Hybrid approach
B. The Scheduling Function
The main goal of the scheduling function is toaéfntly request the missing chunks in the exchangin
window of the receiver peer. This can be achiewededguesting the higher priority chunks before the
lower priority chunks while at the same time takiiof) advantage of the available network capacity.
Since, this scheme will closely depend on the dafirs of these priorities, we now explain how tlaeg
calculated.

Intuitively, it seems clear that since chunks aseless if they are not decoded by their playback
deadline, the priority of each chunk should be @lpselated to how close they are to it. Anothsuesto
consider is the dependency between layers; a higher chunk received without its correspondingdow
layer chunks will not be decoded. To factor these variables into our priority model, we will defin
two functions. The first one, themergency priorit§g, is a function of how close a chunk is to its

playback deadline; the second one, Ithyer priorityP;, is a function of how many underlying layers are
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necessary to decode a particular chunk. Using tiveséunctions, we can define our priority functiBp

as:

P = Pg(T; — D}) + 6P,(L;) (5)
whereT; denotes the current time in the pEelD} denotes the playback deadline of chiimk peeri, L;
denotes the stream layer to which chyilelongs, andis a parameter that can be adjusted for different
layers prioritization strategies. Hend@,(Ti - Dji) evaluates’; at a time interval equal to the remaining
time that chunkj has until its playback deadline at peerand PL(Lj) evaluatesP, at an integer
proportional to the number of underlying layersdeskto decode chunk
Different values off@ can be used to implement different protocol behvaviA small 8 leads to the
prioritization scheme represented in Figure 1349 called conservative chunk scheduling, wheee th
receiver always requests chunks of lower layess; fa largef leads to the aggressive chunk scheduling
scheme represented in Figure 13(b), where churikseguested on the basis of their timestamp only.
Intermediate values of lead to tradeoffs between these two extremes;riicplar example of this is

shown in Figure 13(c).

Layers Layers Layers

\ \ S
\ \ N
1~ \ \ S
_____ \ \ N N
______ \ \ —~ =
------- \ \ A D
e e e S \ \ D

(a) Time (b) Time (C) Time
Figure 13: Scheduling strategies in case of laystezhming

We continue the presentation of our scheduling rityo by definingRli‘j, a Boolean variable that
indicates whether the peierequests the churjkrom the neighbok:

RE — {1, if peer i requests chunk j from neighbor k,
Y 0, otherwise.

We now present the core of our chunk schedulingisterl UsingP;; as defined in (5), we propose the

aggregate priorityll; of peern as a figure of merit for our scheduling algorithm:

n=2 BRI (6)

jOM;

kON;
where M; denotes the set of chunks that peeequires from the overlay, and denotes the overlay
neighbors of peer. Using this figure of merit, our scheduling prablean be formulated for each péer

as:
Maximize: IT;
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Subject to: %: Ri=Cf (1)
2 Ris1 (8)

KON,
WhereC} denotes the download capacity of the link betwiberreceiving peerand its neighbok. Our
scheduling mechanism will therefore maximize a rigwf merit that trades off chunk urgency with
stream quality, subject to a constraint on totakt kEapacity (7). Equation (8) ensures that a recgieer
does not request a chupkom more than one neighbor. That means a chunktisequested more than
once. Usually, each chunk is requested from a eingdighbor, unless it is not available in the

neighborhood. In this case it can't be requested.

This optimization problem can be naturally transfed into an Assignment Problem (AP) [28jere

a set of missed chunk&lbf; in peer i are to be assigned to alégebf its neighbors. The assignment itself

k

is captured witlR;j, the cost function for this assignment-H;, and the feasibility conditions of the

problem are (7) and (8). Therefore, in this cagestt of chunks can be understood as a set ofwdskk
should be assigned to a set of agents (neighbers)pahile optimizing the overall cost, which refeo

the priority sum of the chunks. In its original sien, the AP involves assigning each task to afit
agent, with each agent being assigned at mostashe ite.one-to-one assignmenSince we want to
assign one or more chunks to each neighbor, weus#l an alternative formulation, the Generalized
Assignment Problem (GAP) [24], that considerg-to-many assignmefhultiple tasks can be assigned
to the same agent). We therefore model the schedyroblem in layered streaming as a GAP,
schedulingm chunks ton nodes ifh > n). This can be represented by the assignment mstioxwn in
Figure 14.

Chunk

— 1 2 o | m-1 m
1 Pa | P2 | ... | Pimy | Pim
2 Pa | P2 | ... | Pima | Pim
Peers’
reliability
n-1 Pa | P2 | ... | Pimay | Pim
n Pi | P2 | ... | Pimy | Pim

Figure 14: Assignment matrix-GAP

The GAP is known to be NP-hard problem [24]. In fibidowing section, we propose a novel heuristic to

approximate its solution, and use it to performréhscheduling in Pull-based P2P streaming systems.

Algorithm

In order to construct a solution for the schedulingblem in layered streaming, modeled as GAP, we
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consider an arbitrary algorithm (let say algoritAinto provide solutions (approximate or otherwifa)
small versions of the knapsack problem (e.g. themday-search algorithm [25]). As a first step, we
reorganize the rows of the assignment matrix basetkighbors’ reliability (Figure 14) in order tesign
chunks to the more reliable nodes first. Then, wefgom the recursive procedure shown below. Of
course, is initialized to 0 as part of the algorithm setupthis algorithmN;denotes the list of pe&s

neighbors.

Assignment_Matrix_Line Processing

1. Run the Algorithm A on the rojwwith respect to the capaci€y of nodek and chunk size.
This will give the set of chunks from the mostablie peer that has not been considered yet,
and which maximize aggregate priority. L®tbe this solution, i.e. set of selected chunks

returned.
2. if j <|N;| (Termination condition)

- j=j+1. (Increment the indicator variable j, so that redwes calls to this

function will consider the next row of A).

- Perform Assignment_Matrix_Line_Processijjg and let S’ be the returned

chunks list. Returs; U S’
else

Retur&j

Figure 15: Assignment matrix line processing alidoni

C. Processing Overhead

The availability of high speed computing allows gessing the huge dataset for ARIMA to build a
statistical model [26], however, in this work welymonsider the traffic samples for last smoothing
window thus reducing the overhead of processirgelamount of data. The ARIMA model is lightweight
in memory and calculation cost and even used is@etevices. The model buildup process may take
relatively high memory and computational overhdad,the process is done by the receiver peer, which
usually has high computational and storage capafiv].

In addition, our scheduling algorithm is based growerful knapsack algorithm, mainly the Harmony
search algorithm. The results obtained using thealiférithm may yield better solutions than those
obtained using current algorithms [28], such asveational mathematical optimization algorithms or

18



genetic algorithm based approaches. The study mpeefb in [28] suggests that the HS algorithm is
potentially a powerful search and optimization t@ghe for solving complex engineering optimization
problems.

Finally, the amount of data processed in each sdimgdperiod is very low. Indeed, the exchanging
window size is very low, and the maximum numbeneifjhbors considered in the simulation is not more
than 30 neighbors, consequently the schedulingixnsitre is small, and can be proceeded in verytshor

time.

V. PERFORMANCEEVALUATION

In this section, we present the performance evialuaif our proposed playout smoothing mechanism
for layered streaming (referred &mnoSchedn the simulations). We first need to define tledevant
metrics that reflect the key features of perceividgo quality and the effective utilization of theailable

network capacity.

We focus mainly on two important points: first, wealuate the performance of smoothness for our
proposed mechanism, mainly in terms of layers charand stalling events. Secondly, we evaluate the

throughput of the system in terms of bandwidthzation, useless chunks and delivery ratio.
A. Metrics
We consider the following metrics for the perforroarvaluation of our proposed mechanism.

Number of layer changes during video playback: We measure the average number of changes in the
quality level during the video playback.

Stalling Events. We are interested in the average number and darafistalling events that occur during
video playback due to the unavailability of the tem. The shorter the stalling event, the bettehés

session quality.

Bandwidth utilization: The effective utilization of the available bandthids an important consideration
in P2P streaming. It measures the effective barttiwided over the total available bandwidth in the

network.

Usdless chunks ratio: It represent the number of chunks that arrive aathepeer after their playback

deadline over the total number of encoded chunks.

Delivery ratio at layer I It is defined as the average delivery ratio aetdyamong all the peers that can
play layerl. A chunk of layel is considered as properly received if and ongllithe related chunks of

lowers layers td are already received before their playback deadlin
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B. Evaluation
Here we present our simulative evaluation for theppsed mechanism. The goal of this study is to

observe the behavior of the metrics discussed fféotaely evaluate the performance of each compbne
and compare it with different existing techniques, perform the evaluation into two steps.

a) Scenario 1
In this scenario, we evaluate the metrics which ¢@mtbsiderable importance in observing the behavior

of smooth layered stream. This includes layer charend stalling events. We compare the proposed
mechanism with LayerP2P [16] discussed earlier.u8&d the BRITE universal topology generator [28]
in the top-down hierarchical mode to map the plalsitetwork. The network topology consists of
autonomous system (AS) and fixed number of routisAS are assumed to be in the Transit-Stub
manner. Each topology consists of 8 autonomousm®gseach of which has 625 routers. This gives us
about 20000 links in the topology. The delay oreiifitansit domains and intra-transit domains are
assumed to be 90 ms and 40 ms respectively, whidgy dn stub-transit is assumed to be 30 ms analint
stub transit links are randomly chosen between &nas30ms.The incoming bandwidth of peers varies
between 512 kbps to 2Mbps and is uniformly disteébiuthroughout the network. The video is composed
of 4 layers streamed at 1Mbps. We introduced sufldedwidth change in the network by varying peer’'s

capacity. This allows us to observe the effectigsref smoothing mechanism.

Results and Discussion

Figure 16 shows the number of layer changes aréifit intervals for both mechanisms in an overlay
composed of 300 peers. The objective was to mimrttie number of layer changes that occurs due to
changing network condition. The simulations arefqened for different values g8 while keeping into
consideration bandwidth constraBit The interval on x-axis represents the time aftdrich the
bandwidth change occurs. It is observed that lelganges decreases by increasing the interval. Tthss,
found that bandwidth change has an obvious effectthe variation of the quality. Our proposed
mechanism has very fewer layer changes due tanbething mechanism which adjusts the quality level
for each smoothing window. As a result, the frequelmanges in the quality level are minimized.
Comparatively, LayerP2P system has higher numbgquality changes due to the absence of an efficient

smoothing mechanism.
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Figure 17 shows the comparison for useless layer ah different network size configurations. The

higher layers which are selected and are not delcdde to the sudden decrease in bandwidth results i

useless layers. Our proposed mechanism ensuresotiierate selection of higher layer when a bandwidth

increase occurs. Instead of allocating all the lablé bandwidth for acquiring maximum quality, it

focuses on allocating the available bandwidth far prefetching buffer. The moderate layer selection

allows the scheduling mechanism to acquire the khof selected layer without violating the bandwidt

constraint. As a result the selected layers amectiiely decoded. The LayerP2P mechanism has higher

useless layer ratio because there is aggressigetisel of layers without taking into consideratithre

band

width constraint.

Figure 18 shows the average number of stalling tsviar both mechanisms. The stalling of video

stream occurs due to the unavailability of seledgr chunks at that particular time period. The

maximum number of stalling event in our case wasmare than 6. However, there is a huge variation o

stalling events in case of LayerP2P. Moreover therage duration of stalling event is lower in our

proposed mechanism as shown in Figure 19.
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Figure 18: Average duration of stalling events
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Figure 20 shows the comparison of relative recelagers for both mechanisms. The relative received
layer represents the layers which are deliveredptetely. It is observed that more than 85% requeste
layers are delivered completely in proposed medmaniThis shows the effectiveness of proposed
mechanism. On the other hand LayerP2P has lowativeldelivery ratio due to unavailability of lower
layers chunks which ultimately affects the higtegselrs.

In order to evaluate the other smoothing stratedissussed earlier, namely amplitude reduction and
frequency reduction, we consider a video streampo@®d of 8 layers (each layer is streamed at 100
kbps) under bandwidth variation (from 100 kbps @® &bps). The duration of the video is 400 seconds
and the smoothing window size is 15 seconds.
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Figure 21: bandwidth variation Figure 22: Row stream
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Figure 23: Amplitude reduction Figure 24: Frequency reduction

In Figure 21 we plotted the aggregated downloadlwadith in the receiver peer. Figure 22 represdmgs t
layers changes without any smoothing action onstteam. In this figure we note that the qualityelev
fluctuates with the fluctuation of the aggregatptbad bandwidth of the peer. In Figure 23 we aplpéy
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amplitude reduction algorithm on the row streanthis case we note that the fluctuation of the ityad
drastically reduced, and the user can enjoy aivelattable video quality comparing to row stream.
Indeed, this figure shows that the quality levedrje does not exceed 1 level in most cases. However
they could be a fluctuation of the quality withiislaort time period (from second 100 to 150 for epian

In Figure 24, we apply the frequency reduction gt on the same row stream. We note that the
quality level is stable at least for a smoothingiadaw, however we note some big jump in the quality
level in some cases (jump of 2 layers from 170%880s for example). This is why we have proposed a
hybrid smoothing solution which combines the besefif the amplitude reduction and the frequency
reduction algorithms.

b) Scenario 2

In this scenario, we evaluate the efficient delyvef the content considering the availability o&th
content among the neighbors and their corresportutimglwidth capacity. For that purpose, we focus on
the different metrics including bandwidth utilizati useless chunks ratio and delivery ratio aedffit

layers.

We perform extensive simulations using an overlaywhich each peer has varying number of
neighbors. We compare the performance of our algoriwith three classic scheduling methods
described earlier, namely Random strategy (RNDgaL&arest First (LRF) and Round Robin (RR). We
consider three categories of peers: 40% of usets&ti2Kbps, 30% with 1Mbps and 30% with 2Mbps,
and for all users, the upload bandwidth capacihai$ of the download bandwidth. We set the emergen

priority defined in (5) a®,(T; - D) = 10(T=%}) and we set the layer priority ag(L;) = 10%“7*? in order
to ensure that the lower layers have much largerifyrthan the upper layers. For the four methous,
adopt the conservative approach (Figure 13) desttiiito section IV. That's why we set the paramétty

a very low valueg=10".

Results and Discussion

In Figure 25 we study the performance of our mechanism in tesfrisandwidth utilization and we
examine the effect of the neighbor density. Ithserved that our proposed mechanism outperforms the
three other scheduling schemes and ensures mane9ti¥aé of bandwidth utilization, while the LRF
scheme allows the maximum bandwidth utilizatior88%. The RND method shows the worst result (up
to 71%). On the other hand, we note that the badittiwitilization for all the schemes increases lith
increase in the number of neighbors (for maximumngfghbors). This is due to the increase of the

chunks availability in the neighborhood. The statddavior is observed when the number of neighbors
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for a peer is greater than 15. We conclude thatthfe considered overlay, the average of 15 neighbo

per peer is enough to ensure the chunks availabilit
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Moreover, we are interested on the impact of theasting rate on the bandwidth utilization. The
results are presented in Figure 26. We note tleagigimeral trend is the decreases in bandwidtlzaitfitin
with the increasing streaming rate. This can bda@xgd by the fact that when the streaming ratagh,

a missed chunk has less chance to be reschedufeck lits playback deadline. Nevertheless, our
proposed mechanism outperform the three othersanérhs and allows a gain up to 25%. This is due to
the fact that our mechanism tries to fully takeadage of the available bandwidth in the neighbsing

the assignment mechanism.

In Figure 27 and Figure 28, we evaluate the uselesaks ratio according to the neighbor’s density
and the streaming rate respectively. It is obseivddgure 27 that the useless chunks ratio deeseagth
the increasing number of neighbors. This decre&ssaless chunk ratio is due to the higher progbil
of getting the requested chunks from the large pboleighboring peers. Moreover, our mechanisns trie
to find the good tradeoff between the chunks aksditgin order to request the right chunk from tight
neighbor. That's why the useless chunks ratio ¥8 il® proposed mechanism compared to the others

systems.

In Figure 28, we evaluate the useless chunks wéatiothe varying streaming rate. It is found thas t
useless chunks increase with the increase of tharsing rate. However, the proposed mechanism still

outperforms the existing systems.
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Figure 29 describes the delivery ratio at eaclerlaye encode the video into 12 layers and set the
rate of each layer at 100 Kbps. We note that oapgsed mechanism is fairly good. In lower layers,
delivery ratio is approximately 1 and in higherdeg it is also above 0.9. The RR has much morerbett
delivery ratio at lower layers than higher layeus, the delivery ratio for all layers is not as daas the
proposed mechanism. We note that the LRF stratagyekien higher delivery ratio than the RR strategy.
Finally, the random strategy has the poorest pedioce. As shown in Figure 29, our proposed
mechanism outperforms other strategies with a gbir©9%-50% in most layers.

In order to show the importance of varying numbklagers, we encode the video into 6 layers. In
Figure 30, we note that the delivery ratio of edmfer is nearly similar to that in 12 layers encagi
scenario. Our mechanism is still the best amonthalthree others methods. However, we note that th
delivery ratio of all the methods is little hightran in the case of 12 layers. This is due to &t that
encoding the video into six layers allow peersltocate all their bandwidth to lower layers, howeire
the second case, some bandwidth will be dedicatéutethigher layers (higher than 6).
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VI. CONCLUSION

In this paper, we propose a playout smoothing nmashafor layered streaming in P2P network that
selects appropriate stream layers while minimizivgnumber of layer changes and achieve high dglive
ratio. Firstly, we proposed the mechanism for atagé and frequency reduction in layered streaming.
We then combine the benefits of both mechanismsybrid approach. The proposed mechanism first
selects the appropriate layers and then schechues tayers to the appropriate neighbors thustefédy
utilizing the available capacity of the network.

To study the effectiveness of the proposed mecimanige performed the simulation and compared the
proposed mechanism with different existing systeviis. studied different metrics that are essential in
determining the performance of our proposed plagoutothing mechanism. The results demonstrate the
optimality and the effectiveness of the solution.

The main limitation ofSmoScheds the amount of delay introduced by the frequereguction
component, in particular, the smoothing window spagameter. As future work, we plan to study
technigues to achieve a trade-off between the dmmapfjuality and the liveness of the stream bynagcti
on the smoothing window size.
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