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Abstract

The evolution of integrated clinical environments (ICE) and the future generations of mobile networks brings to reality the
hospitals of the future and their innovative clinical scenarios. The mobile edge computing paradigm together with network
function virtualization techniques and the software-defined networking paradigm enable self-management, adaptability,
and security of medical devices and data management processes making up clinical environments. However, the logical
centralized approach of the SDN control plane and its protocols introduce new vulnerabilities which affect the security
of the network infrastructure and the patients’ safety. The paper at hand proposes an SDN/NFV-based architecture for the
mobile edge computing infrastructure to detect and mitigate cybersecurity attacks exploiting SDN vulnerabilities of ICE in
real time and on-demand. A motivating example and experiments presented in this paper demonstrate the feasibility of of

the proposed architecture in a realistic clinical scenario.

Keywords Cybersecurity - Integrated clinical environments - Medical cyber-physical systems - Software defined

networks - Network function virtualization

1 Introduction

The next generation of hospitals integrates technological
innovations into clinical systems to enhance the patients’
healthcare and quality of life while optimizing resource
usage and direct/indirect healthcare costs. Among the
advantages of these novel clinical environments, they enable
new application scenarios such as hospital rooms sensing
patients’ vital signs and intelligently analyzing them to
diagnose diseases, mobile personalized and non-invasive
ecosystems predicting adverse events in an early phase, or
multimedia assistance anywhere, anyhow, and at any time.
Medical Cyber-Physical Systems (MCPS) [1] and the
fifth generation of mobile networks (5G) bring to reality
the hospitals of the future and their new generation of
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clinical scenarios. This is possible thanks to the integration
of physical devices and virtual data processing with scalable
network infrastructures that meet not only the increasing bit
rates and bandwidths demand but also the flexibility and
dynamism required to manage the network resources in real
time and on-demand. To realize the MCPS vision, a patient-
centric architecture was proposed by the ASTM F2761
standard to enable integrated clinical environments (ICE)
[2]. Solutions based on ICE provide open coordination,
control and connectivity of medical devices belonging to
medical scenarios. In this context, 5G architectures that
combines network function virtualization (NFV) techniques
and the software-defined networking (SDN) paradigm can
help to provide self-management, adaptability, and security
to medical devices and data management processes making
up MCPS [3].

Despite the benefits provided by existing solutions
that combine NFV/SDN and ICE, the logical centralized
approach of the SDN control plane and its protocols
introduce new vulnerabilities affecting the security of the
network infrastructure, medical devices, and therefore,
patients’ safety [4]. As an example, a Denial-of-Service
(DoS) attack could be performed due to the centralized
approach of the SDN controller and the limitations of
network devices flow-tables. Another well-known issue of
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SDN solutions is the open programmability of the network,
both between applications and controllers, and controllers
and end devices [5, 6]. Keeping in mind the previous
concerns, several open challenges need more efforts to be
addressed. Among the most relevant ones, we highlight
the necessity of designing architectures oriented to ICE
that consider the vulnerabilities of the SDN paradigm; the
implementation of cybersecurity mechanisms in clinical
scenarios able to detect cyberattacks affecting the SDN
control plane, concretely the SDN controller and its
catalogues or tables; and the use of real-time and on-demand
mechanisms oriented to mitigate cyberattacks affecting
heterogeneous eHealth scenarios [7, 8].

With the goal of improving the previous challenges, the
main contributions of this manuscript are as follows:

— a Threat model of integrated clinical environments
showing the main cybersecurity problems affecting
each component of the ICE framework.

— A policy-based and SDN/NFV-based architecture, for
the mobile edge computing paradigm (MEC), with
the ability to detect and mitigate cybersecurity attacks
exploiting SDN vulnerabilities of ICE in real time
and on-demand. The proposed architecture is generic
enough to detect different cyberattacks affecting ICE
and other types of Cyber-Physical infrastructures.

— A motivating example of a well-known cyberthreat
affecting the SDN paradigm and how our architecture
detects and mitigates the cyberthreat phases by demon-
strating its added value compared to existing solutions.
A set of policies designed for the cyberthreat considered
in the motivating example has also been proposed to
demonstrate the framework adaptability. In this sense,
new policies could be ingested in our architecture to
detect other cyberattacks.

— Several experiments measuring the performance of our
architecture in a realistic integrated clinical scenario.
The obtained results demonstrate that our architecture
is capable of mitigating cyberthreats affecting ICE
scenarios equipped with the SDN in an acceptable time.

The remainder of this paper is structured as follows.
Section 2 reviews the main related works that focus on
cybersecurity applied to ICE scenarios as well as attacks
affecting the SDN paradigms. Section 3 presents the ICE
framework and the threat analysis of its components.
Section 4 shows a realistic use case of a hospital room of
the future implementing the ICE framework and relevant
cyberattacks affecting the SDN plane of ICE. Section 5
outlines the components of the proposed architecture to
detect and mitigate cyberattacks affecting the SDN plane
of ICE, whose feasibility is validated by the conducted
experiments presented in Section 6. Finally, conclusions are
drawn and future work is suggested in Section 7.
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2 Related work

Cybersecurity issues found in the literature regarding ICE
solutions are reviewed in this section. In addition, it
also considers SDN vulnerabilities and generic solutions
detecting and mitigating cyberattacks affecting the SDN
plane.

2.1 Cybersecurity in ICE

The cybersecurity of medical devices and hospital network
infrastructures is one of the most critical issues that current
clinical environments have to deal with. As a recent
example, in September 2020, a ransomware attack affecting
a UK hospital caused the death of a patient who had to
be moved to another hospital 30 kilometers away [9]. In
this dramatic scenario, the authors of [10] identified critical
shortcomings of ICE in challenging scenarios such as
security, quality of service (QoS), and high availability. To
improve the previous aspects, the authors of [11] presented
an architecture, called ICE++, for the MEC paradigm that
combined SDN/NFV. As an extension of ICE++, proposed
ML-based solution able to classify several well-known
families of ransomware affecting the medical devices of
ICE. In addition, the proposed solution was able to detect
anomalies produced by unseen families of ransomware and
mitigate them by using SDN/NFV techniques. Reported
experiments demonstrated a good performance in terms of
detection precision and recall (92.32%/99.97%) in anomaly
detection and accuracy (99.99%) in classification.

In terms of cybersecurity in ICE, the authors of [12]
proposed a mechanism to protect the communication of
the ICE framework by using the Data Distribution Service
(DDS) standard. The authors achieved this protection
through a middleware enabling critical aspects such as
authentication and authorization mechanisms as well as
confidentiality, integrity and non-repudiation capabilities.
Experiments stated that transport-level security (TLS) does
not provide enough security in scenarios were resilience
against insider attacks is needed. In this sense, DDS
addresses or mitigates disturb, eavesdrop, and denial of
service (DoS) attacks. Another work protecting the security
and privacy of architectures based on ICE was proposed
in [13]. The authors proposed a cloud-based secure logger
receiving data from medical devices with ICE Equipment
Interfaces. Cypher mechanisms were used by the logger
to operate in secure communication channels, non-trusted
networks, and operating systems. Despite the added-value
of the proposed solution to detect replay or injection
attacks (among others), it is useless to detect attacks
that do not modify network packets and messages. The
authors of [14] designed and deployed an authentication
architecture for medical systems compliant with ICE.
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The proposed architecture had three layers enabling a
variety of authentication capabilities and requirements of
ICE elements and networking infrastructure. Several tests
demonstrated the usefulness of the authentication solution
while device replacement and impersonation attacks on the
OpenlCE framework.

Finally, in terms of mitigation of cyberattacks using the
SDN paradigm, the authors of [15] proposed the usage ovf
deep packet inspection tools to analyze HTTP POST messages.
The authors highlighted as relevant data the lengths of three
consecutive HTTP POST messages. Later, they trained a ML
classifier with samples coming from different ransomware
families. The outputs of the performed experiments provided
an FPR of about 4%. Another work was proposed in [16],
where authors used SDN redirection capabilities and a blacklist
of proxy servers to detect if infected devices communicate
with proxy servers to obtain the public encryption key. They
avoid this situation with the use of a flow filter to block
the communication and hence the encryption of the files.
The main drawbacks of this proposal are the need to keep
updated the blacklist of proxy servers and the identification
of those servers in advance.

2.2 Cyberattacks affecting the SDN paradigm

SDN consists of three layers and two interlayer communica-
tion interface. In this section, we describe layer-wise SDN
vulnerabilities and currently available solutions. Figure 1
presents the basic SDN architecture.

2.2.1 SDN control and application plane
SDN controller possesses a high threat being a single point

of failure. In this section, we will explain cyberattacks
affecting the controller.

— Authorization Escalation. SDN controllers run on top
of Linux kernels, they are created with programming
languages and are used like any other third-party
software over an Operating System (OS). If any of
the previous components are insecure, then the SDN
controller, as well as the whole network, will be
insecure, as demonstrated in [17]. An adversary can use
open telnet or ssh ports to gain access to the hosting
Operating system. Sometimes he can brute-force the
login credentials. Once he gains access to the hosting
OS, the whole network is under his control [18].

—  Buffer-overflow Attacks. In [19, 20], authors detected
that bugs in Opensource SDN controllers can lead to
loopholes, which adversaries can use to launch buffer-
overflow attacks. This can lead to gaining access to the
Operating System (OS) console and finally to the whole
network domain.

—  NorthBound API interface. An adversary can write
malicious Network applications and publish them in
the SDN controller APP stores, as indicated in [21].
The target of the Network applications is to provide a
back-door (hosting OS) to the adversary.

—  Web-interface. All the SDN controllers provide a
web interface for network activity monitoring and
configuration. The adversary can use this interface
to launch software attacks like cross-site scripting, or
injection attacks, among others [21].

2.2.2 SDN data plane

Forwarding devices are dumb and have limited resources
(Cam table size, Memory, CPU power). Hence, attacks
like spoofing, resource exhaustion, and buffer-overflow are
widespread in these cases.

Application Plane/ Layer

North Bound Interface (NBI) IPC1

DN Inter-Controller
Communication

Control Plane (SDN Controller-1)

Network Services

C

Control Layer

— &

t South Bound Interface (SBI) IPC2

Data Plane
Infrastructure Layer

Network Elements

SDN Controller-2

IPC: Interplane Communication API

Fig. 1 SDN architecture
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—  Authorization Escalation. Every OpenFlow switch uses
Linux kernel or some firmware. OpenFlow switches
(HP, Dell, Pica8, etc.) use Linux kernel and adversaries
can use this OpenFlow switch operation system surface
to gain access to the domain hardware. Switches have
open telnet ports which must be configured during the
switch setup time. If they are not configured properly,
an adversary can brute-force the telnet server of the
OpenFlow switch to gain access to the root shell. With
successful access, she/he can intercept communications
through that switch, install/ change switch flow table,
clog the network, launch DDoS attacks towards SDN
Controller, or deploy bots for further propagation of the
Malware [22].

—  Resource Exhaustion. An adversary connected to one
of the OpenFlow switches can easily know about
their hardware configuration by running different
fingerprinting tools. Once the adversary knows the
hardware limits (Maximum CPU, Memory and CAM
table size), she/he can launch specific DDoS attacks to
exhaust the resource.

— DDosS for SDN Controller. An adversary gaining access
to the OpenFlow switch shell or being a malicious
host connected to the OpenFlow switches can use
malware or custom scripts to generate an enormous
amount of packet_in request towards the SDN controller
[23]. Typically, these controllers have limited resource
processing capability and hence a large amount of
packet_in request causes the disruption of the service.

—  Buffer-overflow attack. OpenFlow Switch OS are based
on Linux kernel. As detected in [20], there is a huge
possibility to launch Buffer-overflow attacks in this
space. An adversary can make a custom script which
will target a particular buffer in the OS. Overflowing
the buffer will download an executable malware in the
switch OS. The target of the malware is to create a shell
back door with the goal of using it in the future to get
the root privilege of the OS.

— Privacy leakage of Flows. As OpenFlow switches
can listen to the network traffic, an adversary with
root privileges to OpenFlow switches can intercept
different types of traffic within the SDN domain such as
controller messages, flows from other switches, hosts,
or domains, [17].

2.2.3 SDN inter-plane communication APIs

The SDN controller maintains a secure link with the forwarding
devices (OpenFlow Switches). For sending control instructions
and flow rules to the OpenFlow switches SDN controller
uses OpenFlow protocol. This inter-plane communication
interface can be attacked in several ways:
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— Interception. Secured links use TLS for ensuring the
privacy and integrity of the communication. However,
to improve the performance, most of the SDN
controllers disable it. Even with the TLS, the authors of
[17] detected that an adversary can launch attacks like
SSL stripping, command injection, RC4 algorithm, or
compression to exploit their vulnerabilities.

—  Replays or False command packet. An adversary can
replay the controller commands to the OpenFlow
switches or the attacker can replay multiple legitimate
switch requests to exhaust the controller. In some cases,
the adversary can create false packets imitating either
controller or OpenFlow switch to establish fake routes,
delete legitimate flows, or request fake routes [24].

2.2.4 SDN inter-controller communication

In real world network deployments, SDN controllers
need to communicate with other autonomous domain
SDN controllers. The available SDN autonomous domain
communication protocols mimic BGP (SDNi). However,
they have many weaknesses and vulnerabilities listed in
their manuals. We have also come up with some additional
vulnerabilities during our experimentation.

— Impersonation. An adversary can capture a legitimate
domain SDN controllers BGP request. Then the
attacker replays it to another controller to gain access
to the network domain. After gaining access, he can
launch many different attacks.

—  Crossfire attacks. Crossfire attacks are quite common in
the inter-domain network space, as indicated in [25]. In
a crossfire attack, the attacker cuts off a particular area
of network traffic by clogging different domain network
traffic. The attacker achieves it by creating a topology
map of the surrounding network and then deploying
malware to create zombie decoy servers.

—  Coremelt attack. The authors of [26] proposed this
attack, where legitimate communications between
interdomain servers or hosts are used to clog the
network. First, an adversary captures the inter-domain
SDN controllers. The adversary then sends legitimate
requests between the controllers. The amount of request
decides the strength of the attack. With heavy requests,
the communicating controllers and the networks are
clogged by the adversary.

In this section we have seen the state-of-the-art in terms
of vulnerabilities and attacks affecting the SDN plane of
integrated clinical environments, as well as how existing
solutions focused on ICE are not able to detect and mitigate
cyberattacks in SDN.
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3 The ICE scenario and its threat model

The main goal of this section is to highlight the
cybersecurity concerns of hospital rooms of the future
implementing ICE scenarios. For that, we describe the
elements of the ICE framework and provide a threat model
detailing the most relevant cyberattacks.

3.1 ICE framework

The ICE framework is a patient-centric architecture for ICS
proposed in the ASTM F2761 standard. Among its benefits,
it provides en interoperability of heterogeneous medical
devices and applications belonging to a clinical scenario.
The components making up the framework are the following
ones:

— ICE Equipment Interfaces. Medical devices without
connectivity capabilities are equipped with this inter-
faces to enable their networking capabilities.

— ICE Supervisor. Platform able to host medical appli-
cations that make clinical decision according to the
data received from the previous interfaces and medical
devices.

ICE Network Controller. Component making possible
the network communications of the different elements
(supervisor and interfaces of medical devices, among
others), as managing the discovery of new devices.

— Data Logger. It stores logs for forensic analysis
purposes. The Data logger contains data belonging to
three fields. Firstly, it contains information specific to
the ICE components. Secondly, network and topology
specific information is also stored. Finally, it also keeps
information specific to the network applications.

—  External Interface. Interface enabling communications

with external hospital resources such as datasets,

clinical systems or Electronic Health Records (EHR).

3.2 Threat model in ICE

This section provides an overview of the different
cyberthreats affecting the ICE framework. The threat model
shows a diverse range of attack surface for various types
of attacks. Figure 2 shows the elements making up the ICE
framework as well as their cyberthreats. In the figure, ICE
Components are presented using blue blocks (filled in blue),
the SDN controller and physical devices are presented using

— e — —— — — — — — — — —— — — —

SDN APPS (For network Management) @
SDN Northbound |

Data Logger

SDN CONTROLLER
&

Interfaces
(External)

ICE NETWORK CONTROLLER

: SDN Southbound;
ICE Equipment Interfaces I
Network Switching
Medical Devices (WLAN/
Devices/ | | switches/routers etc)
Equipment

Fig.2 Threat Model for ICE
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block with grey fillings. The threats surrounding a certain
component in the architecture are labelled using dashed
red-line.

1. Attacks on the ICE Supervisor. The ICE Supervisor
infrastructure runs on top of a Virtual Machine (VM)
where multiple applications (apps) are hosted for
supervision. The supervisor has the administrative
privileges on this infrastructure. The ICE supervisor
can provide clinicians minimal consoles to launch their
apps. Third parties can also develop apps for this
infrastructure. This infrastructure can be compromised
in various ways. For instance, a supervisor can be
a rogue entity who can compromise the whole ICE
infrastructure. An adversary can steal the supervisors
credentials and use them to take complete control over
the ICE. The third-party apps can also be malicious and
help the adversary to gain a backdoor in the supervisory
layer. Using that backdoor, an adversary can launch a
further attack to take complete control of the ICE.

2. Malicious end-users/devices/interfaces. ICE infrastruc-
ture consists of various, ICE compliant wired or wire-
less devices and interfaces. Here, the interfaces can be
used for pluggable ICE compliant devices. End-users or
the clinicians can use these devices. In most cases, these
devices are resource-constrained and it often becomes
very hard to deploy traditional security mechanisms
such as encryption, etc. into them. Hence, they are vul-
nerable to external attacks. An adversary can easily take
control of the devices and launch further attacks on the
ICE. The adversary can use these devices to spread mal-
ware and create zombies. Later, he can launch DDoS
attack towards the ICE network Controller.

3. Malicious Logger. ICE logs are valuable and one
of the major targets for any adversary. There are
multiple ways an adversary can manipulate or hijack
the data logs. Firstly, a compromised device can send
fake information to manipulate the logs. Secondly, the
data logger can be a separate VM An adversary can
compromise this VM to take control and manipulate the
logs. Finally, the manipulated logs can be used to dupe
the ICE controller.

4. Communication Threats. The ICE Network Controller
uses this medium to control and communicate with the
medical devices/interfaces. The following attacks are
possible in this part.

— An adversary using one of the medical devices
can inject malicious packets in the communication
medium. In addition, it can further lead to more
severe attacks.

— An Adversary can launch ARP poisoning attacks to
poison the ARP cache of the medical devices. This
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can be used to launch Man-in-The-Middle (MiTM)
attack and hijack personal medical information.

— An adversary can send fake status report or fake
packets to poison the ICE controller topological
view as well as the hardware resource pool. This
can lead to denial of server attacks.

— A group of coordinated malicious devices can flood
the communication medium with spurious request
creating a Distributed Denial of Service (DDoS)
attack.

5. Malicious SDN Apps. SDN Controller and ICE
Network Controller use a range of network application
(DHCP, forwarding, etc.) to maintain the connectivity in
the ICE. However, this interface can be used to launch
software specific attacks like buffer overflow, cross-site
scripting etc.

4 Motivating use cases

In this section, we focus on the design of a hospital room of
the future implementing the ICE framework and we explain
in detail one of the most relevant cyberattacks affecting the
SDN plane of our scenario. For each phase of the attack,
we highlight the cybersecurity concerns that current ICE
solutions are not able to manage.

The next generation of hospitals, also known as hospitals
of the future, considers the elements of the ICE framework
(explained in Section 3) to create innovative clinical
environments. As an example we have created a scenario
with a clinical room composed of:

— Two medical devices (A and B) monitoring patients’
vital signs and connected each other through the
network infrastructure of the hospital. Both medical
devices are attached to ICE Equipment Interfaces. The
medical devices are virtualized using Linux VMs which
host the ICE Equipment Interfaces of the OpenlCE
software [27]. Each medical device runs on top of an
individual VM with networking capabilities.

—  One medical supervisor acquiring clinical data from the
previous two medical devices, analyzing the data and
suggesting doctors medical diagnosis and treatments.
This component, as well as the ICE Equipment
Interfaces, are connected to the ICE Network Controller
to receive/send data from/to the ICE Equipment
Interfaces. The medical supervisor logic is implemented
by the ICE Supervisor and it runs on top of a dedicated
machine.

— An SDN-enabled network with switches and routers
connecting the two medical devices and the medical
supervisor. The network has an SDN controller
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managing the control plane of the SDN paradigm.
This component is deployed together with the ICE
Network Controller. In addition, there are SDN apps to
manage the network connectivity, switching and routing
responsibilities of the ICE scenario. The Data Logger
forms part of SDN Controller core application modules
for capturing network events.

In our hospital room of the future, the two medical
devices A and B monitor different vital signs of a patient
(blood pressure, pulse, temperature, respiration, etc.) and
send the data to the medical supervisor. In a legitimate
case, from the SDN domain perspective, when the medical
device A sends the first packet to the nearest OpenFlow
switch (SW), it does not have any flow to route the
packet to the medical supervisor. Therefore, it forwards
the packet to the SDN Controller. The SDN Controller
with the supervision of the ICE Network Controller
application instructs to forward the packet to the destination,
the medical supervisor. To do it, the SDN Controller
installs a flow rule in the SW and the medical device A

BEBEE

communicates with the medical supervisor. For the next
network packets, the same flow rule in the SW will allow
them to communicate with each other. Figure 3 shows the
main elements making up our scenario.

In the following subsections, we show the different stages
of a well-known cyberattack affecting the SDN and the
limitation of current ICE-based solutions to detect and
mitigate each stage.

4.1 First stage: ARP cache poisoning

Address Resolution Protocol (ARP) is an integral part of
Internet Protocol (IP). The ARP protocol is used to resolve
the network addresses of the devices connected to the
network. To find neighbour devices, each device maintains
a cache memory called ARP cache. In this cache, each
device stores a mapping of the MAC addresses against
the IP addresses of the neighbour devices (devices in the
same network). This mapped helps any device to locate
the nearest router and the communicating host. However,
due to the lack of proper security mechanisms in the

SDN APPS (For network Management)
SDN Northbound

Data Logger

| SDN & ICE
‘ Network Controller

Interfaces
(External)

SDN Southbound

MD: A
IP1: MAC1

IP2:MAC2

MD: B
IP3: MAC3

MD: Medical Device
MS: Medical Supervisor

Fig.3 Configuration of our hospital room of the future integrating the ICE framework and the SDN paradigm
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networking infrastructure, this cache can be manipulated by
an adversary. This attack is known as ARP poisoning or
ARP spoofing attack [28].

In our hospital room of the future, we assume that
the medical device B has been infected and it acts in a
malicious way to poison the ARP cache of the medical
device A. To poison the ARP cache of the medical device
A, the medical device B sends a legitimate flow request
to the SDN Controller. The main objective of the previous
action is to deploy a flow rule in the network infrastructure
(switch) and establish a route to the victim device. Then,
the medical device B forges a gratuitous ARP request to
poison the victim APR cache. This packet contains forged
header information which is used to poison the ARP cache
mapping. Concretely, the modified header associates in the
ARP Cache of the medical device A, the IP of the medical
supervisor with the MAC address of the attacker.

Concern 1 At this point of the attack, we require an ICE-
based solution able to detect and mitigate automatically the
poisoning of ARP Caches in real time and on-demand.

4.2 Second stage: man-in-the-middle (MiTM)

After the first stage of the cyberattack, the ARP Cache of the
medical device A is poisoned. Now, the attacker (medical
device B), perform the same steps to poison the ARP cache
of the medical supervisor. After poisoning both ARP caches,
the network packets of both devices always go through
medical device B (adversary). This essentially allows the
adversary to view, copy or modify any data contained in
network packets sent or received by both devices. At this
point, the adversary can use any packet capturing tool to
intercept the flow communication, for instance, Wireshark.
Hence, medical device B will be able to intercept any
valuable information of medical device A and medical
Supervisor.

To describe the impact of this stage we present the
following use case. In our scenario, the medical device A
uses an embedded credential to log data to the medical
supervisor. The target of the adversary is to steal this
embedded credential. After the devices are compromised
in stage 1, the adversary uses Wireshark to capture the
communication going through it. Once the device posts
the credential towards the server, the flow is captured by
the adversary. Even if the Apps server uses HTTPS, it is
possible to decrypt the traffic to recover the credentials.
Figure 4 shows the scenario and the changes after (in red)
and before (in green) the attack.

Concern 2 MiTM attacks in healthcare devices are critical,
as it allows the adversary to inject/manipulate and intercept
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personal health-related data. Current ICE-based solutions
fail to detect and mitigate such interception and tampering
of data.

4.3 Third stage: phantom storm

In the last stage of the attack, the service disruption in
the ICE network infrastructure is achieved. Stages 1 and
2, discussed above, are the prerequisites for exploiting this
cyberattack. After performing stages 1 and 2, a phantom
storm attack is executed to create a fake host (ghost) and
fool the SDN and ICE controller [23].

Following our scenario, to launch the phantom storm
attack, the adversary (medical device B) uses the ARP
cache poisoning attack to introduce a fake medical device,
the medical device C. To achieve it, the ARP caches of
the medical device A and the medical supervisor will be
updated to make them believe that there exists the medical
device C. Then, the adversary sends forged packets to each
medical device within the network domain. The purpose of
the forged packets is to send a response to the fake medical
device. The legitimate medical devices send the respective
responses as packet_in messages. As the destination medical
device is fake and SDN & ICE network controller is
unaware of the network connection node of the fake medical
device, it will start to flood packets looking for this device.
The adversary will keep on sending such packets, and
the controller will keep flooding the whole ICE network
domain. Such a situation will cause a distributed denial of
service and the disruption of regular operation of the ICE
infrastructure. Figure 5 shows the scenario and the changes
after the attack (in red).

Concern 3 Existing ICE solutions are not able to detect and
mitigate DDoS attacks in real time. Hence we need ICE-
based security mechanisms to prevent such DDoS attack.

5 Architecture

This section describes the components of our architecture
that combines the SDN paradigm with NFV techniques
to detect and mitigate cyberattacks affecting the SDN
plane of ICE. The proposed architecture has been deployed
at the edge of the network. That means, close to the
geographical location of the patients, medical devices and
interfaces comprising the ICE scenario. As an advantage,
the architecture components dealing with the scenario
management only suffer a minimal latency and delay
in communications. Figure 6 illustrates the layers and
components making up our architecture. At this point, it is
important to note that the proposed architecture is generic
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Fig.4 MiMT attack affecting our hospital room of the future

and extensible enough to deal not only with the cyberthreat
of the motivating example but also with others affecting
Cyber-Physical Systems equipped with SDN.

The upper layer is called System Management and
provides an overview of the status of the ICE elements
and SDN-based network infrastructure. This layer makes
automatic and on-demand decisions to guarantee the
security of the ICE elements. Decisions to mitigate
particular cyberattacks against the SDN plane are enforced
by the lowers of layers. The Operation Support System
(OSS) deals with the logic of the scenario and exposes
an interface to establish policies able to detect and
mitigate cyberattacks. This layer also allocates the Monitor,
Analyzer, Decision and Orchestrator components. In a
nutshell, the Monitor is in charge of gathering network
packets sent and received by ICE medical supervisor
and medical devices in real time. The Analyser allows
the administrator to process network packets in different
ways to extract relevant metrics suitable for detecting
cyberattacks affecting the SDN plane. These metrics
are critical for the Decision component, which detects
cyberattacks and decides mitigation mechanisms according
to the predefined policies and metrics. Finally, the

After Attack:
(1P3) at MAC3
(IP1) at MAC3

IP2:MAC2

MD: Medical Device
MS: Medical Supervisor

Orchestrator component orchestrates and interacts with the
lower layers to enforce the mitigation actions.

In the middle layer, the VF Manager (VEM) and the
Virtualized Functions (VF) are responsible for managing
and allocating virtual functions. On the one hand, the VFM
is composed of different managers belonging to the control
plane. Among them we highlight the Security Manager and
the ICE Manager, focused on deploying, controlling, and
monitoring, Virtualized Functions (VF) focused on ensuring
the security of the ICE elements and the clinical scenario.
In the same layer, the VF represents the data plane and
create, manage, and dismantle VFs running on the VMs
exposed by the lower layer. It provides flexibility and cost-
efficiency during detection and mitigation of cyberattacks.
As an example of VFs related to ICE, we could have the
ICE Supervisor, the Data Logger, or the ICE Equipment
Interfaces (which has not been included in the figure due to
room limitations). From the security perspective, different
VFs such as Intrusion Detection Systems (IDS), Deep
Packer Inspectors (DPI), Honeynets, and many others could
be considered.

The SDN controller manages the network communica-
tions and connectivity of the ICE elements in real time and
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SDN APPS (For network Management)
SDN Northbound

| Data Logger |

SDN & ICE

~ \Nstwork Controller
=~ _ _P<packet_in for (IP2<->IP4)>

Interfaces
(External)

P < packet_in for (IP1<->IP4)>\ ~ (_
\

After ARP Cache
poisoning Attack:

SDN Southbound

After ARP Cache

(1P3) at MAC3
(IP4) at MAC4

MD: A @
IP1: MAC1 ~a

P <Respond to MD: C> RN

MD: C (Ghost)
IP4: MAC4

Fig. 5 Phantom storm attack affecting our hospital room of the
future. S1: Adversary poisons the ARP cache of MS and MD:A with
a fake host (MD:C). S2: Adversary sends forged packet to all hosts to

on-demand. This component interacts with the hardware
and VMs of the clinical environment.

Finally, the lower layer contains the data and control
plane NFV technologies. In the control plane, the Virtual-
ized Infrastructure Manager (VIM) creates, manages and
monitors the life cycle of VMSs running on top of Virtualized
Infrastructure instantiated over generic Physical Resources.

5.1 Detection and mitigation policies

The schema of the policies managed by our architecture to
detect and mitigate cyberattacks affecting the SDN plane in
ICE is defined as follows:

Device A Metric A Location A Date —  Result

Device is the medical device managed by the policy;
Metric is the parameter considered by the policy to detect
the attack; Location is the geographical position in which
the policy is applied; Date is optional and establishes
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S e O
- IP2:MAC2

A 4 P <Respond to MD: C>

MD: Medical Device
MS: Medical Supervisor
P: Packet<content>

respond to MD:C. S3: Upon packet_in request from all the hosts the
Controller floods the network

the moment when the policy will be implemented; Result
determines the countermeasures to mitigate the detected
attacks; A means “and”; and — means “then”. It is worthy
to note that the consequent of the policy is the Result, while
the rest of fields are the antecedent. In terms of results
(countermeasures), for the hospital of the future hospital
we point out the management of the SDN plane and ICE
elements such as medical supervisors, equipment interfaces,
or loggers.

6 Experimental use case deployment,
detection and mitigation

In this section, we implement the attack explained in the
motivating example and demonstrate how our architecture
is able to manage the three concerns highlighted in
Section 3. For each stage of the cyberattack, we show
its implementation and the detection and Orchestrator
mechanisms orchestrated by our solution in real time and
on-demand.
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System Management

Operations Support Systems (OSS)

Virtualized Functions (VF)
Security ICE

Analyzer Decision Reaction

VF Manager (VFM)

Security Manager

HIDS | | DPI Supervisor

Honeynet

Physical Resources

Virtualized Resources

Virtualized Infrastructure (VI)

Fig.6 SDN/NFV Architecture providing cybersecurity in ICE

6.1 Use case set-up

The hospital room of the future (detailed in Section 4) has
been emulated over VMware NSX cluster at the Advanced
Cyber Security Engineering Research Centre (ACSRC),
University of Newcastle. The cluster uses three Dell Power
Edge M640 Server, each server consisting of two Intel Xeon
Gold 6126 @ 2.6 GHz processors and 384 GB(6x64) of
RAM. We have used ONOS as the SDN Controller which
runs over an Ubuntu 18.04 VM and mininet to create and
manage the data plane infrastructure. The ICE supervisor
and ICE Equipment Interfaces devices are created using
OpenlCE and are mapped into the mininet virtual hosts. In
this experimental set-up, the medical supervisor and two
medical devices indicated in Section 4 have the following
names, IP and MAC addresses:

—  Medical Supervisor (MS) - Name: Node h101,
IP: 192.168.56.101, MAC: 46:70:¢el:d2:8f:fc

—  Medical Device A (MDA) - Name: Node h102,
IP: 192.168.56.102, MAC: 22:f0:6¢:00:09:fd

—  Medical Device B (MDB) - Name: Node h103,
IP: 192.168.56.103, MAC: 56:eb:f4:de:2d:52

ICE Manager

SDN
Controller

Infrastructure
Manager

VI Manager (VIM)

6.2 First stage: ARP cache poisoning

Once having the scenario set-up, the MDB (attacker)
executes the attack by using the SDNPWN script. On top
of Fig. 7 it is shown the console of MDB when the ARP
cache poisoning attack is executed against the MDA. On the
bottom, it can be seen how before the attack the content of
MDA ARP cache is right (highlighted in green) and after the
attack, the target IP 192.168.56.101 in MDA was mapped to
the MDB MAC address (highlighted in red).

--victim 192

Fig.7 ARP poisoning attack on the ICE scenario
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To detect this ARP cache poisoning attack and the first
concern of Section 4, the network administrator defines
the next network management policy. This policy gets the
catalogue of the SDN controller to obtain the IP address of
the medical supervisor (MS), which was registered during
the scenario set-up. After that, the policy inspects the ARP
Cache of the medical device A (MDA) and checks if the IP
address of the medical supervisor stored in the catalogue is
the same as the one stored in the ARP cache. If not, an ARP
cache poisoning attack is on-going and the policy replaces
the ARP cache of the infected medical device A (MDA).

SDNController(?controller) A hasCata-

log(?controller,?catalog) A hasDe-

vice(?catalog,#MS) A hasIP(?catalog,?medSuperIP) A hasDe-
vice(?catalog, #MDA) A hasARP-

Cache(catalog,?arpCacheMDA) A hasIP(?arpMD,#MDA) A notE-
qual(?arpCacheMDA,?medSuperIP)

— replace ARPCache(#MDA,?arpCacheMDA)

The next mitigation policy specifies the steps required
by our architecture to replace the ARP Cache of MDA and
mitigate the ARP cache poisoning attack.

Orchestrator(?orch) A hasInstance(?orch,?instance) A hasVm-
MDA (?instance,?vmMDA) A hasArp-

Cache(?vimMDA, ?insVnfArpCacheMDA) A hasCata-
log(?orch,?catalog) A hasArp-
Cache(?catalog,?catVnfArpCacheMDA) — VEM(?vfm) A
deploy(?vfm,?catVnfArpCacheMDA) A dismantle(?vfm,

?insVnfArpCacheMDA)

MDB uses Wireshark to intercept the network packets
exchanged by both devices and obtain sensitive data (as
shown in Fig. 8).

Regarding the second concern, which focuses on
the detection and mitigation of a MiTM attack, the
administrator defines the following policy to detect medical
devices receiving and sending the same network packets in
a short period of time. For that reason, the SDN controller
gathers the packages sent and received by the medical
device B (MDB) and compares the sizes and timestamps of
the received and sent network packets. If their values are in
a given range (predefined by the administrator), the MiMT
attack is detected, and the policy replaces the MDB

"Node: h101"

*h103-etho
File Edit View Go Capture Analyze Statistics Telephony Wireless Tools Help

AN i@mMERE Q @

<Ctrl-/>

Q ¢

(RTApply a display filter

To deploy the mitigation action, the Orchestrator module
receives the notification and looks at the deployed instances
to find the VM where the MDA has been deployed and
the VNF implementing the ARP Cache of MDA. After
finding them, the orchestrator looks at its catalog to
find the descriptor of a generic VNF ARP Cache. Once
detected, it checks if the VM has enough computing,
storage and networking resources to allocate the new VNF
(not included in the policy for simplicity sake). If so, it
deploys the VNF implementing the new ARP cache and
dismantle the old ARP cache (the infected one). The action
is communicated to the Orchestrator component, which
updates the catalogues with the information of the new VNF.

6.3 Second stage: MiTM
In this stage of the attack, the adversary (MDB) launches a
MiTM attack towards MS and MDA. To implement it, MDB

executes the ARP Cache Poisoning attack and modifies the
ARP Cache of MDA and MS. After the successful attack,

@ Springer

octetsToNextHeader: 8
Timestamp: Feb 17, 2020 ©5:42:15.276512999 UTC
w submessageld: DATA (6x15)
» Flags: 0x05, Data present, Endianness bit
octetsToNextHeader: 596
0000 0000 0600 0000 = Extra flags: Ox0000
Octets to inline QoS: 16
» readerEntityld: ENTITYID_UNKNOWN (0x00000000)
b writerEntityId: ENTITYID_BUILTIN_SDP_PARTICIPANT WRITER (©x000106c2)
writerSegNumber: 1
w serializedData
encapsulation kind: PL_CDR_LE (©x0003)

serializedData:
PID_PARTICIPANT_GUID
PID_BUILTIN_ENDPOINT_SET
PID_PROTOCOL_VERSION
PID_VENDOR_ID
PID_DEFAULT_UNICAST_LOCATOR (LOCATOR_KIND_UDPV4, 192.168.56.101:7411)
PID_METATRAFFIC_UNICAST_LOCATOR (LOCATOR_KIND_UDPV4, 192.168.56.101:
PID_METATRAFFIC_MULTICAST_LOCATOR (LOCATOR_KIND_UDPV4, 239.255.0.1:74
PID_PARTICIPANT_LEASE_DURATION
PID_PROPERTY_LIST (7 properties)

PID_PRODUCT_VERSION
PID_PEER_HOST_EPOCH
PID_DOMAIN_ID
parameterId: PID_DOMAIN_ID (©x800f)
parameterLength: 4
domain id: O

vvvvvvvvvvy

b

Fig. 8 MiTM attack affecting our ICE scenario. a Terminal view
of Node h103: 192.168.56.103 (a malicious adversary) running
sdnpwn.py script towards target 1 (Node h101:192.168.56.101) and
target 2 (Node h102:192.168.56.102). The script launches ARP
poisoning attack and the terminal view shows the ARP cache of node
h102 and h102. b Wireshark network packet captured by the malicious
adversary for ICE specific information
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SDNController(?controller) A hasTopol-
ogy(?controller,?topology) A hasDe-
vice(?topology,#MDB) A has-
ReveivedPk(?topology, 7in_pkt) A has-
SentPk(?topology,?out_pkt) A hasTimes-
tamp(?in_pkt,?in_timestamp) A hasTimes-
tamp(?out_pkt,?out_timestamp) A inRange
(?in_timestamp,?out_timestamp) A has-
Size(?in_pkt,?in_size) A has-
Size(?out_pkt,?out_size) A inRange(?in_size,?out_size)
— replace(#MD_B,?icelnterface)

The next mitigation policy specifies the steps required
by our architecture to mitigate the MiMT, and replace and
configure the VM and VNF implementing MDB.

Orchestrator(?orch) A hasIn-

stance(?orch, ?instance) A hasVm-
MDB(?instance,?insVmMDB) A hasCata-
log(?orch,?catalog) A hasVm-

MDB(?catalog,?catVmMDB) A hasVnfMDB(?catalog,
2catVnfMDB) — VIM(?vim) A disman-
tle(?vim,?insVmMDB) A deploy(?vfm,?catVmMDB) A VFM
(?vfm) A deploy&configure(?vfm,?catVnfMDB)

To enforce the rule to replace the MDB, once notified the
Orchestrator, it interacts with the VIM to deploy the new
ICE Equipment Interface in the available hardware (steps

1 and 2 of Fig. 9). When the VIM gets the demand, it
dismantles the VM hosting the MDB. Once the Orchestrator
component receives the confirmation (step 4), it interacts
with the VIM to create a new VM to host the new MDB (step
5). When the VIM receives the notification, it creates a new
VM with the MDB (ICE Equipment Interface) on top of the
existing infrastructure (step 6). The action is confirmed (step
7) and the Orchestrator component updates the instances
and catalogues. Once the new MDB is deployed, the
Orchestrator sends the configuration of the virtual medical
device to the VFM (step 8). THe IP address of the
medical supervisor or the frequency of communication are
some of the parameters exchanged during the previous
communication. After that, VFM configures the MDB with
those parameters and when the configuration is finished, the
FVM and the Orchestrator receives the confirmation (steps
10 and 11).

6.4 Third stage: phantom storm

In this attack, the adversary (MDB) uses the SDNPWN
toolkit to launch a phantom-storm attack. As described
in Section 4.3, the malicious script creates a fake or
phantom host, which IP address is 192.168.56.104. This
fake host sends a fake communication request to the
medical supervisor and the MDA device. After that, both the
medical supervisor and MDA requests the SDN controller

Fig.9 Medical device B
replacement Reaction
1. replace MDB i
-_— 2. dismantle MDB
T 1
3. destroy MDB
4. status: ok | P
5. create new MDB
New
6. create
MDB
7. status: ok f— 1

8. configure MDB

9. configure

10. status: ok

11. status: ok T

n
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to establish a communication with the phantom host.
However, in this scenario, there does not exist any legitimate
device with the IP 192.168.56.104. Hence, the controller is
unaware of the physical connection point of this particular
device. Finally, the SDN controller floods the network with
packets searching for 192.168.56.104. Figure 10 presents a
successful Phantom-storm attack. In the GUI interface, it is
visible that a single host has two IPs assigned in the same
interface. This behaviour is due to ONOS GUI classifying
the hosts, based on the packet source.

To demonstrate the impact of this attack, we have
measured the average delay between the MS and MDA
before and after the attack. The average delay before the
attack was 0.042ms and after the attack became 0.296ms,
more than 500%. It is important to note that we have
considered a small network with four hosts and having
a larger network with much more devices, the delay will
increase.

To address the third and last concern of Section 4,
the administrator of our architecture defines the following
policy able to detect and mitigate the phantom storm
cyberattack.

SDNController(?controller) A hasTopol-
ogy(?controller,?topology) A hasNetwork-
Packet(?controller, ?pkt) A hasDestina-
tion(?pkt,?medDev) A doesNotBe-

long(?medDev, ?topology) — discard(?controller, ?pkt)

This policy obtains the network topology through the
SDN controller, after that it monitors the network packets

Flows 6

<

192.16856.101

DE:AA:B9:E2:6F:3

7/-1
a MAC DE:AA:BO:E2:6F:37
} 192.168.56.104,

/ ™~ " 192.168.56.103
@/ \@ VLAN none
192.1 6.104
192.168°56.102

Fig. 10 Phantom-storm Attack on the ICE scenario a ONOS GUI
showing two IP addresses assigned to the same physical interface.
b Terminal view of the adversary while launching a Phantom storm
attack
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traveling across the network to check if destination device
belongs to the network, or in contrast it is a ghost. If so,
the policy detects the phantom storm attack and discard the
network packets with the IP of the ghost medical device.
To discard those network packets a OpenFlow rule drooping
the network packets to MDB.

6.5 Experimental results

The aim of this section is to measure the performance of
the proposed solution when replacing an infected medical
device due to the cyberattack detailed in Section 4. With that
goal in mind, we performed several experiments measuring
the time required by our architecture to deploy and launch
a VM. Previously, the VM has been configured with
different operating systems and an instance of OpenlCE that
simulates the behaviour of a medical device (steps 5 and 6
of Fig. 9).

In order to measure the architectural performance, we
have considered the following two different hardware
configurations:

— Personal computer. Equipped with 16GB of RAM and
Quad Core Intel(R) CPU i7-3770 at 3.40 GHz. The
operating system is Ubuntu 16.04 LTS Desktop

— Server. Equipped with 64GB or RAM, a 36 Core
Intel(R) Xeon(R) CPU E5-2697 v4 at 2.30GHz, and
Ubuntu 16.04 LTS Server as operating system.

Considering the two previous hardware configurations,
we have followed the next steps to measure the performance
of our solution:

1. Create three VMs with 1GB of RAM, a single-core
CPU, and 10 GB of hard disk.

2. Install three diverse operating systems (one per VM)
with different resource requirements (openSUSE Leap
42.3, Ubuntu 16.04 LTS Server, and Windows 7).

3. Install and configure the OpenICE software and
instantiate an ICE Equipment Interface simulating a
medical device.

4. Measure the time required to instantiate the VMs in
each of the two hardware configurations. For each
hardware and operating system configuration, we have
executed the previous steps 10 times and calculated the
mean value.

Table 1 shows the times obtained for the deployment and
initiation of the ICE Equipment Interface running on top of
different software and hardware configurations.

The main conclusions obtained after performing the
previous experiment is that the time required to deploy
the ICE Equipment Interface is inversely proportional to
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Table 1 Deployment time of a new medical device instantiated with OpenICE

Hardware VM deployment and OpenICE instantiation

Details openSUSE Leap Ubuntu 16.04 Windows 7
Personal Computer 7.536's 8.694 s 15.946 s
Server 6.864 s 7.972s 12.623 s

the amount of computational resources needed. As can be
seen in Table 1, the selection of the operating systems is
also an important decision. Specially in integrated clinical
environments where the time is critical to ensure the
patients’ safety.

In conclusion, this section has demonstrated that the
proposed architecture and its associated policies are able to
detect the different phases of a relevant cyberthreat affecting
the SDN paradigm. Furthermore, the mitigation mechanism
adopted by our architecture is able to replace an infected
medical device in a time ranging from 6.864 s to 15.946
s depending on the underlying hardware and operating
system. Also, it is important to keep a trade-off between
the purpose of the clinical scenario and the selection of
hardware and software to virtualize medical equipment.

7 Conclusion and future work

In this work, we have proposed a novel architecture
oriented to the mobile edge computing combining ICE and
SDN/NFV. The proposed architecture is able to detect in
real time cyberattacks affecting the SDN plane of ICE
scenarios. Different policies have demonstrated, as proof of
concept, the feasibility of our solution to detect different
phases of a relevant cyberattacks affecting the SDN plane.
Additionally, two use cases have demonstrated the added
value of the proposed solution compared to the state-of-
the-art. Finally, several experiments have demonstrated that
the proposed architecture is able to detect and mitigate the
cyberattacks in an acceptable response time.

As future work, we plan to extend our architecture
with intelligent components able to detect new cyberattacks
affecting not only the SDN plane but also the medical
devices making up the ICE scenario. In addition, we also
plan to evaluate the architecture with those attacks and
validate its feasibility.
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