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Introduction 

Technological advances have allowed the increased use of social robots, devices that can 

autonomously interact with humans in social settings [10, 30]. These robots are being studied for 

use in healthcare and educational settings [5, 16], and research has documented the wide range of 

factors that affect successful human-robot interactions (HRI) [42]. Work on social robots for use 

in education or health care can be situated in a broader field of work on socially intelligent 

computer/robotic systems [18], but the physical presence and attributes of social robots have a 

distinct effect from interactive learning programs accessed on a computer [12]. Previous research 

identified salient factors such as the social interfaces and features of robots [8, 48, 58], 

multimodal features of agentic robots [6], and also human participants’ culture, gender, interest, 

and prior experiences with robots [2, 34, 49]. 

Social robots come in a wide variety of shapes and forms, see Belpaeme et al. [5] for a 

list of some of the most commonly deployed robots. Causo, Win, Guo, and Chen [13] provide a 

summary and graphic depiction of many of the social robots currently being studied. The role 

that the robot is to play will be affected by its form and interactive capacities. For example, 

Causo et al. [13] note three broad forms of social robots – humanoid, semi-humanoid and pet-

like. Belpaeme et al. [5] show that different robotic forms may be better suited for certain age 

ranges of students. While it is critical for social robots to have appropriate forms, functions, and 

be able to be socially responsive, integrating social robots into classroom settings also requires 

the active cooperation and engagement of classroom teachers, who may have significant 

concerns about robots [55]. 

While some previous research suggests that robotic features, rather than human factors, 

play the greatest role in affecting trust in HRI [24], other studies document the impact of human 
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perceptions of robots [60]. We note previous studies that explored the attitudes of older 

individuals [35] and young children [61] with social robots, as well as a growing literature on 

teacher attitudes toward social robots [51, 55]. Because teachers are key gatekeepers in 

educational reform [17], the successful integration of social robots into K-12 classrooms will 

require the active participation of teachers. Yet teachers may have significant concerns about 

robots [55]. In education, positioning the human perspective in the classroom as a larger socio- 

technical learning system requires us to escape the microscopic approach to HRI and treat both 

humans and robots as agentic entities. Thus, on the human side, factors like gender, prior 

experience, and culture can all play role in affecting teacher attitudes toward robots. The 

investigation of social robots in educational settings requires research on teacher attitudes and 

concerns [13] and research on the role that human factors (e.g. gender, prior experience, and 

culture) may have as predictors of attitudes toward educational social robots. Our study focuses 

specifically on pre-service teacher attitudes and perceptions. In our review of the literature we 

analyze previous studies that focus on human reactions to social robots in education and provide 

a comprehensive review of studies investigating negative attitudes toward robots. We then 

analyze data on attitudes toward robots that were collected from likely future teachers to assess 

how they perceive social robots in general, and whether their gender, prior experience with 

interacting with robots, and their national background are associated with these attitudes.  

Teachers and Social Robots in Education 

Reviews of research on social robots in education document the rapid rise in interest in 

these devices as educational tools [4, 5, 39]. These reviews further document the effectiveness of 

social robots in working with students with autism disorders [4, 11] as well as in second-

language acquisition [62]. However, comparatively few studies have examined human attitudes 
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toward social robots in schools or issues arising from the long-term deployment of robots in real-

life educational settings. As Benitti [7] wrote: “Most of the experiments involving robotics 

activities were not integrated into classroom activities, i.e., they occur as an after-school program 

or summer camp program” (p. 982).  

 If we are to understand how robots function in the wild [54], it is critical to understand 

the issues affecting their deployment and usage. Westlund et al. [63] provide a detailed guide for 

researchers intending to test social robots in schools, and they note: “Understanding the teachers, 

the classroom environment, and the constraints involved is especially important for microgenetic 

and longitudinal studies…” (p. 390). Significantly, they identify teachers as one of the key 

stakeholders to contact before initiating studies and advise future researchers working with social 

robots in classrooms to involve teachers early on and pay close attention to their concerns. 

Teacher attitudes, experience and beliefs are salient factors which are likely to affect the 

effective deployment of robots. Some research has even suggested that there are significant 

school-to-school differences in staff attitudes toward social robots [31]. 

Research on teacher experiences with robots has discovered a mix of positive and 

negative attitudes. Majgaard [37] found that teachers thought that robots motivated students and 

were an excellent “object to think with” (pp. 80-81). However, other studies also identified 

teacher concerns about disruption, inclusion and time needed to integrate robots into the 

classroom [55, 56, 63]. Causo et al. [13] found that “The teachers experienced technical issues 

that, while managed in a variety of ways, could discourage mass-scale adoption” (p. 4269). 

Chang, Lee, Chao, Wang, and Chen [14, p. 20] identified three overarching concerns that 

teachers initially held: anxiety that the robots would be damaged; that without support, the robots 

would not provide any instructional advantage; that robots would be too complicated to use 
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effectively. Exploratory, qualitative work [55] similarly found that teachers had clear concerns 

about administrative burden and equitable access to the robot among children. 

In addition to concerns about robots, teachers’ lack of knowledge about social robots is 

also likely to be a major factor affecting whether educators are willing to consider deploying a 

robot in the classroom. In this regard, Jones et al. [27, p. 288] found that in addition to concerns 

about technical problems, teachers found it difficult to envision how a social robot could 

function in the classroom. He argued that teachers may find it difficult to estimate the full impact 

that new technologies might have on the classroom. As Hattie [26] has argued, if teachers do not 

see the effect of a new educational innovation, they will be unlikely to adopt it. This line of 

reasoning is supported by Fridin and Belokopytov [22, p. 29] who found that “…the desire to use 

robotic teacher assistants by preschool and elementary school teachers is determined mostly by 

their beliefs that the robotic assistant will enhance and facilitate the educational process.” Diep, 

Cabibihan and Wolbring [19] noted that special education teachers resisted the adoption of social 

robots because they believed the robots could not communicate or interact emotionally with 

students. And, while Reich-Stiebert and Eyssel [51] did not find that gender, age or subject area 

affected teacher attitudes, they did find that “…teachers who reported higher interest in 

technology were more inclined to use education robots than teachers who were less interested in 

technological issues….”. Finally, Kennedy et al. [31] argued that lack of interest in technology 

can present persistent barriers to implementation of robots in the classroom.  

These studies suggest that teachers’ initial attitudes towards robots, their knowledge 

about robots, and their interest in technology are important factors that appear to influence 

teacher willingness to work with social robots. Some studies show that pre-service teachers have 

similar wide-ranging concerns about robots, particularly along moral and ethical lines [56], but it 
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was not clear if these attitudes would inhibit their willingness to adopt social robots in the 

classroom. As Ahmad, Mubin and Orlando [1] showed, exposure to actual social robots appears 

to focus teacher concerns about robots on more specific tasks and functionalities. Lee and Kim 

[32] noted a significant reduction in negative attitude (as measured by the NARS – Negative 

Attitudes toward Robots Scale) among pre-service teachers who took robotic programming. This 

suggests that some kind of pre-service intervention or exposure to social robots might affect 

teacher attitudes. Negative attitudes among pre-service teachers or teachers without significant 

interest or confidence in STEM education may be amendable to change given exposure to robots. 

Syrdal, Dautenhahn, Koay and Walters [57] found the NARS to be effective in differentiating 

attitudes in a series of HRI trials. Thus, the NARS may provide a simple and robust tool to 

effectively assess student teachers’ attitudes toward social robots and might serve as an 

important tool for researchers, administrators and reformers working on introducing social robots 

in real-life classrooms.  

Negative Attitudes towards Robots Scale (NARS) 

The NARS was developed by Nomura et al. [40-42] in Japan to measure general human 

attitudes toward robots. When developing the instrument, Nomura and his colleagues adopted a 

bottom-up approach and then modified their existing instruments. In their initial pilot study in 

2003, they collected free writing answers using open-ended questionnaires from researchers and 

students in engineering and psychology programs. They developed a questionnaire using a 

sample of 265 Japanese university students and then validated it on a new sample of 240 

Japanese university students [40]. They then extracted themes related to emotions and attitudes 

[45] from this data. They also modified two other scales (see 45) for more details), and after 
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verifying internal consistency and validity, they selected 14 items out of the original 32 items 

they had considered.  

The current NARS scale consists of 14 survey items. Nomura et al. [41] used exploratory 

factor analysis to classify these items into three subscales. S1 (six items) measures negative 

attitudes toward interactions with robots, S2 (five items) measures negative attitudes toward the 

social influence of robots, and S3 (three items) measures negative attitudes toward emotional 

interactions with robots. All 14 items are scored on a five-point scale: Strongly Disagree (1), 

Disagree (2), Neutral (3), Agree (4), Strongly Agree (5). Total scores are calculated by adding up 

individual scores after reverse coding items 12, 13, and 14.  

The NARS has been widely used and its reliability and construct validity have been 

established in multiple context (for example 21, 60; see more in Table 1). In subsequent studies, 

researchers have adapted the NARS to new linguistic and cultural contexts [2, 57), thus opening 

the door to a larger research program on the cross-cultural study of human attitudes toward 

robots. However, while the NARS appears robust, as Syrdal et al. [57] noted, “the Negative 

Attitudes towards Robots Scale may be susceptible to cultural differences.” Within this vein of 

research, we note that since Serholt’s paper in 2014, there is no study that investigates the 

attitudes toward robots for its use in educational contexts by pre-service teachers in the U.S.  

 
Table 1 
Selected Studies That Used NARS As Measuring Instrument 
Study  Year n Language  Description 

[40, 41] 2004 
2006 

263 
240 

Japanese Development and validation of NARS 

[2] 2005 96 English Cross-cultural study on attitudes toward robots 

[45] 2006 53 Japanese Investigated the influence of negative attitudes toward robots 
on human-robot interaction 
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[46] 2006 400 Japanese Investigated relationships between negative attitudes toward 
and assumptions about robots such as their types and tasks 

[3] 2007 467 English Investigated the influence of culture and prior experience on 
attitudes toward robots 

[47] 2007 17 Japanese Investigated relationships between negative attitudes and 
anxiety toward, and allowable distance of a robot 

[43] 2008 38 Japanese Investigated the relationships between people’s attitudes and 
emotions, and their behavior toward a robot. 

[15] 2009 119 English Investigated the relationships between people’s attitude and 
their behaviors with robots including touch and proactivity 

[57] 2009 28 English Described the use of the NARS to explain participants' 
evaluations of robot behavior 

[60] 2011 120 English Reviewed the development and validation of NARS scale and 
reported three studies that used NARS 

[44] 2015 200  Japanese 
English 

Using NARS to establish criterion-validity for a new instrument 
called Frankenstein Syndrome Questionnaire 

[21] 2018 210 English Focus on the students’ attitudes toward robots; analyzed the 
results and studied the factors that affect the perception of 
students toward robots 

[29] 2018 24 English Investigated the relationship between individual differences in 
attitudes toward robots and language learning 

 
If the NARS is to be used to assess pre-service teacher attitudes toward robots, research 

on this sub-population is needed. Reich-Stiebert and Eyssel [51, p. 674] hypothesized that age, 

gender and previous experience with robots would affect teacher attitudes toward robots. They 

found that factors including gender, age, teaching domain, and previous experience with robots 

did not affect attitudes toward robots, but they also noted that this lack of association may be due 

to sampling issues as there were more females than males in their sample and most respondents 

had no prior experience with robots. Fernandez-Llamas et al. [21] did not analyze gender but did 

find differences by age. Given the limited age range of students in our sample, we assume there 

will be no significant association with age. In line with Reich-Stiebert and Eyssel [51], we 

anticipate that males will have more positive attitudes toward robots than females, and that those 
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with more previous experience will have more positive attitudes than those with less experience. 

While Lee and Sabanovi [33] showed overall low evaluations of robots as companions or 

teachers, independent of the cultural origin (e.g. USA, Turkey, and South Korea), following 

Kamida, Hiroko and Arai [28] we expect that U.S. students will have more positive attitudes than 

international students. To address our research goal and test the hypotheses, we ask the following 

research questions: 

1) Did the factor analysis render same factor structure for the US population as compared to 

validation studies with populations from other cultural backgrounds? 

2) Were there significant differences negative attitudes towards robots by gender, national 

background, and prior experience with robots?  

Methods 

Previous research indicates that teachers have a wide range of concerns about deploying 

social robots in the classroom. It is clear then, that the successful implementation of robots must 

take into account teacher’s concerns and knowledge about robots, not just student engagement 

with these devices [52]. Preservice teachers represent a population that typically have little 

exposure to robots. We wished to assess how students in an undergraduate pre-service class 

would respond to the idea of robots in the classroom. Through assessing the usefulness of the 

NARS with preservice teachers, we can identify a simple, robust scale that administrators, 

reformers or teacher educators can effectively use to measure attitudes toward robots. This could 

then lead to better assessment of what interventions might be needed to prepare future teachers 

for working with social robots in the classroom. 

Sample and Participants  
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The sample consists of 58 undergraduate students enrolled in an introductory education 

course dealing with technology and learning in a large university in the Mid-Atlantic region of 

the United States. Most of the students intend to pursue some form of education degree, although 

at this point in their studies, some of the students may not have declared a major. The students in 

this sample are in the earliest stage of pre-service teacher education, one where students are still 

considering their commitment to a teaching major. Participation in the study was voluntary; 

respondents were not compensated. As part of the course, students were introduced to Pepper 

(see 13), a social robot currently available for commercial purchase and use in classrooms 

around the world. The students observed the robot operating under its “autonomous life” 

programming that acts as a default system for basic social interactions. We chose not to modify 

the programming so as to emulate the conditions a classroom teacher (with no programming 

training) would face unpacking and operating a social robot for the first time. In its “autonomous 

life” mode, Pepper is capable of answering simple questions and performing simple dances.  

The sample size was not determined in advance. Based on reviewer comments to the first 

version of the paper, we dropped all non-NARS items for this analysis. Four participants who 

answered only the first four questions only and did not give scores to any of the items in the 

scale, were removed from the final data set leaving 54 students. Among the 54 participants, the 

majority are between the age from 18 to 25 (96.30%, N = 52); there are 13 males (24.07%) and 

41 females (75.93%).  

Data Collection 

After the module on Innovation and Culture, where students had the chance to interact 

with Pepper, they were sent a link to a website and invited to take part in a survey that included 

the NARS items. Data was collected using an online survey under Penn State IRB# 
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XXXXXXXX. The survey started with a question asking consent to participate in the survey 

titled Social Robots Survey hosted in an online survey website (https://XXXX.qualtrics.com), 

followed by open-ended questions asking age and gender, a multiple choice on national 

background (U.S. or International) and prior experience with robot (None, Some, A Lot). 

Participants answered a total of 39 questions about their attitudes toward robots including 14 

questions replicating the Negative Attitudes Toward Robots Scale (NARS) developed by 

Nomura et al. [40-42].  

Data Analysis 

In the current study, we analyzed data that asked about participants’ age, gender, national 

background (U.S. or International), and prior experience with robots, and scores on the five-point 

Likert questions in the NARS. Using SPSS Statistics 26, we first studied the reliability of the 

scores, before conducting confirmatory factor analysis. To do so, items 12, 13, and 14 from 

NARS scale were reverse scored. There was 1 missing value in items 4, 5, 7, and 8, which was 

replaced with the series means.  

We then conducted correlation analyses to examine internal reliability for the scale, as 

well as the three subscales. Aiming to establish the validity with a new population, we conducted 

confirmatory factor analysis using the R lavaan package (http://lavaan.ugent.be/)  [53]. While the 

goodness of fit indices showed acceptable results, we still conducted an exploratory factor 

analysis to check for the possibility of a different factor structure. This potential factor structure 

was then compared to the original structure to yield insights into the differences between the two 

populations, e.g. our sample and the sample used by Nomura. In considering the extraction 

method for exploratory factor analysis, since we were attempting to understand the latent factors 

among items [64], we chose a common factor analysis method, principal axis factoring.  
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To further investigate the relationship between gender, national background, prior 

experience with robots, and participants’ negative attitudes towards robots, three two-way 

ANOVA tests were first conducted for the total scores from NARS scale, and additional three 

two-way ANOVA analyses were conducted for the three subscale total scores. We further 

conducted a post hoc and a priori power analyses with the program G*Power [20]. 

Results 

Preliminary analyses for reliability and validity 

After collecting and cleaning the survey scores from the undergraduate students, we 

replaced missing values and reversed coded three items. The Shapiro-Wilk test of normality was 

p=.162, showing that there was no statistically significant violation of the normality assumption. 

An initial reliability analysis using Cronbach’s Alpha (a=.88) was conducted. While Cronbach’s 

Alpha would increase if two items were deleted (These items are: “2. The word “robot” means 

nothing to me” and “11. I feel that in the future society will be dominated by robots”), we 

decided to keep the full scale with 14 items because the Cronbach’s Alpha of .88 already 

supports the consistency among scores in measuring a unidimensional construct. As the scale is 

composed of three subscales with S1 measuring negative attitudes toward interactions with 

robots, S2 negative attitudes toward the social influence of robots, and S3 negative attitudes 

toward emotional interactions with robots, further correlation analyses were conducted to 

examine the internal consistency within subscales, yielding Cronbach’s Alphas of .818 (S1), .773 

(S2), and .761 (S3) respectively. These Alphas range from acceptable to good according to 

George and Mallery [23]. 

A confirmatory factor analysis was conducted using the R lavaan package to test the 

structural validity of NARS for data fit. The evaluation of data fit under the CFA in this study is 
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based on a commonly used chi-square test statistic in combination with several other goodness of 

fit indices. While the chi-square value is statistically significant (c622 = 84.17, p = .03), the 

evaluation of data fit was based on a joint examination of other indices including the 

comparative fit index (CFI), the Tucker-Lewis index (TLI), the root mean square error of 

approximation (RMSEA) with its 90% confidence interval (CI), and the standardized root mean 

square residual (SRMR). The evaluation is often determined by satisfactory thresholds with 

RMSEA ≤ 0.06, TLI ≥ 0.95, CFI ≥ 0.95), SRMR ≤ 0.08 [9]. However, Marsh, Hau, and Wen 

[38] also recommended less strict criteria of a reasonable fit in practical applications with CFI 

≥ .90, TLI ≥ .90, and RMSEA ≤ .08. The confirmatory factor analysis on our sample data yielded 

a CFI of .93, TLI of .91, RMSEA of .08, and SRMR of .08, which just meet the reasonable 

thresholds. These indices warrant an exploratory approach to investigate the differences between 

scores obtained from our population of US preservice teachers and those obtained from 

undergraduate students in Japan by Nomura et al. [40-42].  

Considering the small sample size in our study, we conducted KMO and Barlett’s tests to 

see if we had sampling adequacy. The results indicated that we met the minimum standard for 

factor analysis with KMO = .807 and c622 = 357.08, p < .001 for Bartlett’s test of sphericity. We 

continued with principal axis factoring with varimax rotation. Table 2 shows the solution from 

this factor analysis, with an added column of original subscales from Nomura et al. [45] for 

better comparison. Factor loadings lower than .40 that did not meet the Harman’s criterion [25] 

were deleted from the table except for item 11. Overall, our analysis yielded four subscales 

rather than three. In terms of specific items, items 1 and 12 showed close cross loadings across 

factors; item 7 also had cross loadings across factors 1 and 3 but the loading on factor 1 was 



ROBOTS FOR FUTURE CLASSROOMS 
 

much higher than factor 3. Item 11 was the most problematic with low loadings on all factors; 

the highest being .253 on factor 1.  

A comparison with the original subscale solution shows that our factors 1 and 2 were 

consistent with S2 and S3 from Nomura et al. [45], but items in Nomura et al.’s subscale 1 were 

loaded among factors 1, 2, and 4. Remember that S1 measures negative attitudes toward 

interactions with robots, S2 measures negative attitudes toward the social influence of robots, 

and S3 measures negative attitudes toward emotional interactions with robots. That is, in our 

sample student perceptions of item 1 indicate it was more associated with the social influence of 

robots rather than interactions with robots. However, the finding is ambiguous as the loading on 

factor 1 (.570) is only slightly higher than the loading on factor 2 (.481). Item 7 was crossed 

loaded on factor 3, also the S3 from Nomura et al., indicating that the word “emotions” might 

contribute to the cross loading on negative attitudes toward emotional interactions with robots. 

Interestingly, a new factor emerged that includes items 2 and 3 and potentially item 12.  

 
Table 2 
Subscale Factor Loadings from Principal Axis Factoring with Varimax Rotation 
Original 
subscales Items 

 
Subscales 

 1 2 3 4 
S1 1. I would feel uneasy if I was given a job where I had to 

use robots. 
.570 .481   

S1 2. The word “robot” means nothing to me.    .435 
S1 3. I would feel nervous operating a robot in front of other 

people. 
   .542 

S1 4. I would feel very nervous just standing in front of a 
robot. 

 .702   

S1 5. I would hate the idea that robots or artificial 
intelligences were making judgements about things. 

 .710   

S1 6. I would feel paranoid talking with a robot.  .672   
S2 7. I would feel uneasy if robots really had emotions. .713  .431  
S2 8. Something bad might happen if robots developed into 

living beings. 
.753    
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S2 9. I feel that if I depend on robots too much, something 
bad might happen. 

.661    

S2 10. I am concerned that robot would be a bad influence on 
children. 

.601    

S2 11. I feel that in the future society will be dominated by 
robots. 

.253    

S3 12. I would feel relaxed talking with robots.*   .599 .419 
S3 13. If robots had emotions, I would be able to make friends 

with them.* 
  .752  

S3 14. I feel comforted being with robots that have emotions.*   .727  
Note: * reverse coded items 
 
NARS differences in terms of gender, national background, and prior experience 

To see how the NARS scores related to the three factors of gender (male vs. female), national 

background (US vs. international), and prior experience for interaction with robots (none vs. 

some vs. a lot), we conducted three two-way ANOVA tests. Average NARS scores for each 

participant, which could range from 0 to 60, and the means as a function of gender, national 

background, and experience are shown in Table 3. The F-test results for main effects and 

interactions of the three two-way ANOVA tests are shown in Table 4, Table 5, and Table 6.  

There were no statistically interactions between all three pairs of independent variables: ´ 

national background (p = .334), national background ´ experience with interaction with robots (p 

= .726), and gender ´ experience with interaction with robots (p = .703). In the results of two-

way ANOVA of gender ´ national background, a significant difference was found between 

national backgrounds, F(1,50) = 4.82, p = .033, hp2 = .09 at the .05 level. We further conducted a 

post hoc power analysis with the program G*Power [20]. Using partial eta-squared, the Cohen’s 

f was calculated to be .31, and the power was .62 at the .05 level. A priori power analysis 

indicated that a sample size of 82 would be needed to detect a significant main effect by national 

background with a power of .80 and an alpha of .05. 
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The two-way ANOVA of national background ´ experience showed a significant 

difference cross experience levels, F(2,48) = 4.77, p = .013, hp2 = .17 at the .05 level. Post hoc 

analysis (Scheffe) revealed significant differences between a lot and none experience (p = .002), 

and between a lot and some experience (p = .024). Students without any experience (M = 45.85, 

SD = 8.28) had a higher negative attitude score than students with a lot experience (M = 24.00, 

SD = 4.24), and students with some experience (M = 40.83, SD = 8.76) had a higher negative 

attitude score than students with a lot experience (M = 24.00, SD = 4.24). For national 

background, students from the US (M = 45.04, SD = 8.18) scored much higher than those from 

international background (M = 35.04, SD = 11.01). We again conducted a post hoc power 

analysis with the program G*Power. Using partial eta-squared, the Cohen’s f was calculated to 

be .45, and the power was .90 at the .05 level.  

The two-way ANOVA of national background ´ experience showed a significant 

difference cross experience levels, F(2,48) = 5.57, p = .007, hp2 = .19 at the .05 level. A post hoc 

power analysis with the program G*Power was conducted. Using partial eta-squared, the 

Cohen’s f was calculated to be .48, and the power was .94 at the .05 level. While no significant 

difference was found for gender, NARS scores for females (M = 45.63, SD = 8.30) were found to 

be higher than those for males (M = 36.26, SD = 9.29), indicating that female students held more 

negative attitudes toward social robots than male students.  

 
Table 3 
Mean NARS Scores (Standard Deviation) Across Gender, National Background, and Experience 
Levels 
  Experience 

Gender National 
Background None (n = 34) Some (n = 18) A Lot (n = 2) Total 

Male  
(n = 13) 

US (n= 8) 56.00 35.14 (6.91)  37.75 (9.77) 
Int. (n = 5) 36.77 (7.55) 38.00 21.00 33.86 (8.97) 
Total  41.58 (11.42) 35.50 (6.48) 21.00 36.26 (9.29) 
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Female  
(n = 41) 

US (n = 37) 47.06 (6.81) 47.50 (3.89) 27.00 46.61 (6.99) 
Int. (n = 4) 37.50 (19.09) 35.50 (16.26)  36.50 (14.53) 
Total  46.42 (7.85) 45.10 (8.17) 27.00 45.63 (8.30) 

Total   45.85 (8.28) 40.83 (8.76) 24.00(4.24) 43.37 (9.38) 
 
 
Table 4. Two-way ANOVA for NARS (gender ´ national background) 

Source 
Sum of 
Squares df F p value 

 
hp2 

Observed 
Powerb 

Corrected Model 1282.51a 9 6.33 .001 .28 .95 
Error 3379.13 50     
C. Total 4661.64 53     
Gender 219.65 1 3.25 .077 .06 .42 
National Background 325.54 1 4.82 .033* .09 .58 
Gender ´ National Background 64.42 1 .95 .334 .02 .16 

a. R Squared = .275 (Adjusted R Squared = .232) 
b. Computed using alpha = .05 
 
Table 5. Two-way ANOVA for NARS (national background ´ experience) 

Source 
Sum of 
Squares df F p value hp2 

Observed 
Powerb 

Corrected Model 1619.68a 5 5.11 .001 .35 .97 
Error 3041.96 48     
Corrected Total 4661.64 53     
National Background 178.82 1 2.82 .099 .06 .38 
Experience 604.64 2 4.77 .013* .17 .77 
National Background ´ Experience 40.81 2 .32 .726 .01 .10 
a. R Squared = .347 (Adjusted R Squared = .279) 
b. Computed using alpha = .05 
 
Table 6. Two-way ANOVA for NARS (gender ´ experience) 

Source 
Sum of 
Squares df F p value hp2 

Observed 
Powerb 

Corrected Model 1586.31a 5 4.95 .001 .34 .97 
Error 3075.34 48     
Corrected Total 4661.64 53     
Gender 166.61 1 2.60 .113 .05 .35 
Experience 713.43 2 5.57 .007** .19 .83 
Gender ´ Experience 45.57 2 .356 .703 .02 .10 
a. R Squared = .340 (Adjusted R Squared = .272) 
b. Computed using alpha = .05 
 



ROBOTS FOR FUTURE CLASSROOMS 
 

 Given a reasonable model data fit from the confirmatory factor analysis, we continued the 

statistical analyses on the three subscale total scores to see whether or not there were significant 

differences by gender, national background, and previous experience with robots.  

For S1 – negative attitudes toward interactions with robots – no statistically significant 

interactions were found for all interactions, p = .419 between gender and national background, p 

= .269 between gender and experience, p = .256 between national background and experience, 

and p = .277 between all the three independent variables at the .05 level. In terms of main effects, 

no significant difference was found for gender. However, there was a significant difference for 

national background, F(1,44) = 5.77, p = .021, hp2 = .12 at the .05 level. Students from the US 

(M = 17.58, SD = 4.72) scored much higher than those from international backgrounds (M = 

12.75, SD = 3.59). There was a significant difference for experience level, F(2,44) = 5.20, p 

= .009, hp2 = .19. The post hoc analysis (Scheffe) result was consistent with the results for the 

NARS total score; again, students without any experience (M = 18.17, SD = 4.46) had a higher 

negative attitude score than students with a lot experience (M = 8.00, SD = 0.00). Further, 

students with some experience (M = 15.11, SD = 4.40) had a higher score than students with a lot 

experience (M = 8.00, SD = 0.00).  

For S2 – negative attitudes toward the social influence of robots – no statistically 

significant differences were found for any of the interactions, p = .857 between gender and 

national background, p = .839 between gender and experience, p = .185 between national 

background and experience, and p = .077 between all the three independent variables; or main 

effects, p = .751 for gender, p = .166 for national background, and p = .074 for experience level.  

For S3 – negative attitudes toward emotional interactions with robots -- again no 

statistically significant differences were found for interactions, p = .568 between gender and 
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national background, p = .057 between gender and experience, p = .704 between national 

background and experience, and p = .374 between all the three independent variables. While 

there was no significant difference by gender, p = .749, there were significant differences by 

national background (F(1,44) = 5.67, p = .022, hp2 = .11) and by experience level (F(2,44) = 

5.03, p = .011, hp2 = .19). The post hoc analysis (Scheffe) result revealed that again, students 

without any experience (M = 10.74, SD = 2.27) had a higher negative attitude score than students 

with a lot experience (M = 6.00, SD = 1.41). Further, students with some experience (M = 9.83, 

SD = 2.26) had a higher score than students with a lot experience (M = 6.00, SD = 1.41). 

Discussion 

This study focuses on teacher attitudes and perceptions towards social robots by 

implementing the NARS scale [40-42] with a sample of undergraduates in a teacher preparation 

course. The scale was developed and validated to assess three latent constructs: negative attitudes 

toward actual interactions with robots (S1), negative attitudes toward the social influence of 

robots (S2), and negative attitudes toward emotional interactions with robots (S3). The 

exploratory factor analysis helped us see the differences in constructs between this US 

population and a Japanese population of undergraduates. The comparison provides insights that 

could lead to future improvement of certain items. For example, subscales 2 and 3 from the 

original studies had identical items as in our study (Table 2), but subscale 1’s items did not load 

on one factor.  

To improve the NARS for use with U.S. teacher and pre-service teacher populations, we 

suggest the following changes. First, item 1 needs to be rephrased. In Nomura et al. [45], it was 

associated with actual interaction with robots, whereas in this population, it is associated with the 

social influence of robots. That is, university students from Japan might have focused more on “I 



ROBOTS FOR FUTURE CLASSROOMS 
 

had to use robots,” i.e. the actual interaction, whereas participants in our study might have put 

more emphasis on “if I was given a job,” thus creating an association with social influence. 

Regarding item 2, since deleting the item would improve the overall reliability from .877 

to .886, and the subscale reliability from .818 to .846, this item may need to be replaced or 

reworded. We would also suggest replacing or rewording item 11 since deleting the item would 

improve the overall reliability from .877 to .885, and the subscale reliability from .773 to .834. 

Interestingly, a previous cross-cultural study that used the NARS on a sample from a British 

university showed similar problems for items 2 and 11, which, along with item 3, were deleted 

after a reliability analysis on the overall scale. The fact that items 2 and 11 were problematic for 

participants from both British and American universities suggests that the current English 

phrasing remains an issue.  

Item 2 was originally categorized into the first factor, negative attitudes toward situations 

of interaction with robots [45]. However, reading from the face validity, the wording of “The 

word ‘robot’ means nothing to me” seems too general and does not necessarily speak to any 

“situations of interaction with robots.” Item 11 was originally grouped into the second subscale 

of negative attitudes toward the social influence of robots. The face validity of this item does 

imply social influence simply by describing a possible scenario in which robots dominate a 

future society. It may be that respondents found some ambiguity in the word “dominate” in terms 

of in what ways and to what extent robots would act. More extensive interviews or focus groups 

would be needed to allow us to understand how respondents interpreted this particular item. 

As for the overall scale, we suggest adding one or two additional items about emotional 

interactions with robots since S3 only has three items. In factorial analysis, three or four 

indicators for one factor is considered very few, if not unacceptable [36]. Raubenheimer [50, p. 
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60] directly pointed out that “since the number of items per factor is crucial. Specifically…...it 

would require at least four items”. While the scale has continued to be widely used in the field, 

we suggest that an expansion of the scale would enable researchers to be in a better position to 

make claims about participants’ attitudes toward robots. Since emotions are culturally 

conditioned, expanding this subscale could provide important information about the cultural 

effects at play on the human side of the HRI. 

After conducting three sets of two-way ANOVAs on NARS total scores and an additional 

three sets of three-way ANOVA analyses on sub-scale totals scores identify differences based on 

gender, national background, or experience with robots, we found evidence that indicates the 

importance of national background and prior experience but not gender. The effect of national 

background and prior experience with robots on negative attitudes was evidenced in the 

significant differences in NARS total scores, S1, and S3. Although differences were found for 

both variables, experience appeared to have more practical significance given its larger effect 

size. Although gender was not a significant factor, female participants (M = 36.50, SD = 14.53) 

scored higher than male participants (M = 36.26, SD = 9.29) in our sample. This is consonant 

with Nomura et al. [46] who reported that compared to male students who participated in the 

study, female students had stronger negative attitudes toward interactions with robots but lower 

negative attitudes toward emotions in interaction with robots. There was no gender difference in 

regard to their negative attitudes toward the social influence of robots. However, another study 

by Nomura and his colleague [43] reported no effects for gender in the NARS scores. According 

to the National Center for Education Statistics, in 2015-2016, 77% of public school teachers 

were female, a slight increase from 75% in 2000 [59]. A similar percentage was seen in our 

sample where female students accounted for 75.9% of the total respondents. A more pronounced 
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negative attitudes toward robots among female pre-service teachers would be important to note 

with regard to future integration of robots into classrooms.  

Conclusion 

In this study, we adopted a widely used instrument used in assessing negative attitudes 

towards robots called NARS [45] to investigate pre-service teachers’ attitudes. A confirmatory 

factor analysis established a reasonable, but not perfect, goodness-of-fit evaluation. We thus 

conducted an exploratory factor analysis. Our results suggest that for U.S. pre-service teacher 

populations, some improvement of the NARS is needed, especially in regard to items 1, 2, and 

11. Given that almost 200,000 students are enrolled in teacher education programs in the U.S., 

improvement of the NARS would provide the robotic and educational research communities with 

a robust tool for measuring attitudes toward social robots. 

The results of this study have implications for both teacher education and professional 

development programs. While research has documented positive student learning gains with 

social robots as tutors, peer learners or storytellers in educational settings, we still do not yet 

know how best to prepare teachers to work with social robots. Given the increasing presence of 

robots in K-12 classrooms, getting to know the attitudes of pre-service teachers towards robots 

appears vital. If social robots were introduced into teacher education or professional 

development, the NARS could be an important tool in predicting how pre-service or in-service 

teachers would interact with robots, and could be used to study how their attitudes changed after 

interactions with robots. Considering that our study found that prior experience was an important 

factor affecting attitudes toward robots, it is likely that increased exposure to robots in teacher 

education and professional development may be necessary to promote successful HRI in the 

classroom.  
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The different factor loadings that we found in this population suggest that researchers 

may need to rethink the differentiation between constructs such as individual reactions to 

personal contacts with robots and the influence that robots are believed to have at the societal 

level. This may be a more crucial distinction for social robots, as opposed to other forms of 

robots, as social interactivity requires an emotional component. NARS appears to be limited in 

regard to measuring emotional responses to robots. Some items in the current NARS versions 

may need to be worded in ways that decrease ambiguity for respondents. We suggest future 

research consider alternative items that measure emotional construct towards robots. Such 

research might also shed light on emotional differences in attitudes toward robots arising from 

cultural background. Given the cultural diversity in the U.S., it is possible that different groups 

may have different emotional reactions to robots. 

Also, given the important role that prior experience with robots plays in participants’ 

negative attitudes, there is a need to incorporate robots into teacher education or professional 

development programs. Interaction between children or learners and robots has been studied in 

its various forms, but we should not forget that interaction with robots will also be a new 

experience for the vast majority of teachers. Teachers, students, and social robots will all be key 

actors in future classrooms. These socio-technical learning environments will still be directed by 

teachers, and so more thought and consideration needs to be given to how teachers’ attitudes and 

beliefs will influence the future deployment of social robots. 
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