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Abstract
The EMPATHIC project develops and validates new interaction paradigms for personalized virtual coaches (VC) to promote 
healthy and independent aging. To this end, the work presented in this paper is aimed to analyze the interaction between the 
EMPATHIC-VC and the users. One of the goals of the project is to ensure an end-user driven design, involving senior users 
from the beginning and during each phase of the project. Thus, the paper focuses on some sessions where the seniors carried 
out interactions with a Wizard of Oz driven, simulated system. A coaching strategy based on the GROW model was used 
throughout these sessions so as to guide interactions and engage the elderly with the goals of the project. In this interaction 
framework, both the human and the system behavior were analyzed. The way the wizard implements the GROW coaching 
strategy is a key aspect of the system behavior during the interaction. The language used by the virtual agent as well as 
his or her physical aspect are also important cues that were analyzed. Regarding the user behavior, the vocal communica-
tion provides information about the speaker’s emotional status, that is closely related to human behavior and which can be 
extracted from the speech and language analysis. In the same way, the analysis of the facial expression, gazes and gestures 
can provide information on the non verbal human communication even when the user is not talking. In addition, in order 
to engage senior users, their preferences and likes had to be considered. To this end, the effect of the VC on the users was 
gathered by means of direct questionnaires. These analyses have shown a positive and calm behavior of users when interact-
ing with the simulated virtual coach as well as some difficulties of the system to develop the proposed coaching strategy.

Keywords  Human behavior analysis · Human–machine interaction · Spanish · Emotional analysis from speech · Language 
and face

1  Introduction

Despite advances in health care and technology, most of the 
eldercare is still provided by informal caregivers, i.e. friends 
and family members. According to predictions, however, this 
type of care will decrease in the future, for which studies 
encourage society to concentrate on improving the lifestyle 
of the elderly, helping them to remain independent for a 
longer period of time (Willcox et al. 2014). In particular, 
socio-behavioral and environmental conditions are seen a 
crucial factor affecting longevity (Kirkwood 2005), which 
to some extent explains variations found in the aging pro-
cess, ranging from active and positive to feeble and depend-
ent. We believe that four principles promote active aging, 
namely dignity, autonomy, participation, and joint responsi-
bility. Information and Communication Technologies (ICT) 
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are expected to make such principles possible, allowing the 
elderly to stay active members of the societal community 
while helping them remain independent and self-sufficient 
(Brinkschulte et al. 2018).

Consequently, the EMPATHIC (Empathic, Expressive, 
Advanced Virtual Coach to Improve Independent Healthy-
Life-Years of the Elderly) project (Montenegro et al. 2019; 
Torres et al. 2019a, b) aims to contribute to technological 
progress in this area by researching, innovating and vali-
dating new interaction paradigms and platforms for future 
generations of personalized virtual coaches (VC) to pro-
mote healthy and independent aging. The project is cen-
tered around the development of the EMPATHIC-VC, a 
non-obtrusive, emotionally-expressive virtual coach whose 
aim is to engage senior users in enjoying a healthier lifestyle 
concerning diet, physical activity, and social interactions. 
This way, they actively minimize their risk of potentially 
chronic diseases, which contributes to their ability to main-
tain a pleasant and autonomous life, while in turn helping 
their carers.

In this framework this paper aims to analyze the inter-
action between the EMPATHIC-VC and the users, mainly 
focusing on the analysis of the human behavior. Actually, 
the increasing pervasiveness of the computers in our soci-
ety requires empirical studies of the human behavior dur-
ing human–machine interaction that provides guidelines for 
the design of such interactive machines (Justo et al. 2008; 
Pedersen et al. 2018). As a consequence, one of the goals 
of the EMPATHIC project is to ensure an end-user driven 
design, involving senior users from the beginning and dur-
ing each phase of the project, by considering their needs, 
by gathering initial data from them as well as their opinions 
regarding the technology to be developed, and by allowing 
them to use the personalized prototype from its first version 
to the final proof of concept. In order to keep them in the 
loop, senior users are planned to be involved in several sets 
of test sessions, the first set being the focus of this paper. In 
these sessions the seniors carried out an interaction with a 
Wizard of Oz (WOZ) driven, simulated system (Dahlbäck 
et al. 1993). That is, they believed they were interacting with 
an autonomous machine while actually the system was oper-
ated by an unseen human being. A coaching strategy based 
on the GROW model (Whitmore 2010) was used throughout 
these sessions, so as to guide interactions and engage the 
elderly with the goals of the EMPATHIC project. This way, 
the senior users were, on the one hand, given the chance to 
interact with what they thought was a final system (although 
the system was still not built) and, on the other hand, able to 
provide very valuable information as to its potential future 
developments. In addition, it allowed for the collection of an 
audiovisual data corpus which is currently used to train the 
machine learning models underpinning the different mod-
ules of the entire EMPATHIC system. Another important 

aspect to be considered for the design of the virtual coach is 
its visual aspect, which will have a direct impact on the user 
reaction. Thus, this paper also reports some studies aimed 
to design for elders’ virtual agent acceptance.

Human behavior during the interaction with technical 
systems strongly depends on the goals and tasks to be devel-
oped by the interacting devices as well as on their ability 
for adaptation to individual user profiles and skills, prefer-
ences and emotional states (Irastorza and Inés Torres 2019; 
Siegert et al. 2013). Working on the aforementioned inter-
action framework, both the human and the system behavior 
were analyzed. The way the wizard implements the GROW 
coaching strategy is one of the key aspects to be analyzed to 
characterize the system behavior during the interaction with 
the seniors. The language used by the virtual agent, which 
is proposed by the natural language generator, as well as his 
or her physical aspect are also important cues that define 
the system behavior and that will be analyzed in this paper.

Regarding the user behavior, the vocal communication 
provides cues, which can be extracted from the speech 
and language analysis, that provide information about the 
speaker’s feelings that are closely related to human behavior 
(Siegert et al. 2013). In the same way, the analysis of the 
facial expression, gazes and gestures can provide informa-
tion on the non verbal human communication during the 
interaction even when the user is not talking. So the main 
focus of the analysis of the elderly behavior while interact-
ing with the simulated virtual coach relies on their affective 
state, that might work as an indicator of the success of the 
Virtual Coach (VC). A set of perception experiments were 
carried out to identify and annotate the emotional status of 
the seniors. These experiments focused on the users’ speech 
and also on their facial expressions recorded in the inter-
actions. In addition, in order to engage senior users, their 
preferences and likes had to be considered. To this end, the 
effect of the VC on the users was gathered by means of direct 
questionnaires. These questionnaires were completed after 
the interactions, once the users had a better understanding 
of the intended system functionality.

The main contributions of this paper rely on the analysis 
of the behavior of Spanish1 elderly people when interacting 
with a WoZ driven, simulated agent. This analysis is mainly 
based on the identification of the user emotional status as 
well as on their direct opinions of the system behavior pro-
vided through questionnaires. In addition, the behavior of 
the system will also be analyzed in terms of language and 
visual aspect.

1  EMPATHIC project also runs human–machine interactions in 
France and Norway so that cross cultural analysis will also be carried 
out in the near future.
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The paper is organized as follows: Sect. 2 describes the 
building procedure of the virtual coach interacting environ-
ment, which includes the WoZ platform, the coaching model 
and the preliminary studies for the agent acceptance. Sec-
tion 3 describes the way in which the interaction sessions 
were designed and carried out and the way in which the end 
users were recruited. Then, in Sect. 4 the behavior of the 
wizard is analyzed through the language generated and the 
aspect of the virtual agent. Sections 5 and 6 provide a whole 
description of the emotional analysis of the user interactions 
regarding speech, language and facial expressions. Section 7 
closes the work summarizing extracted conclusions and pro-
viding some cues for future research directions.

2 � Building the virtual coach interacting 
environment

In order to involve seniors in the definition, development 
and consequent optimization of the EMPATHIC-VC it was 
necessary to employ various early stage prototyping methods 
(e.g. use case descriptions, sketches, scenarios, etc.). One 
of the used methods, which is particularly popular when 
building technology based on natural language (Schlögl 
et al. 2015) or other types of artificial intelligence driven 
applications  (Dahlbäck et  al. 1993), was Wizard of Oz 
(WOZ). The key principle of the WOZ method is that study 
participants believe they are interacting with an autonomous 
system while actually the system’s actions are controlled by 
a human (i.e. the ‘wizard’). In most cases this wizard is situ-
ated in a different room and connected to the study setting 
through a remote network connection. Consequently, WOZ 
sessions require a minimum of two researchers, i.e. the wiz-
ard controlling the technology and an additional facilitator 
dealing with all the participant related tasks (i.e. welcom-
ing, informed consent, questionnaires, debriefing, etc.). For 
the EMPATHIC simulated VC both of these researchers 
received relevant training to prepare them for their tasks. 
The facilitator had to follow a strict procedural protocol 
when receiving participants and administrating question-
naires (cf. Sect. 3). The wizard received dedicated training 
concerning the used WOZ platform (cf. Sect. 2.1) as well as 
the dialogue structure which had to be followed.

2.1 � The Wizard of Oz platform

Since decisions on the overall architecture of a virtual 
agent based application, such as the one envisioned by the 
EMPATHIC-VC, usually require extensive discussions, it 
was decided to use WebWOZ2 (Schlögl et al. 2010a) as 

separate WOZ prototyping platform for early stage inves-
tigations. WebWOZ, which has been previously used by a 
number of research and development initiatives (e.g. Cabral 
et al. 2012; Milhorat et al. 2013; Sansen et al. 2016), offers 
an adjustable wizard interface which can be structured 
according to different dialogue stages (Schlögl et al. 2010b, 
2011). For simulating interactions with the EMPATHIC-VC, 
the WebWOZ wizard interface was further extended by an 
audio/video transmission and recording function based on 
the WebRTC standard, a graphical representation of the dia-
logue to help guide the wizard, and the possibility to upload 
and consequently integrate text-based utterances. In addi-
tion, the WebWOZ client interface was integrated with five 
different virtual agents, which allowed participants to select 
their preferred interaction partner (Torres et al. 2019b).

2.2 � The coaching scenarios implementing 
the GROW model

Coaching has been defined as a result-orientated systematic 
process. It generally uses strong questions in order to provide 
people the capacity of discovering their own abilities and 
draw on their own resources. In other words, the role of a 
coach is to foster change by facilitating a coaches’ movement 
through a self-regulatory cycle (Grant 2003). One of the 
most common used coaching methodologies is the GROW 
Model (Whitemore 2009). This model provides a simple 
methodology and an adaptable structure for coaching ses-
sions. Moreover, efficiency has been demonstrated in some 
Theoretical Behavior Change Models such as the Trans theo-
retical Model of Change (TTM) (Passmore 2011, 2012).

A GROW coaching dialogue consists of four phases 
which give the name to the model: Goals or objectives, 
Reality, Options and Will or action plan. During the first 
phase (Goal), the interaction aims at getting the specifi-
cation of the objective that the user wants to achieve, for 
example, to reduce the amount of salt in order to diminish 
the related risk of hypertension. Then, this goal has to be 
placed within the personal context in which the user lives 
(Reality), and the potential obstacles which needs to be 
identified. In the next phase (Options), the agent’s goal is 
to incite the user to analyze his/her options in achieving 
the objective within his/her reality. Then the final goal of 
the interaction is the specification of an action plan that 
the user will carry out in order to advance towards goals 
(Will). The EMPATHIC-VC is planned to deal with four 
coaching sub-domains: nutrition (Sayas 2018b), physical 
activity (Sayas 2018c), leisure (Sayas 2018a) and social 
and family engagement. A professional coach provided 
a set of handcrafted coaching sessions for each of these 
sub-domains. The GROW model uses Goal Set Questions 
(GSQ—e.g.“Welcome Jorge, how can I help you?”) to 
define the objective of the user, Motivational Questions 2  https​://githu​b.com/steph​ansch​loegl​/WebWO​Z.

https://github.com/stephanschloegl/WebWOZ
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(MQ—e.g.“What would you achieve if you changed the 
way you eat?”) to look for some sort of motivation which 
may help him/her achieve a set goal, Reality/Resources 
Questions (RQ—e.g.“And what happens when you just 
eat bits?”) to analyze the current situation of the user and 
establish resources, Obstacle Questions (OQ—e.g.“And 
if you are out, what are you going to snack on?”) to deter-
mine obstacles in the accomplishment of the goal, Option 
Generation Questions (OGQ—e.g.“What small step could 
you take that would get you closer to your milestone of 
having meals planned?”) to define possible actions a 
user has to perform in order to achieve the goal, Plan 
Action Questions (PAQ—e.g.“What are you going to do 
to achieve your goal of adopting a more regular eating 
pattern?”) to establish an action plan, Following Ques-
tions (FQ—e.g.“How has your plan gone concerning the 
timing of your meals?”) to ask a user about an ongoing 
plan, and Warning Questions (WQ—e.g.“What is your 
blood pressure like?”) to know if the user has any (other) 
health problems which may need to be considered. The 
GROW model structure is shown in Fig. 1.

An example of such a handcrafted session is shown in 
Fig. 2. Then, the wizard strategy was designed according 
to two different scenarios based on the conversations and 
indications provided by the professional coach. However, 
the Wizard had to develop and add new strategies to deal 
with real user interactions. Thus, a specific wizard profile 
was created defining a system behavior. 

2.3 � The user‑centered iterative design for elders’ 
virtual agent acceptance

While aiming at implementing a virtual coach devoted to 
assist the elderly population in their independent living, 
the goal was to abandon the human–machine interaction 
techno-centric paradigm and focus on the needs and inten-
tions of the relevant elder end-users, their abilities, apti-
tudes, preferences, and desires. As for its implementation, 
the EMPATHIC-VC had as initial requirements accessibil-
ity and usability by a wide variety of elderly users, rang-
ing from field experts, practitioners, persons with different 
knowledge (culture, instruction and occupations), needs 
(impaired and communicatively disordered individuals) age, 
and preferences.

To this aims, we have taken a user-centered iterative 
design, assessing users’ interactions in context so that (a) 
trustworthy human–agent relationships are build, (b) emo-
tional states and negative moods such as depression are 
reliably detected (Buendia and Devillers 2014; Cavanagh 
and Millings 2013; DeSteno et al. 2012; Parker and Hawley 
2013), and (c) appropriate advice on actions is provided. 
This was built upon several theoretical experiments, to col-
lect a substantial quantity of data assessing seniors’ willing-
ness and interest in initiating and retaining conversations 
with an agent upon different qualitative agent features (such 
as gender and voice) in comparison to differently aged popu-
lations such as adults and adolescents.

Fig. 1   The structure of the GROW model

Fig. 2   Handmade conversation 
created by a professional coach
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With this research, we have acquired a deeper understand-
ing of how to design emotionally-aware interactive agents 
that exhibit coherent visual, vocal and gestural affordances, 
and adapt to the user’s underlying intentional and emotional 
states in a cooperative and ethically sound manner. All the 
executed experiments were driven by the key idea that any 
intelligent social ICT interface should be capable of estab-
lishing an empathic relationship; hence the emphasis of the 
investigations was on mood enhancement linked to use-cases 
in e-mental health and support for older/vulnerable people.

The rich repertoire of theoretical results acquired is sum-
marized below, in particular for agent’s gender and voice.

A first pilot experiment, focusing on user requirements 
and expectations with respect to participants’ age and famili-
arity with technological devices (such as smartphones, lap-
tops, and tablets) showed that, as for gender, elders prefer to 
be assisted by female agents (Esposito et al. 2018b). In this 
context, an ad-hoc questionnaire was developed to assess 
senior’s preferences, expectations and requirements, in order 
to customize the consequently developed EMPATHIC-VC 
to the needs of the targeted end-user population, i.e. elders.

It has to be noted that starting with this pilot, the ques-
tionnaire has been gradually modified, in an attempt to 
incorporate the Theory of Acceptance Model (TAM) 
proposed by Davis (1989) and the pragmatic and hedonic 
dimensions proposed by Hassenzahl (2004). The result has 
been given the name Virtual Agent’s Acceptance Question-
naire (VAAQ) and may count as a direct outcome of the 
Empathic project.

For the above mentioned pilot investigation using an early 
version of the VAAQ it was further learned that seniors’ 
preference for female agents was significantly higher than for 
male agents for all the questionnaire dimensions, indepen-
dently of seniors’ genders and technology savviness.

In order to remove the biases introduced by differences 
in agent’s personalities, a second set of experiments was 
conducted (Esposito et al. 2018a). In these trials, the four 
proposed agents (two males and two females) were endowed 
of a “neutral” personality, and their facial expressions were 
neither smiling, saddening, nor worrying. This test defini-
tively confirmed seniors’ preferences to be assisted by 
female agents which scored significantly better than male 
agents in all the questionnaire subsections.

In order to assess whether seniors’ preferences toward 
female speaking agents were a specific requirement 
of the elder population, we defined another set of tests 
involving adolescents, adults, and seniors for a total of 
316 participants split in 7 groups, each composed of 
approximately 45 subjects, equally balanced for gender 
(Esposito et al. 2019a). There were two groups of adoles-
cents (mean age = 14.5, SD = ± 0.5 years), two of adults 

(mean age = 25.1, SD = ± 3.5 years), and two of seniors 
(mean age = 71.4, SD = ± 6.5 years). It was found that 
elders’ willingness to interact was significantly higher for 
speaking than mute agents, and, in the speaking context, 
it was significantly higher for female speaking than male 
speaking agents. In addition, for elders in the speaking 
context, female agents were judged significantly more 
positive than male agents for attractiveness, pragmatic, 
and hedonic (identity and feeling) qualities. None of these 
significant differences was observed for adolescents and 
adults administered with mute and speaking agents and 
elders administered with mute agents.

When the three elder groups were compared on their 
enjoyment/acceptance scores for mute, speaking and only 
voice interfaces, elders’ preferences were significantly 
higher for female speaking agents and only female voice 
interfaces.

The discussed experiments suggest that the successful 
incorporation of assistive social technologies in everyday 
life is strongly depending on the user’s perception and 
acceptance of them (de Graaf et al. 2015). In particular, 
robots, virtual agents, and generally, interactive assistive 
user interfaces, need to be specifically tailored to people’s 
needs, and personalized according to their specific require-
ments and expectations (Seiki et al. 2017),

3 � Description of the interaction sessions 
and user studies

The potential participants for the following interac-
tive study were defined as “healthy seniors” for which 
the inclusion criteria was: (i) female or male older than 
65 years, (ii) living independently (not institutionalized), 
(iii) being able to read, write and speak fluently in Span-
ish. For the recruitment of the sample different strategies 
such as advertising posters, informative notes, mailing and 
flyers spread in the local areas were used. The consequent 
study setting employed the previously described WOZ 
method in order to observe and systematically record both 
participants’ behavior and system operation. In this set-
ting, the first step for participants was to sign an informed 
consent form before enrolling in the study. Then, the 
experimental protocol included three steps: 

1.	 The completion of two health questionnaires: Partici-
pants were asked to fill in the Geriatric Depression Scale 
(GDS) and the World Health Organization Quality of 
Life (WHO-QoL-BREF). The GDS is a dichotomous 
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(“yes” or “no”) 30-item (10 negatively worded and 20 
positively worded) self-report scale aimed at rating 
depression (Yesavage et al. 1982). Total scores range 
from 0 to 30 points, where higher scores mean higher 
probability of having a depression diagnose. The WHO-
QoL-BREF is an abbreviated (26 items) generic quality 
of life scale developed by the World Health Organization 
(Who-QoL Group3) which assesses four domains: physi-
cal health, psychological health, social relationships, and 
environment. These questionnaires were administered 
before interacting with the EMPATHIC-VC so as to pro-
vide unbiased scores.

2.	 The interaction with the VC: In this step we used laptops 
equipped with a webcam, a microphone and a mobile 
connection (4G/4G+). Participants were logged into a 
secured session (protected by username and password) 
with an individual alphanumeric ID code to keep their 
identity safe. Then, based on their personal preference, 
they chose one of five available visual representations, 
i.e. agents, for their VC. Each of these agents (3 female 
and 2 male) showed different characteristics with respect 
to their appearance. From that point on, in order to avoid 
potential impacts the supervisor may have on the dia-
logue or the actual interaction, participants were left 
alone with the VC. Two dialogues of 5–10 min each 
were completed. The first served as an introduction to 
the system and thus did not focus on any specific issues. 
The second revolved around a conversation related to 
nutrition/food (cf. Fig. 3). The structure of this second 
dialogue was based on the GROW coaching model 
(Whitmore 2010) presented above. As described earlier, 
a GROW coaching dialogue consists of four phases; i.e. 
Goals or objectives, Reality, Options and Will or action 
plan. In the given setting the goal was set on partici-
pants’ nutritional habits and respective objectives.

3.	 Finally, after the interaction with the VC, participants 
were asked to give feedback using a number of user-
feedback questionnaires; i.e. the EMPATHIC Virtual 
Agent Acceptance Questionnaire (VAAQ) (Espos-
ito et  al. 2018a), the System Usability Scale (SUS) 
(Brooke 1996) and the Emotion auto-annotation form. 
The VAAQ was developed to explore participants’ sat-
isfaction in interacting with virtual agents. It contains 
three sections: (i) the socio-demographic status, (ii) the 
willingness to be involved in interactions with a Virtual 
Agent (VA) and (iii) the perceptions of the respective 
agent features. The SUS contains ten statements regard-
ing a system’s usability to which participants respond to 
on a 5-point Likert scale ranging from “strongly agree” 
to “strongly disagree”. Finally, the emotion auto-annota-
tion form was an ad-hoc questionnaire that asked partici-
pants about their two most intense emotions experienced 
during the contacts with the VC.

A total of 156 WOZ user studies (78 Spanish individuals in 
2 sessions) were conducted. The following insights are based 
on the collected demographic data, the feedback provided 
by wizards who simulated the EMPATHIC-VC, facilitators 
and study participants.

3.1 � Study set up

Experience has shown that at least two people were required 
to realistically conduct a WOZ user study, one who acts as 
a human simulator, i.e. the wizard and one who acts as a 
facilitator, greeting study participants, introducing them to 
the study purpose, administrating questionnaires, and help-
ing the participants in case of confusion or technical issues. 
From a procedural point of view, we further found it impera-
tive that, once the interaction with the VC started, the facili-
tator had to leave the room. Otherwise the participant tended 
to look at and talk to the facilitator instead of conversing 
with the actual agent. This behavior may be explained by 
a participant’s lack of reassurance when interacting with a 
novel technology.

3.2 � Study participants

With our sample size of 78 individuals, we found a higher 
concentration of users from the first age cohort. That is, 60% 
of participants were from the age group 65-70, with 69.23% 
identified as female; and 67.14% had higher education (HE).

In general, we found that the concept of a virtual agent 
seemed rather frightening to many people of the targeted 
age group (i.e. aged 65 or older). While we did use face-
to-face meetings to overcome this fear as much as possible, 
it should be noted that for this type of technology anxiety 
poses a significant challenge, particularly when it comes to 

Fig. 3   Setup with a participant during a session

3  https​://doi.org/10.1016/0277-9536(95)00112​-K.

https://doi.org/10.1016/0277-9536(95)00112-K
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the recruitment of study participants. Consequently, recruit-
ment via flyers/posters was difficult (even when conducted 
in senior centers or elderly homes). However, we found that 
recommendations coming from other participants who had 
already taken part and enjoyed the study, helped mitigate 
the problem. Still, a lot of personal coaching was usually 
required to make people feel comfortable. Here, our experi-
ence has shown that participants needed approx. Ten min-
utes interaction with the VC to ‘lose their fear’ regarding 
the technology—in particular, when studies took place 
somewhere away from peoples’ homes or familiar living 
environments. With regard to the study inclusion criteria, 
the studies have shown that elderly people are rather pessi-
mistic when evaluating their personal health status. That is, 
while initially we were searching for ‘healthy’ participants 
aged 65 or older, we had to realize that most representatives 
of this group would not include themselves due to minor 
health issues they perceived (e.g. minor hearing problems, 
minor vision impairments). As for the interaction, it seemed 
important that participants thought they would interact with 
a prototypical system. This helped keep the expectations 
regarding speed and accuracy low. In this context, the speed 
with which a simulated system responds may be seen a par-
ticular challenge. Especially in cases where the wizard could 
not use a pre-defined utterance and had to type a response. 
An additional challenge with this generation of on-the-fly 
utterances concerns the great potential for typos and other 
mistakes, which are forwarded to the text-to-speech module 
and, consequently, spoken out loud to a study participant. 
However, being aware of the prototypical status of the sys-
tem, study participants were rather tolerant toward these 
types of issues.

3.3 � The dialogues

The participants were usually pre-informed about some 
of the content to be addressed by the coach so that they 
could think about relevant topics in advance (e.g., they were 
told to think about certain goals they would like to achieve 
before starting the conversation). Such was necessary to 
keep the interaction going and reduce the number of “yes/
no” answers. Still, in particular with respect to the nutrition 
scenario, it was difficult to keep the conversation flowing, 
as the scenario was looking for personal goals, yet people 
were often satisfied with their status-quo and, thus, did not 
find much to talk about.

Changing the conversational focus due to missing par-
ticipant goals also caused some side effects. Finally, from a 
conversational point of view, we found that different types 
of back-channeling (i.e., approving a participant’s input) had 
a significant influence on the ‘smoothness’ of the conversa-
tion. That is, while rather basic approval utterances such as 
“interesting” or “good” seemed to distort the conversation, 

other strategies which re-used participants’ words or sen-
tence structures (e.g., Participant: “I like to walk 2 hours 
every day”; Agent: “You walk 2 hours every day?”) helped 
in keeping participants engaged and consequently the con-
versation flowing.

4 � Analysis of Wizard behavior

The analysis of the Wizard behavior was carried out over the 
system turns used in the WOZ sessions. These turns were 
initially established to define each scenario. However, the 
Wizard had to create new turns to go ahead with the GROW 
model, to get more developed answers from the user or even 
to resolve situations caused by the behavior of real users, as 
analyzed in the previous section. System turns were labeled 
according to the needs of the Natural Language Generation 
(NLG) module. They were annotated in terms of Dialogue 
Acts, Polarity and Entities. These annotations allow for a 
structured analysis of the VC behavior when addressing 
participants.

In addition to labeling the WOZ sessions, annotations 
were also assigned to the set of (handmade) coaching ses-
sions proposed by the professional coach (see Fig. 1). A 
comparison between the interactions during the conversa-
tions with the simulated EMPATHIC-VC and the ones cre-
ated by the professional coach is a way to test the behavior 
of the Wizard strategy (although it has to be noted that these 
VC interactions pose a higher level of artificiality and they 
might be far from real interactions conducted with a human 
coach).

4.1 � Annotation in terms of Dialogue Acts

The set of Dialogue Acts (DAs) defining the turns of the 
coach consist of the eight questions used in the GROW 
mode, i.e. (GSQ), (MQ), (RQ), (OQ), (OGQ), (PAQ), 

Fig. 4   Distribution of Dialogue Acts
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(FQ), (WQ) extended by the Introduction label (Int) defin-
ing a typical sentence uttered by the coach during the first 
session with the user, and the General label (Gen) used for 
all the other interventions the coach performed during the 
conversations (greetings, agreements, etc.). This labeling 
structure allows to evaluate the wizard’s alignment with 
the GROW model (cf. Fig. 2).

Figure 4 shows the distribution of DAs for three differ-
ent sets: the interactions coming from the conversations 
created by the professional coach, the interactions of the 
WOZ, and a new set joining the previous two. In all the 
cases, the most used utterances were general sentences 
(Gen), which were related to the most common expres-
sions in a conversation. This shows that the wizard was 
indeed following the instructions of the professional coach 
considering that a conversation should not be a succes-
sion of GROW questions, but it should rather follow a 
more natural dialogue structure resembling a bidirectional 
conversation.

The second most frequent label in the wizard data was 
related to the introduction session (Int). Looking at the over-
all data distribution it can be observed that there were few 
sentences in the handmade conversations annotated with this 
label. This is, however, due to the fact that the professional 
coach did not follow an entire introduction procedure but 
rather gave us some sample instructions on how such an 
introduction session should be mapped out. The wizard data 
shows that those instructions were followed.

Generally, we can see that the sessions with the human 
coach exhibit a quite balanced distribution of GROW labels, 
whereas in the sessions with the wizard a significantly higher 
number of GSQ, MQ and RQ labels appear, all of which 
are situated in the initial two phases of the GROW model. 
This fact suggests that the wizard managed to connect with 

participants but seemed to have difficulties advancing deeper 
into the coaching dialogue.

4.2 � Annotation of polarity

A key quality defining a successful coach is not to show 
mood characteristics which may be perceived as negative. 
For the EMPATHIC-VC it was thus established that the sys-
tem should express a positive attitude whenever the user’s 
mood is perceived positive or neutral attitude whenever the 
user’s mood is perceived negative.

Keeping a positive attitude was also a guideline expressed 
by the professional coach. In fact, less than one tenth of the 
utterances recorded in the handmade sessions were anno-
tated with neutral mood (cf. Fig. 5). In the wizard sessions, 
there were less differences in polarity values. That is, even 
though the predominant mood was also positive, a signifi-
cant number of mood stages were labeled as neutral. Such 
could be caused by the characteristics of the conversations. 
As was mentioned before, the sessions dealt mostly with 
the G and R phases of the GROW model, which focus on 
exposing the problems that users found in their life. In this 
context, users often express negative moods and the wizard, 
consequently, neutral behavior.

4.3 � Annotation of entities

One way to make users feel that the machine understands 
them is to use the same or similar linguistic elements that 
they have used in their turns. Respective linguistic elements 
include named entities such as names, places, food, etc. 
These entities, which have to be identified in the user turns, 
can be added in the responses of the VA. Thus, in this phase, 
the annotation focused on identifying all the linguistic ele-
ments which can be interpreted as an entity and assigning 
them to the corresponding category. The following types 
of entities were defined: Actions, Dates, Food, Frequency, 
Hobbies, Places, Quantities, Topic, User Name and Others. 
The distribution of these entities in the different types of 
conversations are shown in Fig. 6.

As Fig. 6 shows, Action is the type of entity which was 
most identified in the sessions with the professional coach. 
These entities are related to objectives, obstacles, options 
and action plans of the user. The percentage is lower for the 
wizard session given that the wizard was mainly working 
in the first two phases of the GROW model, so some of the 
entities related to Action did never appear.

Another type of entity the professional coach tried to 
introduce in the conversations is the user’s name. This is 
considered a way of increasing the perceived friendliness. 
Indeed, the professional coach did frequently use the user’s 
name during a coaching session. The wizard, however, did 
not seem to include the name so frequently.

Fig. 5   Distribution of the polarity
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As for the other labeled entities, hobbies, music and travel 
were the main elements users talked about during the first 
sessions. Thus, we can see that here the entities Places and 
Hobbies were among the most frequent ones. Similarly, 
Quantities and Food were often identified in the second ses-
sions, related to nutrition.

4.4 � Behavior profile of the Wizards

Based on these comparisons carried out between real and 
handmade sessions, we can thus conclude that the wizard 
behavior was very similar to the behavior described by the 
professional coach. Some differences have been found, but 
they seem to be more related to the progress of the conversa-
tion than to the wizard’s strategy.

To sum up, we have found that the wizard tried to mix 
the use of GROW questions or introduction sentences with 
more general expressions so as to maintain a fluent and 

natural conversation, while focusing on the actual topic of 
each session. Furthermore, the wizard kept a positive mood 
when possible and the neutral mood was employed other-
wise. Finally, an attempt was made to let the users lead the 
conversation without forcing them into achieving the final 
stages of the GROW model.

4.5 � Agent preference

For their interactions, participants had to select one out 
of five different agents, shown in Fig. 7. The analysis of 
the agent preference shows that 66.7% of the participants 
selected a female agent, and that Natalie was the most pop-
ular one selected by 49.7% of the participants (remaining 
17.9% Lena, 10.3% Alice, 15.4% Christian and 1.3% Adam).

Comparing female and male participants regarding agent 
gender preference, 79% of male and 70% of female participants 

Fig. 6   Distribution of entities for the handmade conversations, for the real wizard sessions and for all the conversations together
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preferred a female agent and 21% of male and 8.5% of female 
participants preferred a male agent.

Concerning the agent’s age, the majority of the partici-
pants (i.e. 69.2%) preferred an agent looking 29-48 years old; 
25.6% preferred an age between 29–38 years, and 43.6% and 
age between 39–48 years. When asked to guess the age of 
the agent, participants perceived the agent to be on average 
34.4 years old (SD of 5.57). This is a good indication that 
the ‘looks’ of the agent did correlate with the participants’ 
preferred age.

Additional comments given by participants concerned the 
VC’s general physical appearance and its latency with respect 
to responses and movements.

5 � Emotional status from speech 
and language

In order to analyze the emotional status of participants, 
the conversations between the participants and the wiz-
ard were recorded and annotated in terms of emotions. 
The speech signal was manually labeled from scratch by 
three Spanish native annotators. Since emotion perception 
is gender dependent (Vidrascu 2007b), two men and one 
woman were selected for the annotation task.

The annotators determined manually the emotional 
state limits (i.e., segment) and also the emotional label 
associated to that segment. No particular instructions 
were given to them, except that they should annotate all 

the signal (no segment without annotation) and that a high 
agreement between annotators was desirable.

The annotation was made in terms of both a categorical 
and a dimensional model. The dimensional VAD model is 
a psychological model that characterizes affect states in 
terms of two or three dimensions, namely valence, arousal 
and dominance (VAD) (Gunes and Pantic 2010; Valstar 
et al. 2014). Thus, the annotators assigned four labels to 
each audio segment: one label related to a specific cat-
egory and 3 additional labels, one related to the valence, 
another one to the arousal and a final one to the domi-
nance as shown in Fig. 8.

The annotation procedure was organized in three steps. 
First, a set of files was chosen to be annotated by each 
annotator separately. Then, the inter-annotator agreement 
was computed. If the agreement was less than a prede-
fined threshold, the annotators discussed and re-annotate 
the files as shown in Fig. 9. Following this procedure, we 
managed to reach an agreement level for the categorical 
model annotations that was greater than 90% for all emo-
tions and even 100% for sad and tense.

5.1 � Analysis of dimensional annotation

The labels assigned to the dimensional VAD model were:

•	 Valence: positive, neither positive nor negative, negative
•	 Arousal: excited, slightly excited, neutral

Fig. 7   The five agents that could be chosen by the users and a diagram representing the their selection using different colors

Fig. 8   Annotation in terms of 
categorical and VAD model of 
two generic audio segments



6135Analysis of the interaction between elderly people and a simulated virtual coach﻿	

1 3

•	 Dominance: dominant, neither dominant nor intimidated, 
defensive

The three labels assigned to each segment were converted 
to a real point in a 3D space where the axes correspond to 
valence, arousal and dominance. To this end, a discrete value 
was assigned to each level assuming that all levels are equi-
distant. For instance, the assigned values to the different lev-
els of arousal are Excited: 1, Slightly excited: 0.5, Neutral: 0. 
Then, the average value of the annotations provided by the 
three annotators was computed to represent each annotated 
segment in the 3D space.

Figure 10 shows the probability density function of each 
variable (valence, arousal, dominance) estimated by using a 
Gaussian kernel density estimator. The results show that, in 
most of the cases, low values of Arousal along with positive 
values of Valence and neutral values of Dominance were 
obtained. This indicates that in the interaction with the wiz-
ard users did not achieve high excitation levels, which cor-
responds with our expectations, and means that the interac-
tion with the system did not unsettle people. The dominance 
values were also quite neutral, neither dominant nor intim-
idated. This means that the behavior of the virtual coach 
was appropriate and did not make people feel intimidated. 

Finally, the valence results show that users have positive 
feelings with regard to the interaction with the system.

5.2 � Categorical model

The categorical labels assigned to each audio segment were: 
calm/tired/bored, sad, amused/satisfied, puzzled and tense. 
Let us note that some categories were intentionally com-
bined into one label, (e.g. calm, tired and bored) because we 
saw in previous experiments that they were frequently mixed 
up in this task. Moreover, keeping a long list of categories 
would have increased the difficulty of the annotators’ task, 
providing lower agreement values. From now on, the mixed 
categories will be referred to by their first label, that is calm 
for calm/tired/bored and amused for amused/satisfied.

The annotation of the database by the three annotators led 
to the categories shown in Table 1. Additionally, we decided 
to consider for our work only those segments where all the 
three annotators agreed on the given label. Since the seg-
ment limits were also defined by the annotators there could 
be a mismatch among them, thus, we selected the segment 
intersection with the same label from all the annotations, 
even if this led to a fragmentation of some segments into 
two or more different ones. This happened, for instance, with 
tense, where there were 12 segments from the first annota-
tor and a higher number of segments (13) when agreement 
was required.

According to the obtained results, it can be concluded 
that the most frequent label was calm, suggesting that the 

Fig. 9   Annotation procedure

Fig. 10   The probability density function of Valence, Arousal and Dominance according to the data

Table 1   Number of segment annotated with each category label

Annotation Calm Sad Amused Puzzled Tense

First 7017 17 260 347 12
Second 7794 19 292 297 24
Third 7655 21 244 360 20
Agreement 3368 12 100 90 13
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dialogue system seems to have been perceived as friendly 
by the users. The labels sad and tense were quasi absent. 
In fact, when agreement between the annotators was 
required they almost disappeared, which means that the 
virtual coach did not provoke such negative feelings in 
users while they were interacting.

In addition, we compared the theoretical and experi-
mental values of arousal and valence associated to each 
emotion. To do so, the average of valence and arousal 
values of all the audio segments labeled with a specific 
emotion was computed and the corresponding point rep-
resented in Fig. 11 using a circle. Then, a cross was used 
to represent the position of the same emotions in the ⟨
arousal, valence⟩ space according to the diagram given in 
Cambria et al. (2012). For instance, the purple circle in 
Fig. 11 was achieved by computing the average of valence 
and arousal values for all the samples labeled as puzzled 
in our database. The purple cross, instead, was extracted 
from the diagram given in Cambria et al. (2012) that rep-
resents where the values of valence and arousal should 
theoretically be for puzzled. Note that Tense and sad emo-
tions were removed from Fig. 11 because there were not 
enough samples to represent them confidently. In order to 
theoretically represent the mixed classes, calm/tired/bored 
and amused/pleased, the mid point of the different classes 
was computed. That is, for amused/pleased the theoreti-
cal points of amused and pleased were considered and 
the mid point between them computed. According to this 
comparison, it can be concluded that in our experiments 
there were some differences regarding theoretical values. 

The differences might be due to the specific task, where 
real and not acted emotions were involved to some extent, 
as it also happened in deVelasco et al. (2019) where a dif-
ferent task was considered. Specifically, the real arousal 
values of our experiments were lower than the expected 
ones for all emotions. This could be due to the fact that 
real emotions seem to be more subtle than the acted ones 
and not so extreme. However, real values of valence were 
higher than the expected ones for all categories in our 
experiments. This might also due to the task. Participants 
that accept to take part in such a trial are usually curious 
and show a positive predisposition with regard to the situ-
ation. Furthermore, they interact with a system in a con-
trolled environment with other people in the surrounding, 
not alone, so they usually do not allow negative feelings 
to rule their behavior. Looking at the vectors illustrating 
the differences between real and theoretical values, the one 
related to calm appears to be a bit different from the oth-
ers. We may explain this by showing the theoretical value 
of calm. It seems that most annotators that used calm/tired/
bored actually were labeling with calm and not with the 
other two emotions.

5.3 � Analysis from text

Besides the acoustic information, there are other sources that 
can provide information about the emotional status of the 
users. The semantic meaning involved in a user utterance, for 
instance, can provide complementary information in some 
scenarios (Justo et al. 2018). Thus, we analyzed the users 
behavior focusing on the text obtained from the transcrip-
tions of the user utterances when they were interacting with 
the system. Specifically, we consider the polarity of the text 
associated to the utterances.

Firstly, the transcriptions of the audio recordings were 
manually extracted, in terms of user turns, by professional 
annotators. Then, each transcription was manually labeled 
by Spanish native annotators. Although up to nine different 
annotators were involved in the process, only one annotator 
labeled each transcript. They were asked to consider each 
user turn and divide it into segments according to the topic 
they were dealing with and then to assign a polarity value 
to the corresponding segment. The possible polarity values 
were: negative, neutral and positive.

The histogram of the segments labeled with the differ-
ent polarity values is shown in Fig. 12, where it can be 
observed that more than 60% of the segments were neutral 
and around 28% positive. Negative segments were almost 
absent, accounting for only 5% of the total segments. These 
results can be compared to the valence values obtained from 
the annotation of acoustic segments. In both cases the nega-
tive values are not significant, meaning that the users do 
not show negative feelings when regarding the interactions 

Fig. 11   Comparison between the theoretical and experimental val-
ues of arousal and valence associated to each emotion. Experimental 
data (circles) were achieved by computing the average of valence and 
arousal values of all the audio segments labeled with a specific emo-
tion. The theoretical points (crosses) were extracted from the diagram 
given in Cambria et al. (2012)
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with the system, as mentioned above. However, in this case 
there are more segments labeled as neutral and less labeled 
as positive. This might be due to the bias associated to the 
specific annotators and also due to the information itself, 
because there might be utterances were a positive feeling can 
be perceived from the acoustic information but the seman-
tic meaning of the message does not imply anything that 
denotes positiveness. For instance, the text ’I usually eat 
varied fruits and vegetables’ does not show a positive polar-
ity but, depending on the way it is pronounced, it might be 
associated to an acoustic segment labeled with a positive 
valence.

6 � What the participant facial expressions 
says

Following the analysis of Sect. 5, the visual modality was 
also manually labeled from scratch by two Spanish annota-
tors to analyze facial expressions of emotion in user-wizard 
interaction videos. To guarantee that only visual information 
was taken into account, videos were muted throughout the 
annotation procedure.

6.1 � Annotation protocol

As for speech, the annotators determined the emotional state 
limits and the emotional label associated to that segment 
using a categorical model. This time, however, the anno-
tators were instructed with particular guidelines to follow 
so as to ensure a common annotation protocol. First, only 
facial expressions and head movements had to be taken into 
account to annotate emotions. Out-of-face information, such 
as body and hand movements, were out of the scope of the 

annotation. Second, some participants have a specific neutral 
expression according to their physiognomy. For instance, 
some people have facial features that can be perceived as 
happy, even though they are not trying to communicate a 
state of happiness at that time. To learn this baseline neutral 
face, annotators were requested to watch the whole video 
once before starting the annotation procedure.

The annotation procedure was similar to that of emotions 
from speech (see Fig. 9). First, a subset of 4 videos was 
selected to train the annotators. Once annotated, the inter-
annotator agreement was computed. Then, annotators were 
requested to discuss the minimum level an expression must 
be perceived to label it with a specific category, to reach a 
consensus and re-annotate the files with their updated pro-
tocol. This process continued until all the videos reached a 
valid inter-annotator agreement.

The categorical labels assigned to each segment were: 
sad, annoyed/angry, surprised, happy/amused, pensive and 
other. As for speech, some categories were combined in 
one label due to the outcome of previous experiments. The 
first four are included in Ekman’s universal expressions of 
emotion (Ekman and Keltner 1997). Pensive is not an emo-
tion per se; however, it is included in our model as it has 
shown to be a frequent facial expression present in conver-
sation and it is informative of our internal and cognitive 
states (El Kaliouby and Robinson 2005; Rozin and Cohen 
2003). Annotators were instructed to annotate as one of the 
first 5 categories those segments in which it was clear for 
them that the expression was present. Other was used to 
denote either those segments in which one expression was 
taking place but which was not included in our expression 
list, or when more than one expression from the list was 
present. Finally, all non-labeled instances were considered to 
be a neutral expression, denoting the baseline face as well as 
calmed, quiet, or very subtle emotions which do not exceed 
the consensual expression thresholds.

6.2 � Analysis of categorical annotations

The final inter-rater agreement level for our selected cat-
egorical annotations was high, above 80% on average. For 
the reminder of the section, we consider as gold standard 
those segments where both annotators agreed on a given 
label. Following the speech analysis, we also selected the 
segment intersection with the same label for both anno-
tators. To do so, we included neutral as another label, 
even though it was not manually labeled. This intersec-
tion procedure caused some small segments to have no 
assigned label, which usually happens at the annotated 
segment limits when the onset/offset of a facial expression 
takes place.

Table 2 reports the number of segments for each category 
and annotator, as well as the gold standard (Agreement), 

Fig. 12   Histogram with the text segments labeled with each polarity 
value
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for all annotated videos. Table 3 shows the frequency of 
each category for the gold standard with respect to the total 
amount of annotated time. As we can observe, pensive is 
the most frequent manually-labeled expression, appearing 
12% of the time, followed by happy/amused, present in 6% 
of the total annotated time. The lack of perceived nega-
tive emotions is in line with Sect. 5’s results. This suggests 
that the interaction with the wizard was positive and that 
the users were engaged in the conversation. Despite such 
findings, the absence of facial expressions (neutral) clearly 
dominates over all categories. While it is on par with pen-
sive with respect to number of segments, participants spent 
most of the interaction (around 87% of the time) showing 
no apparent emotion. This is expected, as users had to wait 
for the system responses for most part of the interaction. 
However, this is a good sign, as participants could have 
started to feel angry or sad due to such waiting times, but 
instead they tended to remain calm.

It is worth noting that, even though the speech and 
video results follow the same trend, the total annotated 
time for video is much higher than for speech, due to the 
fact that speech instances constitute just a fraction of the 
whole recorded interaction. Therefore, there is more emo-
tional information from video than from audio in a user-
wizard interaction. There are indeed some expressions of 
emotion that can be better perceived from video than from 
speech. Pensive, for instance, which appears frequently 
right before or while speaking, can only be inferred from 
the visual modality. However, what we say and how we 
say it are also informative of our emotional status. Hence, 
information from speech, language semantics and facial 
expressions should be combined in a multi-modal manner 
in order to better understand the emotional status of the 
user at a given time.

7 � Conclusion and future work

This paper analyzed the sessions that a selected set of Span-
ish seniors carried out to interact with a Wizard of Oz driven, 
simulated system. A coaching strategy based on the GROW 

model was used throughout these sessions. In this interac-
tion framework, both the human and the system behavior 
were analyzed. Regarding the system behavior, the analysis 
concluded that the wizard was not intended to implement a 
succession of GROW questions, but rather follow a more 
natural dialogue structure resembling a bidirectional con-
versation. Moreover, the sessions with the wizard show that 
the conversation stayed mainly at the initial two phases of 
the GROW model, that is, the wizard managed to connect 
with participants but seemed to have difficulties advancing 
deeper into the coaching dialogue.

On the other hand, the wizard mood was frequently 
labelled as positive (60%) when analyzing the language 
generated to be pronounced by the virtual agent, and neu-
tral the remaining times. A higher percentage of positive 
content will probably be achieved when the sessions go 
beyond the G and R phases of the GROW model.

Regarding the user behavior, the probability density 
function of each dimension (valence, arousal, dominance) 
of the VAD model show low values of Arousal along with 
positive values of Valence and neutral values of Domi-
nance, when analyzing the emotional labels extracted from 
speech. This indicates that users did not achieve high exci-
tation levels when interacting with the Wizard. In fact, the 
behavior of the virtual coach seems to be appropriate and 
did not make people feel intimidated. Finally, the valence 
results show that users have positive feelings with regard 
to the interaction with the system. In terms of categories, 
the most frequent label was calm, suggesting also that the 
dialogue system seems to been perceived user friendly.

Regarding the analysis of the emotional labels associ-
ated to video segments the most frequent label was pensive 
followed by happy/amused. The lack of perceived negative 
emotions is in line with results obtained from the speech 
analysis. This also suggests that the interaction with the 
wizard was positive and that the users were engaged in 
the conversation. Despite such findings, participants spent 
most of the interaction (around 87% of the time) showing 
no apparent emotion, because users had to wait for the 
system responses for most part of the interaction.

Table 2   Number of segments 
annotated with each category 
label

Annotation Sad Angry Surprised Happy Pensive Other Neutral Total

First 0 0 12 234 2033 0 2250 4529
Second 0 1 44 151 2060 3 2245 4504
Agreement 0 0 5 141 1825 0 2382 4353

Table 3   Percentage of each 
category label with respect to 
the total amount of annotated 
time

Annotation Sad Angry Surprised Happy Pensive Other Neutral

Agreement 0 0 0.01 0.63 11.95 0 87.41
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It is worth noting that, even though the speech and 
video results follow the same trend, the total annotated 
time for video is much higher than for speech, due to the 
mute part of videos where users were waiting for the sys-
tem’s interaction. Some expressions of emotion can only 
be inferred from the visual modality since they are mainly 
associated to silent participant. Hence, information from 
speech, language semantics and facial expressions should 
be combined in a multi-modal manner in order to better 
understand the emotional status of the user at a given time.

Future work will include the analysis of on going inter-
action sessions carried out in Norway and France, which 
will allow a cross-cultural analyses of the user behavior. 
Moreover, cross-model analysis of the emotional analysis 
will be carried out in depth by also including the results 
of the questionnaires in the analysis.
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