
Vol.:(0123456789)1 3

Journal of Ambient Intelligence and Humanized Computing (2023) 14:5541–5553 
https://doi.org/10.1007/s12652-020-02669-6

ORIGINAL RESEARCH

Rapid COVID‑19 diagnosis using ensemble deep transfer learning 
models from chest radiographic images

Neha Gianchandani1 · Aayush Jaiswal1 · Dilbag Singh2 · Vijay Kumar3 · Manjit Kaur2

Received: 11 June 2020 / Accepted: 3 November 2020 / Published online: 16 November 2020 
© Springer-Verlag GmbH Germany, part of Springer Nature 2020

Abstract
The severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2) causes novel coronavirus disease (COVID-19) outbreak 
in more than 200 countries around the world. The early diagnosis of infected patients is needed to discontinue this outbreak. 
The diagnosis of coronavirus infection from radiography images is the fastest method. In this paper, two different ensemble 
deep transfer learning models have been designed for COVID-19 diagnosis utilizing the chest X-rays. Both models have 
utilized pre-trained models for better performance. They are able to differentiate COVID-19, viral pneumonia, and bacte-
rial pneumonia. Both models have been developed to improve the generalization capability of the classifier for binary and 
multi-class problems. The proposed models have been tested on two well-known datasets. Experimental results reveal that 
the proposed framework outperforms the existing techniques in terms of sensitivity, specificity, and accuracy.
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1 Introduction

The outbreak of novel coronavirus surprised the whole 
world. The disease caused by severe acute respiratory 
syndrome coronavirus 2 (SARS-CoV-2) is also known as 
COVID-19. According to the World Health Organization 
(WHO), more than fifteen million peoples are infected 
from this virus across 215 countries (Coronavirus Disease 
(COVID-19) 2020). 0.63 million deaths with 9.43 million 
recovered cases are reported globally by 23 July 2020. USA, 
Brazil, and India are severely affected with 4.1 million, 2.2 
million, and 1.3 million active corona cases, respectively.

Due to the communicable nature of this virus and inap-
propriate treatment, the early detection of an infected person 

is required to discontinue the coronavirus spread (Oh et al. 
2020). The main source for detecting the infected person is 
symptoms developed in the patients. The infected person 
may suffer from fever, cough, breathing problem, sore throat, 
diarrhoea, and headache (COVID-19 symptoms 2020). Loss 
of smell, tiredness, disappearing of taste, and aches may be 
found in some patients. However, the presence of COVID-
19 symptoms may not be found in some infected persons 
(Loey et al. 2020). Due to this, the detection of an infected 
person is a very difficult task. The health facilities of many 
developed countries have been exhausted due to the rapid 
increase in corona affected persons. These countries are fac-
ing a shortage of corona testing kits and ventilators. Due to 
this, some countries announced the lockdown to break the 
chain of coronavirus and safe their population.

Besides the imposition of lockdown, screening of patient 
is required for isolation and treatment. Initially, real-time 
reverse transcription-polymerase chain reaction (RT-PCR) 
method is used for detecting the coronavirus infection in the 
patients (Corman et al. 2020). RT-PCR is performed on the 
clinical samples of patients and results are obtained within 
a few hours to two days. Due to the low sensitivity of RT-
PCR and unavailability of kits, radiography imaging tech-
niques can be utilized to detect COVID-19 in the patients 
(Xie et al. 2020). It has been observed from research articles 
that chest scans may be suitable for COVID-19 detection 
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(Corman et al. 2020; Xie et al. 2020). Hence, the diagnosis 
and detection of coronavirus infection in COVID patients 
can be done through chest radiography techniques. The chest 
X-ray and chest CT scan are two well-known radiological 
techniques. Chest X-ray is preferred over the chest CT scan 
due to easy availability of X-ray machines in hospitals and 
low ionizing radiation exposure to patients (Yu et al. 2020).

The radiological expert is required to analyze chest X-ray 
for finding the COVID-19 imaging patterns. However, it is a 
time-consuming and error-prone task (Cellina et al. 2020). 
Therefore, the automatic analysis of chest x-ray is required. 
Recently, deep learning (DL) techniques are widely used 
in medical imaging for the diagnosis of different diseases 
(Shen et al. 2017). DL techniques automatically extract the 
features from the given image without any user interven-
tion (Wang and Xia 2018). Due to this, these techniques are 
used in the classification of infections in chest X-ray images. 
Therefore, DL techniques are used for automatic analysis of 
chest X-ray for detecting the COVID-19 imaging patterns 
from patient’s images.

The main contribution of this paper is as follows:

(i) An ensemble deep transfer learning models are 
designed for COVID-19 diagnosis using chest X-ray 
images.

(ii) The proposed model not only helpful in diagnosing the 
COVID-19 infected patients but also able to differenti-
ate the COVID-19 from diagnosing pneumonia (i.e., 
viral and bacterial).

(iii) The proposed framework extracts the features from 
chest X-ray images using an ensemble deep learning 
network. Thereafter, the extracted features are applied 
to classifier for further classification.

(iv) The performance of the proposed framework has been 
tested on two well-known datasets.

(v) The proposed framework has been compared with the 
competitive models in terms of various performance 
metrics such as accuracy, f-measure, area under curve, 
precision and recall.

The remainder of this paper is structured as follows. The 
related work is described in Sect. 2. Section 3 presents the 
proposed approach for COVID-19 detection in infected 
persons. Experimental results and discussions are given in 
Sect. 4. The concluding remarks are drawn in Sect. 5.

2  Related work

Recently, deep learning techniques such as convolutional 
neural networks (CNN) and transfer learning are widely used 
for classification of COVID-19 from chest X-rays. Research-
ers have done a lot of work in the short span of time.

Basu and Mitra (2020) proposed a domain extension 
transfer learning for detecting the abnormality instigated 
by COVID-19 in chest X-rays. They used Gradient Class 
Activation Map for detecting features from X-ray images 
and validated over NIH chest X-ray dataset. The accuracy 
obtained from this model is 95.3%. Luz et al. (2020) studied 
the deep learning architectures for identification of COVID-
19. COVIDx dataset is used to demonstrate the efficiency of 
the proposed model. Flat EfficientNet model achieved 93.9% 
accuracy with 96.8% sensitivity. Hemdan et al. (2020) devel-
oped a novel automatic framework namely COVIDX-Net for 
identification of coronavirus infection in the patients’ chest 
X-ray. COVIDX-Net utilized seven different deep learning 
architectures. COVIDX-Net is tested on only 50 chest X-ray 
images. Both VGG19 and DenseNet201 provided 90% accu-
racy on these images. Ozturk et al. (2020) presented an auto-
matic COVID-19 detection model named as DarkCovidNet 
using chest X-ray. DarkCovidNet is trained on 125 COVID-
19 chest images. The classification accuracies obtained from 
this model are 98.08% and 87.02% for binary and multi-class 
cases. The main drawback of this model is that the limited 
number of coronavirus infected X-ray images are used for 
validation.

Togaçar et al. (2020) used a fuzzy colour technique for 
converting the original chest X-ray dataset into a struc-
tured dataset. Thereafter, the structured dataset is converted 
into a stacked dataset using image stacking technique. 
MobileNetV2 and SqueezeNet are used for identification 
of COVID-19 patterns in the images. The classification 
accuracy obtained from MobileNetV2 and SqueezeNet is 
98.25% and 97.81%, respectively. Tuncer et al. (2020) pro-
posed a novel method for detection of COVID-19 pattern in 
chest X-ray images. Residual Exemplar Local Binary Pat-
tern (ResExLBP) is used for feature extraction. After that, 
the important features are selected through iterative ReliefF. 
These selected features are applied to five well-known clas-
sifiers. This approach is tested on 321 chest X-ray images 
and achieved a 99% success rate for SVM classifier. Das 
et al. (2020a, b) presented an automatic detection of coro-
navirus infection from chest X-ray images using deep learn-
ing technique. The classification accuracy obtained from the 
proposed model is 97.40%. Wang and Wong (2020) devel-
oped a COVID-Net framework for detection of COVID-19. 
COVID-Net attained 92.4% accuracy in classifying nor-
mal, pneumonia, and COVID-19 classes. COVID-Net pro-
vides better performance than the VGG-19 and ResNet-50 
architecture.

Mahmud et al. (2020) proposed a CovXNet for detect-
ing COVID-19 patterns from the patient’s chest X-rays. The 
predications obtained from CovXNet are further optimized 
using the stacking algorithm. Their model is tested over 915 
images. The classification accuracies obtained from Cov-
XNet are 97.4% and 89.6% for binary and three-class cases, 
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respectively. Apostolopoulos and Mpesiana (2020) presented 
an automatic detection of COVID-19 from X-ray images 
using five pre-trained deep learning architectures. The 
pre-trained architectures are VGG-19, MobileNet, Incep-
tion, Xception, and Inception_ResNet_V2. The accuracies 
obtained from VGG-19 are 98.75% and 93.48% for binary 
and multiclass cases, respectively.

Rahimzadeh and Attar (2020) presented the hybridiza-
tion of Xception and ResNet50_V2 for identification of 
COVID-19 patterns in the chest X-ray images. Their model 
is tested on 6054 images and attained classification accu-
racy of 91.4%. Shelke et al. (2020) proposed a classification 
model to analyze and diagnosis of COVID-19 using chest 
X-ray images. The accuracy obtained from DenseNet-161 
is 98.9%. However, they have tested on a very small data-
set that consists of only twenty-two X-ray images. Narin 
et al. (2020) studied the three pre-trained deep learning 
architectures namely ResNet50, Inception_V3, and Incep-
tion-ResNet_V2 for detection of coronavirus infection in 
the chest X-ray images. The COVID-19 detection accuracy 
achieved from ResNet50 is 98%.

Abbas et al. (2020) proposed a DeTraC model for detec-
tion of COVID-19 from the chest X-ray images. They used 
a pre-trained CNN model for deep feature extraction. There-
after, class decomposition is used to extract the local struc-
ture from the data distribution. Gradient descent method 
is used for classification. The classification results are fur-
ther refined through a class composition layer of DeTraC. 
DeTraC achieved an accuracy of 95.12% over 105 chest 
X-ray images. Chouhan et al. (2020) proposed an ensemble 
approach for pre-trained deep learning architectures. They 
used AlexNet, DenseNet121, Inception_V3, ResNet18 
and GoogleNet architectures for COVID-19 classification. 
Their ensemble model achieved the classification accuracy 
of 96.4%. Das et al. (2020a, 2020b) presented a truncated 
InceptionNet model for screening of COVID-19 from the 
chest X-ray images. The model is tested on three publicly 
available chest X-ray datasets.

3  Proposed ensemble deep transfer 
leanring model

In this section, the detail description of the proposed ensem-
ble deep learning model is presented.

3.1  Motivation

The availability of large-scale well-annotated datasets espe-
cially in image classification supports better feature extrac-
tion and results owning to a distinct boundary between vari-
ous classes and enough data to train on. Hence, the models 
trained on such diverse data are generic enough to learn and 

represent class boundaries even in the case of medical data 
where there is a contingency for high generalization error 
due to the unbalanced and limited availability of dataset. 
Transfer Learning, is thus, utilizing the feature extraction 
capabilities of pre-trained models on huge datasets like Ima-
geNet (Deng et al. 2009) that can capture the class bounda-
ries well. Transfer learning not only eliminates the prereq-
uisite for a huge dataset but also provides quick results in 
this pandemic situation. This motivates us to utilize these 
techniques in our proposed deep learning framework for 
classification of COVID-19.

3.2  Ensemble learning

To reduce the errors in detection, an ensemble deep transfer 
learning model is proposed by combining the outputs of dif-
ferent independently trained neural networks (in our case, 
transfer learning models) as shown in Fig. 1. An ensemble 
of transfer learning networks may be a robust approach by 
reducing errors. It produces optimal results from the com-
bined networks with the least possible errors. After data-pre-
processing, the convolutional neural network architecture is 
built using pre-trained models. The core components of the 
employed models are described in the preceding subsections.

3.3  Layers of deep CNN

3.3.1  Pooling layers

Pooling layers are used for multi-scale analysis and reduc-
ing the input data (image) size for feature reduction. Max 
Pooling and Average Pooling layers are most widely utilized 
in CNN. The average pooling layer ( lavg) is used in the pro-
posed architecture, which can be mathematically defined as 
(Wang et al. 2018):

where x and |k| denote pooling region and k cardinal number, 
respectively. A denotes the activation set in x defined as:

Here, y ∈ poolingregion(x).

3.3.2  Fully connected layer and Softmax

The fully connected layers (FC) have full connections to the 
neurons. The inputs to FC are multiplied with FC weight 
matrix to produce the multiplication result. In the proposed 
architecture, a fully connected dense layer is used with Soft-
max activation function for multi-class classification.

(1)lavg =

∑
Ax

�Ax�

(2)A = ay
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The working of the dense layer with Softmax activation 
(Wang et al. 2018) can be described through the concept 
of conditional probability. Softmax function ( P(c, s) ) is the 
probability of a sample s belonging to class c and defined as:

In Eq. 3, P(c) is the class probability and the total number 
of classes is given by C and the class probability is P(c) . 
Equation 3 can also be redefined as:

Here,

3.3.3  Dropout

Dropouts are added to regularize the convolutional neu-
ral networks by randomly setting the outgoing neurons at 
the hidden layers 0 at each training iteration. The dropped 
neurons have no contribution to the forward pass or 

(3)P(c, s) =
P(s, c) × P(c)

∑C

n=1
P(n) × P(s, n)

(4)Softmax = P(c, s) =
exp (�c[s])

∑C

n=1
exp (�n[s])

(5)�c = ln[P(s, c) × P(c)]

back-propagation while training phase. This leads to differ-
ent architecture being used for each forward pass step despite 
having shared weights. This assists in avoiding over-fitting 
in the model. In this paper, the dropouts are set to 0.2 and 
0.3 for the three-class classification problem (Krizhevsky 
et al. 2012).

3.3.4  Rectified linear units (ReLU)

The activation function of ReLU can be defined as:

The training time of ReLU is significantly lesser than sig-
moidal functions. It is also helpful to overcome gradient-
based training and poor performance in neural networks due 
to the widespread saturation. In comparison to the sigmoid 
function, ReLU reduces the training time by fastening the 
convergence of stochastic gradient descent (Wang et al. 
2018).

3.3.5  Sigmoid function

The sigmoid function (also referred to as logistic function) is 
simply used to predict the probability of a given output. The 

(6)frelu(a) = max(0, a)

Fig. 1  Block diagram of an ensemble learning model by considering n number of artificial neural networks
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sigmoid function gives desirable results for the probability 
of [0,1]. The sigmoid produces a flexible S-shaped curve or 
the “Sigmoid” curve. It can be mathematically defined as:

Here, � is the input.

3.4  Architectures of deep transfer learning models

Figure 2 shows the architectures of DenseNet201 (Huang 
et  al. 2017), ResNet152V2 (He et  al. 2016), Inception-
ResNetV2 (Szegedy et al. 2017), and VGG16 (Simonyan 
and Zisserman 2014). The neurons for the first dense layer 
are 64 in place of 128 for binary class classification problem. 
The fine-tuned pre-trained model with several layers is used 
for feature extraction. In Dense Layer, Softmax activation 
function is introduced for three-class classification problem. 
However, Sigmoid activation is used for binary classification 
The models are trained for 300 epochs with batch size set to 
16. Adam optimizer is used for fine-tuning of the models. 
To prevent overfitting, regularization is achieved by using 
an early stopping criterion.

3.4.1  Ensemble deep transfer learning model 
for three‑class classification problem

The above-mentioned transfer learning classifiers motivated 
us to propose the ensemble stacked classifier. The ensemble 
of deep CNNs may prove to be a powerful technique for 
better results as it works on the concept of combining the 
decisions obtained from various models (Siwek et al. 2009; 
Islam and Zhang 2018). Owning to the stochastic nature of 
deep CNNs, each neural network architecture learns some 
specific patterns from other neural networks. The ensem-
ble technique provides better boosting accuracy and feature 
extraction capability (Alshazly et al. 2019).

Figure 3 shows the architecture of the proposed ensemble 
model for three-class classification problem. The ensemble 
is done through a concatenation of two deep learning models 
namely, VGG16 and DenseNet201. InceptionRestNetV2 and 
ResNet152V2 are not considered for the ensemble process 
due to their relatively low performance for the three-class 
problem as reported in the literature. During the hyper-
parameter tuning, fully connected layers (64 neurons each 
with 0.2 and 0.1 dropouts) having Softmax activation func-
tion have been added for three-class classification.

The base neural networks have been frozen to preserve 
ImageNet weights during the training phase. The archi-
tecture added after ensemble is trained on Dataset 2. The 
ensemble neural network has been trained for 10 epochs with 
a batch size of 64. The learning rate is set to 0.00001.

(7)Sigmoid = �(�) =
1

1 + e−�

3.4.2  Ensemble deep transfer learning model for two‑class 
classification

The four modified architectures of pre-trained models as 
depicted in Fig. 2 (using Sigmoid in the last Dense Layer 
instead of Softmax) are trained on the first dataset. Similar to 
the three-class ensemble model, all the four transfer learning 
models, i.e., modified DenseNet201, Inception ResNetV2, 
ResNet152V2, and VGG16 are initially trained and evalu-
ated individually. The best two of four models are further 
ensembled in the proposed architecture. A similar architec-
ture is followed post ensemble with two dense layers (64 
neurons each and dropouts) for further classification. How-
ever, a dense layer with Sigmoid activation is introduced for 
final binary classification to obtain probabilities in the range 
of [0,1] for two classes namely, COVID positive and COVID 
negative. Figure 4 shows the architecture of the proposed 
model for binary classification.

The proposed model is trained for 20 epochs while keep-
ing the base models are frozen. The batch size and learning 
rate are set to 64 and 0.00001, respectively. The entire pre-
processing, augmentation, and model training is performed 
through TensorFlow framework.

4  Performance analysis

In order to validate the performance of the proposed model, 
they have been compared with recently developed transfer 
learning models such as VGG16, ResNet152V2, Inception-
ResnetV2, andDenseNet201. Experimental results and dis-
cussion are mentioned in the preceding subsections.

4.1  Dataset

Two different datasets are used for validation of the proposed 
models. The first dataset has been obtained from Kaggle 
datasets resource (Asraf 2020). It consists of X-Ray-scans 
that have COVID positive, COVID negative and Pneumonia 
subjects. The COVID positive and COVID negative from 
the mentioned dataset is utilized for binary classification.

The second dataset is created by researchers from the 
University of Dhaka and Qatar University along with medi-
cal practitioners and collaborators (Chowdhury et al. 2020). 
It consists of 1203 Chest X-ray scans on COVID, normal, 
and pneumonia subjects (viral as well as bacterial pneumo-
nia). This dataset is used for multi-class classification. Due 
to the lack of data corresponding to the COVID class, image 
data from (Darshan 2020) is also combined for making it 
401 images corresponding to each class. Samples images 
taken from two datasets are shown in Fig. 5.
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Fig. 2  Architectures of modified deep transfer learning models a Inception ResNetV2, b ResNet152V2, c DenseNet201, d VGG16
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4.2  Data preparation and preprocessing

For better performance of the proposed system, X-ray 
images are resized to 224 × 224 × 3 (RGB). It is essential to 
augment data for better generalization capability. As neural 
networks have millions of parameters, the data must be in 
proportional orders for a good learning capacity. To make up 
for the lack of data available, the training and validation data 
is augmented by horizontal flipping, vertical flipping, rota-
tion by 45° and slant angle (0.2) for sheer transformation.

Augmentation is also carried out on the validation dataset 
as our model may be validated through the variety of inputs. 

The models not only learn from synthetically modified data 
but are also validated on augmented data. To ensure a uni-
form data distribution, image normalization has been carried 
out by dividing the images by the number of channels, i.e., 
255 to achieve the normalized data in the range of [0, 1]. 
This will ensure better convergence during the training of 
the neural network.

The last step is data splitting for training, validation, and 
testing. For both classification problems, the split is ini-
tially done through 15% of data for testing and remaining 
data (85%) is again split. Among this data, 68% for model 
training and 17% for model validation. The model learns 

Fig. 3  Proposed ensemble deep transfer learning model by using the modified VGG16 and DenseNet201 models for multi-classification

Fig. 4  Proposed ensemble framework (architecture) for binary classification
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and assigns weights from the training data due to this more 
weightage has been assigned from the total dataset. How-
ever, a slight variation in results may be noticed if the train-
ing proportion of data is decreased or increased.

4.3  Performance metrics

The performance of the proposed models has been tested 
for classification. The confusion-matrix based quantitative 
metrics are Accuracy (ACC) , Sensitivity (SNS) , Specificity 
(SPS), Precision (P) , Recall (R) , and F1-Score (F1). Accu-
racy (ACC) can be defined as the overall performance of the 
model by quantifying the correctly predicted labels. ACC 
can be mathematically explained as (Basavegowda and 
Dagnew 2020, Osterland and Weber 2019, and Ghosh et al. 
2020):

SNS and SPS denote how accurately a classifier predicts the 
positive and negative labels quantifying the true positive 
rate and the true negative rate respectively. SNS and SPS 
can be explained as in Eq. 9 and Eq. 10, respectively (Gupta 
et al. 2019):

The exactness of results can be evaluated using Precision 
(P) . Precision gives the agreement of data labels with the 
positive labels given by the classifier (Please refer to Eq. 11). 
Similarly, Recall (R) , also known as Sensitivity (as defined 

(8)Accuracy = ACC =
TP + TN

TP + TN + FP + FN

(9)Sensitivity = SNS =
TP

TP + FN

(10)Specificity = SPS =
TN

TN + FP

in Eq. 9) evaluates the completeness of the classifier. Higher 
the R-value lower would be false negatives as can be defined 
as (Wang et al. 2019 and Wiens 2019):

F1-Score quantifies the data distributions by giving a 
combined score of SNS and SPS as in Eq. 13

In Eqs. 8–13, TP defines the true positive subject, i.e., 
a subject who is COVID-19 +ve and the model has cor-
rectly classified the same as COVID-19 +ve. Similarly, TN 
is the truly predicted negative case. Whereas, FP AND FN 
are the incorrect predictions by the model corresponding to 
COVID-19 +ve and COVID-19 -ve subjects. The proposed 
model has also been evaluated using a multiclass confusion 
matrix for three classes that are COVID-19 (+ve), Normal 
and Pneumonia (see Fig. 6).

4.4  Experimentation 1: three class‑classification

Table 1 shows performance evaluation of the proposed 
approach with VGG16, ResNet152V2, InceptionResnetV2, 
andDenseNet201. It is observed from Table 1 that the 
above-mentioned models achieve comparable results. 
DenseNet201 attained the best testing accuracy of 96.68%, 
which is better than VGG16, ResNet152V2, and Inception-
ResnetV2. The proposed ensemble technique outperforms 
the pre-trained models with a testing accuracy of 99.21%. 

(11)Precision = P =
TP

TP + FP

(12)Recall = R =
TP

TP + FN

(13)F1Score = F1 =
2 × P × R

P + R

Fig. 5  Sample X-ray images for binary and multi-classification
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The proposed architecture provides better generalization 
capability than the other models. The ensemble technique 
takes a minimum of 6 mi for the training phase and a few 
seconds for the testing phase. Each class namely COVID-
19 (+ve), normal, and pneumonia achieve high precision 
values. It means that the correct positive predictions out 
of all the subjects can be classified as positive.

The precision for pneumonia subjects is one indicating 
that there are zero false-positive predictions. The macro 
average (unweighted mean per label) precision, recall, and 
F1-Score for the proposed framework are 0.99, which jus-
tifies the validity of the model.

Figure 6 shows the computed confusion matrix for three-
class classification. Figure 7 shows the training and valida-
tion loss for the proposed model. The model converges well, 
reaching peak accuracy while keeping the training as well 
as validation losses minimal. It is found that the training 
and validation losses are not far from approximately similar 
values. Our model is not over-fitted for this dataset.

Figure 8 depicts the Area Under the receiver curve (AUC) 
for the proposed ensemble model. It is observed that a per-
fect AUC = 1 is achieved for COVID-19 (+ve) subject and 
normal subjects, indicating the model has a perfect sense 
of separability of the said, two classes. For pneumonia, the 
score is 0.99 is achieved, which is appreciable, however, for 
a critical situation like COVID-19, efforts to increase it can 
be made.

4.5  Experimentation 2: two class‑classification

For the binary classification, the four learning models are 
individually trained and achieved accuracies of 95.12% 
(VGG16), 94.61% (ResNet152V2), 93.07% (Inception-
ResNetV2) and 94.10% (DenseNet201). The training time 
is calculated to be approximately 10 min for the proposed 
architecture. Both VGG16 and ResNet152V2 achieved the 
highest accuracy. However, there is still scope of improve-
ment (precision and sensitivity scores) by considering the 

Fig. 6  Confusion matrix for three-class classification

Table 1  Test evaluation of three 
class classifiers

Final precision, recall, F1-score and accuracy (macro average values) of the proposed ensemble model for 
three-class classification are highlighted in bold

Model/Metric Label Precision Recall F1-Score Accuracy(overall) 
(%)

VGG16 Covid19 0.95 0.98 0.97
Normal 0.94 1.00 0.97
Pneumonia 0.98 0.88 0.93
[Macro average] 0.96 0.96 0.96 95.70

ResNet152V2 Covid19 0.92 1.00 0.96
Normal 0.95 0.98 0.96
Pneumonia 0.99 0.92 0.95
[Macro average] 0.95 0.96 0.96 95.58

InceptionResnetV2 Covid19 0.95 1.00 0.98
Normal 0.95 0.95 0.95
Pneumonia 0.95 0.90 0.92
[Macro average] 0.95 0.95 0.95 95.02

DenseNet201 Covid19 0.95 1.00 0.98
Normal 0.95 1.00 0.98
Pneumonia 1.00 0.90 0.95
[Macro average] 0.97 0.97 0.97 96.68

Proposed Ensemble Covid19 0.98 1.00 0.99
(VGG16 + DenseNet) Normal 0.99 1.00 0.99

Pneumonia 1.00 0.98 0.99
[Macro average] 0.99 0.99 0.99 99.21
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sensitive problem. For this, the ensemble model is intro-
duced, which is utilized in the multi-class classification 
problem. The proposed ensemble architecture consists 
of VGG16 and ResNet152V2 that surpassed the basing 
of models by achieved a 1.2% (roughly) higher accuracy. 
The proposed architecture attained 0.959 precision and 

accuracy of 96.15% indicating the correctness of predicted 
COVID and normal subjects.

The experimental results reveal that the proposed ensem-
ble technique attains high specificity rates. It means that 
there would be no false-positive predictions, which directly 
implies a lesser obligation on the healthcare system. This 
will aid in the correct usage of testing kits and health-care 
facilities by reaching those who genuinely require it.

To evaluate the proposed binary classifier, the confusion 
matrix and the loss plot is given in Figs. 9 and 10, respec-
tively. 4% false predictions are observed (positive as well as 
negative) with a 96% true predication for COVID-19(+ve) 
as well as normal subjects. The model fits well, as can be 
seen from the loss plot, avoiding any overfitting, as clear 
from the minimum (~ 0) difference between the training and 
validation error.

The Area Under the receiver curve (AUC) is also com-
puted as shown in Fig. 11 for all binary classifiers imple-
mented. It can be observed that the proposed ensemble per-
forms better than the individual base models giving good 
separability between the two classes. This also supports the 
fact that the ensemble process results in better-generalized 
models resulting in efficient frameworks. Although, a 0.1% 
difference is seen between the AUC of both base models 
(VGG16 and ResNet152V2) and the proposed ensemble, 
in medical research, 0.1% increase in the model quality is 
critical.

4.6  Comparative analysis

It can be established from the results that deep learn-
ing framework can significantly assist in the detection of 
COVID-19 subjects using X-ray images by giving a low 
cost and rapid solution for the diagnosis of COVID-19. 
Table 3 shows the performance evaluation of the proposed 
binary classification technique with state-of-the-art tech-
niques. Waheed et al. (2020)proposed a framework an 
appreciable accuracy of 95% however, the false negative 
is the rate was 10%, which is menacing for the specific 
problem in hand. The proposed architectures by Hem-
dan et al. (2020) and Sethy and Behera (2020) achieved 
good results with high sensitivity and specificity values, 

Table 2  Test evaluation of two-
class classifiers

Final precision, recall, F1-score, sensitivity, specificity and accuracy of the proposed ensemble model for 
binary classification are highlighted in bold

Model/Metric Precision Recall F1-Score Sensitivity Specificity Accuracy (%)

VGG16 0.945 0.969 0.952 0.969 0.933 95.12
ResNet152V2 0.939 0.953 0.946 0.953 0.938 94.61
InceptionresNetV2 0.924 0.938 0.931 0.938 0.923 93.07
DenseNet201 0.901 0.989 0.943 0.989 0.892 94.10
Proposed ensemble 0.959 0.964 0.961 0.964 0.958 96.15

Fig. 7  Loss plot for the proposed ensemble (three class)

Fig. 8  Area under ROC (AUC) for the proposed ensemble, depict-
ing the specific AUC for each class along with the micro-average and 
macro-average overall AUC 
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the data utilized was extremely limited, which may indi-
cate reduced generalization. To overcome these possible 
inhibitions, we utilized a larger data set with augmen-
tation and well as tried to reduce the false predictions. 
Considering, the statistical metrics in Table 2, the pro-
posed ensemble surpassed the state-of-the-art concerning 

better generalization as well as by minimizing the false 
predictions achieving an overall classification accuracy of 
96.15%.

Table 4 shows the performance comparison of the pro-
posed technique for multi-classification with five state-
of-the-art techniques. Although the false predictions in 
MobileNetV2 (Apostolopoulos and Mpesiana 2020) and 
Dark COVID-Net (Ozturk et al. 2020) were slightly lower 
than the proposed model, however, the model lacked with 
an approximately 5% and 12% lower accuracy. Islam et al. 
(2020) proposed a novel approach using CNN as a fea-
ture extractor and LSTM for detection and their approach 
closely follows behind our proposed ensemble framework 
with an accuracy of 97%. Hence, the proposed ensemble 

Fig. 9  Confusion Matrix for 
binary classification

Fig. 10  Loss plot for binary classification (ensemble)

Fig. 11  Area under ROC (AUC) for the 5 models implemented for 
binary classification

Table 3  Performance evaluation of different deep learning techniques 
on the binary dataset

Accuracy of the proposed ensemble model is highlighted to empha-
size on the highest accuracy value with respect to the other tech-
niques that have been utilized for binary classification

State-of-the-art Accuracy (%)

ResNet50 + SVM (Sethy and Behera 2020) 95.38
CovidGAN (Waheed et al. 2020) 95
COVIDX-Net (Hemdan et al. 2020) 90
CAAD (Zhang et al. 2020) 72.77
CNN trained from scratch (Maghdid et al. 2020) 94
Proposed ensemble model 96.15

Table 4  Performance evaluation of different deep learning techniques 
on the multi-class dataset

Accuracy of the proposed ensemble model is highlighted to empha-
size on the highest accuracy value with respect to the other tech-
niques that have been utilized for three-class classification

State-of-the-art Accuracy (%)

Dark COVID-Net (Ozturk et al. 2020) 87.02
MobileNetV2 (Apostolopoulos and Mpesiana 2020) 94.72
CORO-Net (Khan et al. 2020) 95
CNN + LSTM (Islam et al. 2020) 97
Covid-Net (Wang and Wong 2020) 93.3
Proposed ensemble model 99.21
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for the multi-classification task outperformed various other 
approaches with a final classification accuracy of 99.21%.

5  Conclusions and future scope

In this paper, the ensemble models using deep convolutional 
neural networks are proposed for the detection of COVID-
19 from chest X-ray images. The proposed model not only 
detect COVID-19 infection from infected persons but is also 
able to detect COVID-19 from normal and pneumonia (Viral 
and Bacterial) persons. The proposed models are tested over 
two well-known datasets. They achieved the accuracies of 
99.21% and 96.15% for three class and binary classifica-
tion, respectively. The proposed model may be leveraged by 
health officials and researchers to accelerate the prediction 
of COVID-19 in this global pandemic situation.

There are some limitations of the proposed framework, 
which can be improved in the future. A limited patient data-
set is available that eventually impacts the training and learn-
ing capacity of the proposed models. In future, more patient 
data can be leveraged specifically COVID-19 subjects that 
can improve the feature extraction capabilities of the pro-
posed model. In the current pandemic situation, a deeper 
analysis is required for differentiating the COVID-19, viral 
pneumonia and bacterial pneumonia. The work can also be 
extended by adding risk and survival prediction of prospec-
tive/confirmed COVID-19 patients that can be helpful in the 
healthcare planning and management strategies.
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