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Correction to:  
International Journal of Machine Learning and 
Cybernetics  
https ://doi.org/10.1007/s1304 2-018-0889-3

Unfortunately, the Fig. 8 and the acknowledgment section 
was published incorrectly in the online published article. 
The correct figure and acknowledgment are given below. 
The original article has been corrected.
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Fig. 8 Qualitative visual comparisons on Cityscapes new test set 
between attention model and Attention+DiffNet.
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