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Correction to:  
International Journal of Machine Learning and 
Cybernetics (2019) 10:3189–3199  
https ://doi.org/10.1007/s1304 2-019-01009 -1

In the print published article, the reference 19 was published 
incorrectly and the correct reference is given below.

Omara TM (2017) Weighted robust lasso and adaptive elas-
tic net method for regularization and variable selection in 
robust regression with optimal scaling transformations. Am 
J Math Stat 7(2):71–77.
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The original article can be found online at https ://doi.org/10.1007/
s1304 2-019-01009 -1.
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