Datenbank Spektrum (2020) 20:5-15
https://doi.org/10.1007/5s13222-020-00331-1

SCHWERPUNKTBEITRAG

®

Check for
updates

Studies on Search: Designing Meaningful IIR Studies on Commercial

Search Engines

Dirk Lewandowski’

- Sebastian Suinkler - Sebastian Schultheif

Received: 14 October 2019 / Accepted: 11 January 2020 / Published online: 24 January 2020

© The Author(s) 2020

Abstract

The purpose of this paper is (1) to show which topics are especially fruitful for researchers interested in user behavior in
commercial search engines, (2) to help researchers decide which data to collect and to what extent. We classify potential
areas for IIR research along two dimensions, namely the type of interaction data used (small-scale or large-scale), and
whether search engine companies are likely to publish research on the topic chosen (likely or unlikely). This results
in a framework consisting of five areas, which are further detailed. In the second part of the paper, we present some
empirical studies showing how researchers could approach relevant topics where no results from the search engine providers
themselves are published. We also show how researchers can improve the evidential value of their work by going from

small-scale to at least medium-scale studies.

1 Introduction

In the field of (Interactive) Information Retrieval (IR and
IIR, respectively), there are many examples for fruitful
collaborations between researchers from academia and re-
searchers from the search engine industry, as well as col-
laborations where researchers from academia were given
access to commercial search engines’ data (e.g., [1-5]).

In cases where researchers do not have access to data
from a search engine provider, however, we often have to
question the evidential value of the results obtained. If re-
searchers conduct studies on commercial search engines
that would have been better done with access to (often
large-scale) data from search engine providers, we have
to ask for the reasons these studies have been conducted at
all. In the field of interactive information retrieval, we often
find small-scale studies addressing research questions that
could have been better answered using a large-scale dataset
from one of the search engine providers. Still, there are sev-
eral reasons for conducting studies focusing on commercial
search engines: (1) Search engine providers do not publish
studies of some topics relevant to (interactive) information
retrieval, (2) Some research questions can only be answered
conducting lab studies, i.e., researchers from search engine
companies do not have advantages over researchers from
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academia in conducting these studies, (3) The research topic
is one where the search engine provider(s) have an interest
in not having results published, i.e., results may contradict
their self-interests. By self-interests, we refer to predom-
inantly commercial interests of search engine companies
that may be in conflict with decisions on relevance or user
interests. For instance, as search engine companies generate
the vast majority of their revenue through advertising, their
self-interest is to generate clicks on ads. We cannot reason-
ably assume that they will publish research if their studies
show that users misleadingly click on ads assuming they
are organic results. Another example is the integration of
vertical search engines into the result pages of general-pur-
pose search engines. Here, search engine companies have
an interest in keeping their users on their own properties
(i.e., referring them to their verticals). This has been exten-
sively debated in the context of the European Commission’s
competitive investigation against Google [6].

In this paper, we focus on how to conduct studies fo-
cusing on user behavior in commercial search engines like
Google or Bing. A general assumption of our research is
that search engine providers are not only interested in pro-
viding the most relevant results and the easiest interaction
paths towards these results to their users, but that they have
self-interests which lead them to prefer certain types of re-
sults, as well as influencing their users through designing
interactions that help achieve search engine providers’ self-
interests.

A general decision researchers have to make is to ex-
plicitly state who should benefit from their research. In
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interactive information retrieval, the goal most often is to
better understand users’ interactions with search systems in
order to gain knowledge on how fo optimize these systems.
This means that apart from aiming to produce generalizable
findings derived from users’ interactions with commercial
search engines, a goal of these studies is to help search en-
gine providers (or other providers of IR systems) to improve
their systems. The question, therefore, is whether interactive
information retrieval researchers interested in users’ inter-
actions with commercial search engines without access to
datasets from one of these engines, should strive for the sec-
ond-best solution, i.e., collecting interaction data on a small
scale, or whether they should instead decide to investigate
topics that are either not researched by search engine com-
panies, or topics where search engine providers do not pub-
lish results because these would harm their self-interests. In
this paper, we will focus on the latter and show how inter-
active information retrieval research can on the one hand
contribute to the understanding of user interactions with
search engines and, on the other hand, help foster a public
understanding of these interactions involving the role that
search engine providers play in knowledge acquisition and
also concerning these companies’ self-interests. Therefore,
the purpose of this paper is (1) to show which topics are
especially fruitful for researchers interested in user behav-
ior in commercial search engines, (2) to help researchers
decide which data to collect and to which extent.

The rest of this paper is structured as follows: Firstly, we
will show how IIR studies investigating commercial search
engines can be classified along the two dimensions “inter-
action data” and “likeliness of search engine companies to
publish this type of study.” Using the resulting framework,
we will show research areas that may be especially fruitful
to researchers interested in investigating commercial search
engines. Subsequently, we will argue for a better under-
standing of search engine result pages (SERPs) to make
studies more realistic. Then, we will present some studies
from our research group, showing how IIR research can
tackle questions not yet addressed due to lack of interest
by search engine companies, and how the sample sizes of
IIR studies can be increased considerably through software
tools, crowdsourcing approaches, and collaborations with
market research firms. In the conclusion, we summarize
our approach and show further directions for research.

2 Classifying IIR Research on Commercial
Search Engines

In Fig. 1, potential research areas are classified along two
dimensions, namely the type of interaction data used (small-
scale or large-scale) and whether search engine companies
are likely to publish research on the topic chosen (likely or
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unlikely). This leads to four distinctive fields, one of which
is further subdivided, resulting in a total of five distinctive
fields. In the following, we will describe each field and in
later sections, give an exemplary overview of research in
these different fields, focusing mainly on studies conducted
by our research group. The figure is intended to help re-
searchers to decide which problems to tackle, and what
type of interaction data to collect.

On the one hand, regarding the type of interaction data,
research areas are divided into small-scale vs. large-scale
studies. This admittedly is a rough differentiation, but still
helps to get an understanding of the evidential value of
different studies. In cases where researchers do not have
access to data from search engine companies, we will in-
troduce a further category, medium-scale studies. On the
other hand, research can be divided into topics where it
is likely or unlikely that search engine providers are inter-
ested in publishing research results. This does not mean that
in the case of studies labeled as “unlikely,” search engine
providers are not interested in conducting such research,
but rather that publishing the results may not be in their
interest.

Distinguishing research topics/studies along the two di-
mensions leads to five areas (see Fig. 1), which we describe
in the following.

1. Likely/small-scale: In this area we typically find research
that is conducted in the laboratory, where usually only
a small number of participants can be observed. With this
type of research, it does not matter whether studies are
conducted commercially or academically. While specific
equipment such as eye-trackers or neurophysiological re-
search tools [7] may be needed, search engine companies
do not have an advantage over academic researchers. One
should keep in mind, however, that when aiming to im-
prove SERPs, commercial search engine providers like
Google have already conducted extensive tests (mostly
unpublished) to optimize user experience on SERPs. So,
even if search engine providers did not publish research
studies on certain elements of SERPs, it may still be bet-
ter to follow their best practices than following results
from small-scale academic studies, as one can assume
that the design of SERPs has been tested extensively us-
ing A/B testing on a large scale whereas evidential value
of academic lab studies is often restricted due to small
sample sizes.

2. Likely/large-scale: In this area, we find studies using
large-scale interaction data from real users. Obviously,
only search engine providers collecting these data can
carry out such research. Researchers from academia can
only conduct such studies if they are granted access to
datasets from search engine providers. There have been
many studies where such access was granted. However,
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Fig.1 Dividing research on
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no search datasets are freely available to researchers',
which means that researchers are not free in choosing
their research topic when working with such data, but
have to apply for access from a search engine provider
stating their research topic and their need for the data.
A further advantage to search engine providers is that
they can triangulate their large-scale data with data from
laboratory studies. For instance, they may derive groups
from their transaction logs, and then further investigate
users from these distinct groups in-depth in the lab.

. Unlikely/small-scale: In the area where published re-
search from search engine providers is unlikely, small-
scale studies are those which focus on topics involving
search engine providers’ self-interests. Many such stud-
ies have been conducted (e.g., [8—11]). However, results
from these studies are often taken into question due to
small samples and thus not being representative, even
more so when results from these studies are considered
in policy decisions.

. Unlikely/medium-scale: A possible solution to the os-
tensibly unsolvable problem of getting access to large-
scale datasets is to conduct medium-sized, representative
studies where researchers collect interaction data through
task-based questionnaires and not through real user in-
teractions from the field. This type of research addresses
both the problem of obtaining interaction data from
search engines as well as the criticism towards small-
scale studies previously mentioned. A further advantage
of medium-scale (and even small-scale) studies is that as
researchers do not have to rely on a dataset from a single

! When AOL released a search engine transaction log in 2006, it was

soon found out that it was possible to identify individual users, and
therefore, AOL retracted the dataset from public use.

only with high
potential to academic
researchers, and being
of societal interest

search engine comparisons between different engines are
possible, as well.

5. Unlikely/large-scale: In this field, studies by academic
researchers are, by definition, only possible when they
have access to interaction data from search engine
providers. However, as these types of studies are against
search engine providers’ self-interests, it is highly un-
likely that these companies grant researchers access to
their data, which has often been lamented.

In current research, there is more or less a blind spot in
the lower-left quadrant and especially in the lower middle,
i.e., medium-scale, representative studies. In the following,
we will consider studies to be small-scale if they have less
than 100 participants, medium-scale if they have partici-
pant numbers in the hundreds to thousands, and large-scale
if they are based on thousands or even millions of user
interactions. While these are only rough distinctions and
categories may not be mutually exclusive, it will help ex-
emplifying our framework. In Sect. 4, we will further detail
this discussion by reviewing some studies in these different
areas.

3 Understanding Search Engine Result
Pages

When investigating user interactions in commercial search
engines, it is crucial to understand the complex search re-
sult presentations these engines now provide. This relates
to the design of the SERPs as well as to results coming
from different sources (organic as well as paid-for), both
of which are often poorly understood by users. While in
some cases, it may be beneficial for researchers to strip
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down SERPs (e.g., only showing organic results to the par-
ticipants of a study) for gaining control in experiments,
we argue that in many cases, this leads to unrealistic user
behavior which may not be transferrable to real search sit-
uations. When researchers are interested in the behavior of
real users, they should use realistic SERPs. While stripped-
down SERPs allow for more control, especially when the
results for several tasks/SERPs are aggregated, this may re-
sult in unrealistic (or at least simplistic) models of search
engine user behavior. For instance, when a researcher is
interested in researching the influence of search results on
users’ opinion-forming, but strips advertisements from the
SERPs, results may be biased because many users do not
distinguish between ads and organic results when examin-
ing search results (see Sect. 3.4).

3.1 Design of Search Engine Result Pages

Search engine results pages (SERPs) consist of various
result types. These are organic results, ads, universal search
results, and knowledge-graph results. Organic results are
generated by algorithms and ranked according to equal cri-
teria. Text ads are context-based advertisements that match
a query and closely resemble organic results. Google’s
Shopping ads differ from text ads in that they contain
a product picture, the price and the name of the retailer,
or other information. Universal search results are results
from other, so-called vertical collections (e.g., news, maps,
images, videos). Knowledge-graph results give factual
information directly on the SERP in answer to various
questions, such as questions about famous personalities
[12, p. 422]. The design of SERPs is regularly revised by
Google, e.g., by new functions like “infinite scroll” on mo-
bile devices [13]. Besides, the elements of result snippets
vary between results, i.e., some having additional informa-
tion to the usual elements title, URL, and description.

3.2 Different Intents for Showing Results

A general assumption in IR is that the goal of every infor-
mation system is to provide the user with the best, i.e., most
relevant results. However, this does not necessarily apply to
commercial search engines, as they have commercial inter-
ests in users clicking on certain results, whether it being ads
which the search engine provider directly generates revenue
from or results from the search engine provider’s proper-
ties (like results from Google’s subsidiary YouTube in the
Google search engine).

As lan Lurie [14] describes in his blog post on Search
Engine Land, providing relevant results is a key compo-
nent for search engines to increase their profits. Relevant
results lead to satisfied users who will use the search engine
again. As a result of more frequent use, the probability of ad
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clicks also increases. Also, Google is providing an increas-
ing amount of information from external sources directly on
its SERPs, such as information on symptoms and treatment
options for diseases [15]. Thus, the user no longer neces-
sarily needs to perform a click, which leads to a continually
decreasing number of clicks on the organic results [16].
Commercial search engines such as Google are fi-
nanced mainly through search-based advertisements. In
2018, Google generated a profit of 30.7 billion dollars on
a turnover of 136.8 billion dollars. 83% of the turnover
was generated by advertising [17]. Advertisers do not pay
for the placement of the ad; instead, they pay only when
a user interacts with it through a click [18]. Ads are labeled
with a green ad label within a green frame (desktop search)
or with a non-framed, black “ad” label (mobile search).
Google regularly changes the labeling of ads, with a trend
toward more subtle labels [19]. This trend is accompanied
by an increase in the number of clicks on ads [20]. An
additional info button is displayed for shopping ads on PCs
and mobile devices as well as for mobile text ads, providing
information on how the ads are generated [21].

3.3 External Influences on the Search Results
(Through Search Engine Optimization)

Search Engine Optimization (SEO) describes external influ-
ences on the ranking of search engines: “SEQ is the process
of modifying a website in order to better satisfy a ranking
algorithm and thus improving the chance of getting listed
on the first search engine result page” [22, p. 1]. For the
year 2020, a total turnover of 80 billion dollars is assumed
for search engine optimization in the United States alone
[23].

Some industry studies give insight into the influence
search engine traffic has on the success of websites. An
analysis of the 100 largest US shopping websites showed
that around 45% of visits (traffic) was generated by search
engines (organic: 21%) [24]. Also, many content providers
acquire a significant proportion of their visits via search
engines, especially via Google. The percentages for jour-
nalistic/informative content are often between 20-30% of
all page impressions (e.g., nytimes.com (32%), washing-
tonpost.com (35%), and zeit.de (22%)). This traffic almost
exclusively comes from organic clicks (99.3-99.9%) and
is, therefore, influenced by SEO [25]. Very little is known
about the actual impact of search engine optimization on
search results. An ongoing research project (“SEO-Effekt?”)
funded by the German Research Foundation (DFG) aims to
close this research gap.

2 https://searchstudies.org/seo-effekt.
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3.4 Users’ Understanding of SERPs

On the one hand, users consider search engines as fair and
unbiased sources of information [26]. They heavily trust in
the search engines’ ranking (e.g., [26-28]). On the other
hand, the information literacy of search engine users can
be regarded as rather low, as several studies have shown
(e.g., users face difficulties in formulating precise queries
[29] and solving complex tasks [30)]. As the results of
a representative study show, the majority of users do not
understand Google’s business model and cannot reliably
distinguish advertisements from organic results. The label-
ing of the advertisements thus does not seem to contribute
to an understanding of this type of result [12].

This high level of trust in search engines combined with
a poor understanding of SERPs and their elements can be
considered problematic. Users with a low level of infor-
mation literacy are confronted with highly professionalized
external actors (in the areas of search engine advertising and
search engine optimization), as well as the self-interests of
the search engines as described above.

In summary, this brief analysis of SERPs shows that to
achieve results on realistic user behavior, researchers need
to better understand how SERPs are designed, how search
engine providers use design features to influence user be-
havior, and which parties are interested in and capable of
influencing search engine results.

4 Empirical Studies

In this section, we will go into more detail regarding the
research areas identified through the framework presented
in Sect. 2. We outline empirical studies that show how re-
search questions where search engine companies do not
publish results can be conducted when also aiming to over-
come the limitations of small-scale studies. While briefly
discussing studies in all areas of the framework, we will
primarily focus on areas 3 and 4. One should note that the
intention here is not to give a complete literature review
but to give some examples of studies in the respective ar-
eas. We will predominantly use our own published research
as examples.

4.1 Small-scale Studies Seeking to Understand
User Interactions to Improve Results, Results
Presentation, and Interaction Paths

As White [31] argues, different approaches in IIR evalua-
tion have different strengths and weaknesses, and there is
always a tradeoff in terms of scale and level of detail. So, for
instance, log-based studies deliver a lot of interaction data
from real users but fail in terms of understanding user in-

tent, while more user-focused methods (such as interviews
and focus groups) give such insights but with only a small
amount of data. Thus, it is evident that there is a need for
in-depth, small-scale studies in IIR. The question, however,
is when to conduct such studies, i.e., not replacing large-
scale log studies with small-scale lab studies just because of
a lack of access to such data. Without wanting to shame any
researcher in particular, we point out that we found many
research studies in IIR and beyond that could have pro-
duced more meaningful results using transaction log data
from search engine providers.

It may seem that when search engine companies are
likely to conduct studies in a particular area, it may be
useless for academic researchers to tackle that same area.
However, as search engine companies do not have any ad-
vantages over academic researchers when conducting small-
scale (lab) studies, we argue that it may be worthwhile for
academic researchers to work in this field as long as the re-
sults are at least to some extent generalizable, i.e., they are
not only relevant to a particular search engine. It should be
noted here that questions of generalizability not only re-
late to whether results hold true for other search engines or
search systems, as well, but also to sample sizes and the
composition of the sample. As we will argue in Sect. 4.4,
researchers should strive not only for larger but also for
more diverse samples. In the following, the methods of
eye-tracking and neuro-IR are briefly presented. Both ap-
proaches use devices where studies are difficult to scale but
do not require large-scale interaction data for results that
contribute to our understanding of user interactions.

Eye-trackers are devices that use infrared technology to
measure what a person is looking at (fixations) and the
sequence in which the eyes are shifting from one loca-
tion to another (saccades). By using these devices, it is
possible to determine the level of attention a person pays
to a visual representation, such as a SERP [32]. In eye-
tracking studies, various limitations have to be considered.
A literature review on eye-tracking focusing on SERPs by
Lewandowski and Kammerer [33] revealed three significant
limitations. Firstly, most of the studies identified were low-
scale studies with a median of 30 subjects, which is a threat
to the validity of results. Secondly, there is a lack of com-
parability of stimuli. Thirdly, gaze data on small areas of
interest (AOIs; e.g., ad label) are difficult to measure re-
liably due to measurement inaccuracies. According to the
authors, larger sample sizes, controlled eye-tracking labora-
tory studies, and triangulation with other methods could be
feasible solutions to these problems. Concerning these dis-
advantages, the question arises for which research questions
the eye-tracking method provides an essential benefit. Ac-
cording to Lewandowski and Kammerer [33], this benefit
is given in particular when current SERPs are investigated,
which do not have to lead to user clicks. This is the case
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when the query is answered directly on the SERP, for ex-
ample by instant answers [15]. Here, together with verbal
protocols, eye-tracking can provide insights into user be-
havior that could not have been determined by using click-
through data alone.

There is a growing interest in neuro-physiological (NP)
methods in human-information information interaction
(HIT) and interactive information retrieval (IIR). This inter-
est has been motivated by the limitations of traditional data
collection methods. NP methods complement such tradi-
tional methods. They help to get a deeper understanding of
HII, which can lead to new information search models that
go beyond behavioral data, and to enable the development
of neuro-adaptive IIR systems [7]. Laboratory experiments
in this area are complex because of all the technologies
needed to measure neurophysiological signals. Therefore,
despite the often small sample size, the experiments are
essential to develop extended information search models
and to get more insights into search behavior. Examples of
such studies are about neurophysiological signals regard-
ing the relevance of information objects [34], predicting
term relevance by brain signals [35], or creating neuro-
physiological models of the realization of information need
[36].

As shown in this section, there is an opportunity for
academic researchers conducting small-scale studies in an
area where it is likely that search engine companies will
publish research results when their research aims at achiev-
ing generalizable results about user interactions with search
systems and not only focusing on a single search engine.
Furthermore, using specialized equipment like eye-tracking
and tools for measuring neuro activity could lead to deeper
insights into search processes in general, taking a particular
search engine as an example.

4.2 Large-scale Interaction Studies Using Real User
Data

As already mentioned, in many cases, using large interac-
tion datasets from search engine providers is the single best
solution, whereas other data sources, i.e., collecting one’s
data, is only the second best. Large-scale datasets are also
often used for conducting A/B tests, i.e., large-scale exper-
iments. As these often only concern tiny changes to the
SERPs, results are usually not published.

As a general rule, researchers without access to search
engine data should not choose a research question that can
better be answered using such transaction log data, at least
unless one can assume that no research on the topic in ques-
tion will be published either by the search engine companies
or by researchers collaborating with them.
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4.3 Small-scale Studies Focusing on Topics
Involving Search Engine Providers’ Self-
interests

As said above, small-scale studies are often the only op-
tion, especially when they are hard to scale due to restric-
tions in lab time and equipment. As the first example of
a small-scale laboratory study that investigates a topic tar-
geting search engine providers’ self-interest, we chose an
eye-tracking study investigating the effect of knowledge of
Google Ads on user behavior on SERPs [37]. As our prior
research had found, users are not well able to distinguish
between ads and organic results, and are not well informed
about Google’s business model, either. We found that users
click on ads more often when their knowledge of Google’s
business model and ads is low (see Lewandowski et al.,
[12, 38], also see Sect. 4.4 Medium-scale studies focusing
on topics involving search engine providers’ self-interests).
Based on these prior studies, eye-tracking was employed
to investigate not only result selection but also users’ gaze
behavior, in order to gain a deeper understanding of users
selecting or not selecting ads. The study considered behav-
ior on the desktop screen as well as on the smartphone.
Major results were that subjects with a low level of knowl-
edge on search advertising are more likely to click on ads
than subjects with a high level of knowledge. Moreover,
participants with little knowledge showed less willingness
to scroll down to the organic results. While the first result is
a confirmation of prior research, the second result adds to
the body of knowledge in that it shows that the two groups
differ in their gaze behavior, which in turn influences what
they click. Furthermore, the study revealed that there are
significant differences in viewing behavior between SERPs
on the desktop and on the smartphone screen. These can be
attributed to the influence of the direct visibility of search
results on both devices tested. To strengthen the evidential
value of this study, we, one the one hand, used a sample of
100 participants, which could be considered large compared
to other eye-tracking studies (cf. Lund [39]; Lewandowski
and Kammerer [33]). On the other hand, we aimed for a di-
verse sample consisting not only of students (as is common
in laboratory research) but people from outside the uni-
versity, as well. Results indicate that the behavior of non-
students was quite different from that of the students, and
therefore, had we only considered students, results would
also have been different.

The second example of a study in Sect. 3 of our frame-
work is a comparison of the relevance of Google and Bing
results using small-scale data collected in the lab [40]. The
importance of the topic lies in the fact that Google is by
far the most frequently used search engine, but it is not
known whether its results are better since there are hardly
any suitable methods to carry out realistic and reliable com-



Datenbank Spektrum (2020) 20:5-15

11

parisons of search engines in a natural setting. We proposed
a method and conducted a user study aiming to allow for
such comparisons. The aim was to find out how Google and
Bing perform when users work freely on pre-defined tasks,
and then judge the relevance of the results immediately af-
ter finishing their search session. In a lab-based user study,
64 participants each performed two search tasks and then
assessed the quality of the results (1) they had selected,
(2) they were presented but did not click, and (3) from
a competing search engine whose results they did not see
in their search session. The subjects were free to choose the
search engine as well as to formulate their queries. After
each task, participants assessed the relevance of the first
ten search results generated by Google and Bing for their
previous query. For querying the search engines, collecting
the results, and allowing the subjects to assess the relevance
of the results, we used a self-programmed tool (Relevance
Assessment Tool?; [41]). One key finding was that Google’s
results were considered slightly more relevant than the re-
sults from Bing. In addition, in most cases users selected
results that they later considered relevant. While the labo-
ratory study with a small sample is subject to limitations,
our research offers a framework for studying actual users’
behavior in correlation with relevance judgments in more
depth than before. With the Relevance Assessment Tool,
it is easy to significantly increase retrieval studies in any
environment and thus transfer small-scale studies (Sect. 3)
into medium-scale studies (see Sect. 4.4).

4.4 Medium-scale Studies Focusing on Topics
Involving Search Engine Providers’ Self-
interests

Increasing sample sizes in lab-based studies always has its
limitations in the time needed per participant and in the
lab situation itself, especially when particular equipment is
needed. In other types of studies, where participants do not
need to come to the lab but can participate online, the bigger
question is how researchers can achieve samples that are of
comparable quality to transaction log data from search en-
gine providers. It should be mentioned here that, notwith-
standing limitations in these approaches, they could even
result in better (i.e., more representative) samples than data
from the search engine companies, which are, by definition
only representative of that company’s users. In this section,
we will show how on the one hand, sample sizes in more
traditional settings can be increased considerably, and on
the other hand, how medium-sized samples can be built for
research in IIR settings.

Firstly, we describe a study with the aim to improve
methods for search engine retrieval effectiveness studies

3 https://searchstudies.org/relevance-assessment-tool/.

[42] through increasing data sets using crowdsourcing. It
should be noted, however, that for this study, we had ac-
cess to some data from a search engine provider. We in-
cluded it nevertheless as the aim in the context of this pa-
per is to show how the number of (relevance) judgments in
more traditional juror-based IR studies can be increased.
Two random representative samples with 1000 informa-
tional queries and 1000 navigational queries, respectively,
were used, both from the German search portal T-Online.
For the informational queries, the top 10 results were col-
lected from Google and Bing. Jurors were given all results
for a query in random order and judged their relevance. For
collecting the results, as well as distributing them to users
and collecting their judgments, the Relevance Assessment
Tool [41, 43] was used. For navigational queries, only the
first result was collected, since navigational queries can be
defined as those where a clear distinction can be made be-
tween one correct and other irrelevant results. A research
assistant classified the results as either correct or incor-
rect. The results show that although Google outperforms
Bing in both query types, the difference in the perfor-
mance for informational queries was rather low. However,
for navigational queries, Google found the correct answer
in 95.3% of cases, whereas Bing only found the correct
answer 76.6% of the time. It can be concluded that search
engine performance on navigational queries is of great im-
portance because users, in this case, can clearly identify
queries that have returned correct results. As described in
the previous section, results from small-scale studies are of-
ten questioned due to their sample sizes. Also, most studies
use a small number of queries selected by the researchers,
while the selection is not representative of the queries en-
tered in real search engines. Both problems are addressed in
this study, using the Relevance Assessment Tool to analyze
1000 queries of each sample efficiently. This study thus
well illustrates the transition from a small- to a medium-
scale study.

The second example is a set of representative online stud-
ies assessing the commitments proposed by Google as part
of an EU competition investigation. The study was carried
out identically for Germany, Spain, France, and Italy (for
a country comparison report and individual reports of the
countries, see [44]). The charge was that Google abused
its market dominance to promote its own comparison shop-
ping service in the search results while demoting those of
rivals. Google attempted to address the Commission’s con-
cerns by proposing changes in the presentation of the offer-
ings [6]. The aim of the studies, therefore, was to analyze
whether the proposals made by Google could address the
Commission’s concerns. Google’s suggestions for labeling
its vertical search services and the placement of rival of-
ferings formed the basis of the investigation. In each coun-
try, N=1000 internet users took part in the study, whose
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core was a click study based on screenshots provided by
Google. Findings for Germany are that users to a large de-
gree clicked on Google’s vertical results, ignored the info
icon, and to a large extent clicked on Google’s vertical re-
sults even if they were explicitly asked to click on a rival
result (Report for Germany, see [41]). The results show that
the effectiveness of the proposals must be considered as in-
sufficient. This opinion was also shared by the European
Commission, which sentenced Google to a fine of 2.42 bil-
lion Euros [6]. The studies and their legal consequences for
Google presented above show the regulatory impact that
medium-scale studies can achieve. Similar studies in the
laboratory with much smaller samples (in this context, e.g.,
[45]) would not have guaranteed the necessary foundation
of the results. Increasing the sample size in our studies to
1000 participants per country was possible through hiring
a market research firm. To our knowledge, this approach had
not been taken in IIR research so far, even though it could
lead to an increased external validity of results. Further-
more, online market research using representative samples
can be conducted at a reasonable cost nowadays.

The third example is a medium-scale study on users’
understanding of search-based advertising. It consists of
a survey, a task-based user study, and an online exper-
iment with N=1000 German search engine users. First,
we will describe the survey and the task-based study [12].
Search engine companies generate their revenues through
user clicks on search-based advertisements. These paid re-
sults are very similar in appearance to organic results, as
Google’s search results show. Except for an ad label, whose
design has become increasingly subtle in recent years, no
difference is noticeable. The research questions we there-
fore raised were how search engine users think search en-
gine companies make money and whether users can dis-
tinguish between paid advertising and organic results. To
answer both questions, we conducted a survey with ques-
tions about Google’s business model while also containing
tasks that asked users to differentiate between ads and or-
ganic results. In the latter, participants were asked either
to mark all ads or all organic results on SERP screenshots.
The results show that users’ knowledge of Google’s busi-
ness model is very limited. Only 38.8% of users correctly
stated that it is possible to pay Google for a preferred list-
ing of one’s company on the SERPs and also knew how ads
differ from organic results. Also, the results show that only
a small percentage of users can reliably distinguish ads from
organic results. 1.3% of participants were able to identify
all results correctly, while 10.9% of users made no incor-
rect identifications but did not mark all results that should
have been marked. We conclude that ads are insufficiently
labeled as such and that many users may click on ads as-
suming that they are selecting organic results. Based on the
previously described survey and task-based study [12], an
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online experiment was conducted using the same represen-
tative sample of N=1000 German search engine users [38].
In the experiment, users’ selection behavior was compared
on two versions of the same Google SERP, one showing
advertisements and organic results, the other showing or-
ganic results only. For both versions, only organic results
were used, i.e., the ads shown in the experimental condition
were actually organic results, only with an ad labeling. We
investigated whether users’ knowledge of Google’s busi-
ness and ads and users’ ability to correctly marking ads
(survey and task-based study, see [12]) influences their se-
lection behavior (online experiment). We found that users
who were not able to mark ads correctly in the task-based
study selected ads around twice as often in the experiment
as users in the knowledgeable group. In the control condi-
tion (where only organic results were shown), users who
knew how Google makes money chose the first position
significantly more often than users without that knowledge.
This may be explained by the fact that these users noticed
that there were no ads on the SERP and therefore regarded
the first result as trustworthy. Regarding the result of signif-
icantly more clicks on ads by users with little knowledge,
we argue that ads need to be labeled more clearly and that
more information literacy is needed among search engine
users. As with the study in the context of the antitrust case
described above, users’ understanding of ads is a question
of societal interest. Contrary to legal requirements, the ad
label is not understood by users, and thus ads are clicked
on under false assumptions. It can be assumed that search
engines deliberately blur the lines between paid and unpaid
search results in order to achieve higher revenues through
ad clicks. Obviously, it is not in the interest of search en-
gines to publish such results themselves. Hence, it should
be an objective of IR research to identify such problems and
to investigate the impact this has on knowledge acquisition
in society.

4.5 Large-scale Studies Focusing on Topics
Involving Search Engine Providers’ Self-
interests

As per definition, large-scale studies using data from search
engine providers but still investigating topics where these
providers have an interest not to have results published are
highly unlikely. Large-scale transaction log studies are of-
ten regarded as being the gold standard for investigating
interactions with search systems. One should keep in mind,
however, that these studies are only based on data from
one search engine, and it may be questionable whether the
results obtained apply to other search systems, as well. Fur-
thermore, transaction log studies can by definition only ad-
dress active users of a particular system.
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5 Suggestions for Future Research

In the following, we provide some suggestions for further
research. Due to the focus of our paper and the high aca-
demic potential, we focus on areas 3 and 4 of Fig. 1. As
mentioned in Sect. 4.1, small-scale studies employing eye-
tracking are particularly beneficial when no clicks are avail-
able for analysis. Using this approach, researchers could
investigate in area 3 (focusing on topics involving search
engine providers’ self-interests) how intensively the direct
answers (featured snippets) included in the SERPs are per-
ceived and how this affects the distribution of views on the
other parts of the SERP.

In area 4, we suggest studies that further shed light
on users’ understanding of the SERP. For instance, in the
“SEO-Effekt” research project, we are currently working
on a representative online survey with N=2000 German
internet users, examining the users’ perspectives and their
understanding of search engine optimization. Further sur-
veys, which also cover the understanding of elements such
as universal search results, would lead to a better over-
all picture of user behavior with regard to the growing
complexity of SERPs. Another field that could be well
addressed by representative surveys is the topic of trust-
worthiness of information that is found online. By means
of a task-based questionnaire, it could be experimentally
investigated whether internet users trust information found,
for example, on Facebook more than the same information
received via active search in a search engine.

Of course, a systematic review of papers in the research
areas mentioned in this paper would also be desirable. This
could include an analysis of the evidential value of the
studies conducted and, therefore, identify fruitful areas not
only for future work but also for areas where evidence needs
to be strengthened (e.g., through larger-scale replications of
existing research).

6 Conclusion

In this article, we showed how researchers in the field of
(interactive) information retrieval who do not have access
to data from a commercial search engine can still address
meaningful research questions related to these engines and
collect data for their purposes. We stressed that this does
not necessarily lead to small-scale studies, but that, primar-
ily through hiring market research firms, larger (and repre-
sentative) sample sizes can be achieved. Furthermore, mar-
ket research firms can address specific socio-demographic
groups at a reasonable cost. The basis for designing IIR in
the context of commercial search engines is a solid under-
standing of the composition of search engine result pages.

The evidential value of studies on IIR can be improved
when realistic SERPs are used.

A limitation of conducting medium-sized online stud-
ies (and experiments in particular) is that researchers have
less control over their participants and the research setting.
While there is certainly a tradeoff between increasing the
sample size and providing more realistic SERPs on the one
hand, and control, on the other hand, we are confident that
the evidential value of IIR studies can be increased by aim-
ing for medium-sized, representative online studies.

Another limitation is that in the studies reported, interac-
tion was mainly modeled as user clicks on the SERPs. Fur-
ther interaction was only considered in the interactive study
on search engine comparisons [40]. Nevertheless, model-
ing more complex user interactions in online studies is not
impossible. As market research firms allow researchers to
incorporate HTML code and the like into their question-
naires, researchers should be free to model more complex
interactions. We intend to move further into that direction
in future studies.
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