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Abstract
Social media has become a common platform for global communication across the world due to its rapid dissemination of 
information among a large audience. Its popularity has raised a crucial challenge to capture the social data provenance of 
a piece of information published on social media. Social data provenance describes the source and deriving process of a 
digital content, and when it is updated since its existence? It aids in determining reliability, authenticity, and trustworthiness 
of a piece of information and explaining how, when, and by whom this information is published. In this paper, we propose a 
social data provenance (SDP) framework based on zero-information loss graph database (ZILGDB). The proposed framework 
supports historical data queries, and querying through time using updates management in ZILGDB. It has the capability to 
capture provenance for a query set including select, aggregate, and data update queries with insert, delete, and update opera-
tions. It also provides a detailed provenance analysis through visualization and with efficient multi-depth provenance querying 
support, to determine both direct and indirect sources of a digital content. We conduct a real-life use case study to evaluate 
the usefulness of proposed framework in terrorist attack investigation. We evaluate the performance of proposed framework 
in terms of average execution time for various provenance queries, and provenance capturing overhead for a query set.

Keywords  Social media · Social data provenance · Graph database · ZILGDB · Provenance querying

1  Introduction

In present digitized world, everyday a huge amount of digi-
tal content is generated by various social media platforms 
mainly through mobile devices and shared with other users 
(Kaplan and Haenlein 2010; Corsar et al. 2016; Feng et al. 
2018). In this way, social media has been playing a major 
role in information sharing at a large scale due to its easy 
access, low cost, and fast dissemination of information. 
However, social media has a positive impact in expanding 

society’s access to information as well as it quickly amplifies 
the influence of digital content (Soni et al. 2019). However, 
no one cares about the truthiness, quality, and credibility 
of that content (Soto et al. 2018; Yang et al. 2019). We no 
longer know where this content comes from and whether it 
is correct or not? Moreover, the “publish first ask later” strat-
egy of social media users is also a cause behind the dissemi-
nation of false information. In this context, identification of 
the source of a digital content and its history has become 
a crucial challenge in the field of social media analytics. 
Hence, to rebuild the trust, there is a need to restore the con-
cept of data provenance (Buneman and Tan 2019; Cheney 
et al. 2009; Glavic and Miller 2011; Bearman and Lytle 
1985; Herschel et al. 2017; Buneman et al. 2000; Buneman 
and Davidson 2010; Simmhan et al. 2005; Yuan et al. 2018) 
in social media. Social data provenance is the only way 
through which social media can regain some semblance of 
trust from their users (Corsar et al. 2016; Feng et al. 2018; 
Markovic et al. 2013; Riveni et al. 2017). In this paper, our 
main motivation is to explore the need of provenance data 
associated with digital content published on social media, 
and to design an efficient social data provenance (SDP) 
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framework based on zero-information loss graph database 
(ZILGDB). Additionally, our motivation behind tracing the 
origins of digital content is to provide true sources to all 
the social media users of what they see, read and hear on 
social media.

1.1 � Need of social data provenance

Today’s Social Networking Sites (SNS) such as Twitter, 
Facebook, and Instagram are based on the tenets of mobili-
zation and de-contextualization of information, where each 
user stands at the edge of a river of information to pick an 
independent data for either repost or sharing with other users 
without including ownership and description of the content. 
In such scenario, it is very crucial to perceive what is the 
origin and deriving process of an information, and when 
this information is updated since its existence? Social data 
provenance is not only associated with a social media data’s 
history in time, but also with the relationships of this data 
with other entities which enabled its creation. The concept 
of social data provenance (Markovic et al. 2013; Riveni et al. 
2017) can be used to answer the following questions viz., 
What is the source of this socially published data?, Why 
this data is generated?, How this data is derived?, Who has 
published this data?, What is the history of this data? etc. 
The whole idea of social data provenance is about quality, 
credibility, and trust of digital contents published on social 
media (Soto et al. 2018; Yang et al. 2019). However, social 
data provenance is an efficient tool for combating misinfor-
mation and to create a more trustworthy environment on 
social media, but zero or very minimal provenance informa-
tion is provided by such social networking sites that are not 
sufficient to restore the trust and to improve the information 
literacy (Feng et al. 2018). Consequently, a provenance cap-
turing framework for social media can be beneficial in build-
ing a more transparent environment for users by answering 
the following questions; when, where and by whom a piece 
of information is published? How it is transformed? Who is 
the owner of a digital content? and how it has been spread 
across the network?

1.2 � Challenges

In recent years, social data provenance has gained a lot of 
attentions, as it serves different purposes such as audit trail, 
data discovery, update propagation, incremental mainte-
nance, rumour identification (Duong et al. 2017), network 
extraction (Afra and Alhajj 2021) and justification of a query 
result, etc. In social media analytics, the credibility of an 
analysis is largely relying on the quality and trustworthiness 
of a digital content which is assured by social data prov-
enance (Soto et al. 2018; Yang et al. 2019). In this way, 
social data provenance plays a major role in determining the 

amount of trust, authenticity, and quality of a digital content. 
However, extraction of such provenance information from 
a huge volume of unstructured social data is an extremely 
difficult task, because of their heterogeneous formats. In this 
paper, we identified following issues to address the key chal-
lenges in capturing, storing and querying provenance data 
associated with digital contents published on social media:

•	 Currently, no any social media platform is providing a 
meaningful context about the published information to 
ensure the credibility of that information.

•	 Most of the existing provenance solutions are not scal-
able to track provenance metadata for social media effi-
ciently. They are suitable to capture workflow provenance 
at coarse-grained level only.

•	 Although, a few frameworks capture fine-grained prov-
enance, yet they do not provide provenance support for 
all types of queries such as select, aggregate, historical 
and data update queries.

•	 There is no such provenance solution which has the 
potential to trace out the provenance path and propa-
gation history of a digital content published on social 
media.

•	 Although, social data is produced in different formats, 
viz. text, multimedia file, image etc. However, there is no 
common format of such metadata is provided to under-
stand the provenance information associated with digital 
content published on social media.

•	 As digital content published on social media is constantly 
changing over time, yet no any existing framework is 
capable to capture provenance for historical queries, 
which is an essential requirement of social data prov-
enance.

•	 There is no common application programming interface 
(API) and widely accepted generalized architectural solu-
tion to access and manage provenance data associated 
with digital content published on different social media 
platform.

1.3 � Relational versus graph database

Relational databases have been the mainstay of the data 
community for decades (Silberschatz et al. 1996), but these 
databases are not scalable for handling large size unstruc-
tured social media data. Graph databases have been pro-
posed as an alternative to SQL databases to handle the chal-
lenges posed by social media, as these databases are very 
flexible by nature (i.e., dynamic schema), extremely scal-
able, fast in querying and focuses on relationships among 
relevant data (Angles and Gutierrez 2018; Robinson et al. 
2015). In contrary to relational database, graph database is 
schema free and flexible, as every node in a graph may have 
different number of attributes and may be associated with 
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different number of nodes via explicit relationships. Hence, 
graph databases are well-suited to store, process, and query 
graph-oriented data such as social data generated from social 
media. Therefore, in this paper, we attempt to design and 
develop a social data provenance framework for graph data-
base using the concept of zero-information loss database.

1.4 � Research contributions

Conventional databases are ill-suited for update management 
as they capture only present state of data without preserv-
ing any data updates. The proposed framework is developed 
around a novel concept of zero information loss database 
(ZILD) (Bhargava and Gadia 1993; Rani et al. 2015, 2016). 
By a ZILD, we mean that no data value, no user, and no 
query and its result (seen at the time query was issued) is 
ever lost. It is a special kind of temporal database that main-
tains temporal data as a history of all the updates along with 
the complete information of operational activities performed 
in that database. Therefore, it is well-suited for designing a 
provenance framework specially to capture provenance for 
insert, delete, update, and historical queries. In response to 
the above challenges, we design and develop a social data 
provenance (SDP) framework based on zero-information 
loss graph database (ZILGDB) (Rani et al. 2021). The pro-
posed framework is capable to answer the following ques-
tions, viz. What type of provenance data should be captured 
from social media? At which extent it will be useful? How to 
capture and store this provenance data? Where to store this 
data? How to visualize/analyze this data? etc. In summary, 
the main contributions of this paper are as follows: 

	 1.	 SDP framework is a novel provenance solution that 
captures both fine-grained and coarse-grained prov-
enance associated with the digital contents published 
on social media.

	 2.	 Fine-grained provenance is captured in a form of prov-
enance graph Gp ( Vp,Ep ) where ‘ Vp ’ is the set of nodes 
and ‘ Ep ’ is the set of edges, while coarse-grained prov-
enance is captured in form of query statements with 
their execution time.

	 3.	 ZILGDB is a special kind of temporal database that 
provides data version support to maintain the history 
of all updates in form of provenance data along with 
the provenance of all insert and delete operations.

	 4.	 The proposed framework is capable in capturing prov-
enance for all queries including select, aggregate, and 
historical or past queries, i.e., queries which were exe-
cuted in the past. The captured provenance is stored 
in a provenance graph database (PGDB) for further 
analysis.

	 5.	 The proposed framework also supports to capture prov-
enance for all insert, delete, and update queries.

	 6.	 To support provenance querying for historical data, we 
designed following four User-Defined cypher query 
constructs (UDCs) viz., “instance”, “all”, “valid_on 
now”, and “valid_on date”.

	 7.	 The framework also supports efficient multi-depth que-
rying of provenance data to explore various direct and 
indirect sources of a piece of information.

	 8.	 Stored provenance can be analyzed through visualiza-
tion for various purposes such as justifying the result 
tuple of a query, querying historical data, audit-trail 
etc.

	 9.	 Existing approaches are dedicated to a particular 
social media platform with limited query support. On 
contrary, our framework provides a generalized prov-
enance solution for various social media platforms 
such as Twitter, Facebook, and Instagram.

	10.	 As a use case, we use the framework to investigate 
terrorist attack by identifying suspicious persons and 
their linked communities using Twitter data.

2 � Related work

Social media analytics is an emerging field that extract 
meaningful insight from an extensively large volume of 
social data. Social data provenance is often referred as the 
information about who created or changed content, what and 
how it was changed, regardless of their geographic loca-
tion or access technology. The importance of social data 
provenance in social media analytics with several key chal-
lenges such as measuring quality and truthiness of social 
data, provenance capturing, provenance storage, and query-
ing provenance are presented in Feng et al. (2018), Mark-
ovic et al. (2013), Riveni et al. (2017), Baeth and Aktas 
(2017), Tas et al. (2016), Cheng et al. (2012) and Wang 
et al. (2015). An open-source tool, i.e., Social Feed Manager 
(SFM) (Kerchner et al. 2016) is developed to capture meta-
data associated with a tweet. A RAMP model (Park et al. 
2011) is proposed for Generalized Map and Reduce Work-
flows (GMRWs) using a wrapper-based approach for prov-
enance capturing and tracing. Further, HadoopProv model 
(Akoush et al. 2013) is introduced for provenance tracing in 
Map Reduce workflows, where it traces the provenance in 
Map and Reduce phases separately and construction of prov-
enance graph is deferred at query stage to minimize tempo-
ral overhead. In order to preserve temporal information, a 
data model for time-varying social media data (Cattuto et al. 
2013; Durand et al. 2017) is proposed using Neo4j (NoSQL 
graph database). Cypher query language (CQL) is used to 
analyze a huge volume of twitter dataset (Soni et al. 2019; 
Boselli et al. 2017; Zhang et al. 2017). These research work 
explores the suitability of Neo4j graph database for both 
efficient storage, and fast query processing of social media 
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data (Boselli et al. 2017; Zhang et al. 2017; Angles and 
Gutierrez 2008; Fernandes and Bernardino 2018; Sharma 
2015; Allen et al. 2019). A web-based tool (Gundecha et al. 
2013b; Ranganath et al. 2013) is developed to capture pre-
defined provenance attributes (i.e., name, gender, religion, 
location etc.,) from different social media accounts associ-
ated with a particular twitter user. Although the proposed 
tool captures complete details of a social media user, yet it 
neither provides a provenance path nor a propagation his-
tory and updates of a digital content published on a social 
media. Similarly, a provenance path algorithm (Gundecha 
et al. 2013a) is proposed to capture provenance path of an 
information to explain how this information propagates 
on social media but proposed algorithm is not scalable. A 
log-based provenance graph generation approach (DeBoer 
et al. 2013) is introduced to identify malicious node in a 
distributed network but this approach is deemed fit for a 
static network, not for dynamic network where provenance 
graphs are frequently changed during execution. Secondly, 
the logs have an ad hoc structure, not readily available for 
effectively querying and may not capture complete prov-
enance information. To reconstruct and integrate prove-
nance of messages in social media, a workflow provenance 
model PROV-SAID (Taxidou et al. 2015, 2018; De Nies 
et al. 2015) based on W3C PROV data model is proposed. 
Although the proposed solution identifies the posted tweets 
that are copied from other published tweets without giving 
credit to original tweeter like a retweet, but it is suitable for 
a small dataset only. A trust model (Zhao et al. 2016) is also 
introduced to assess trustworthiness of both tweet and the 
user who posted that tweet related to a specific event in Twit-
ter’s network. A python library toolkit (Filgueira et al. 2015) 
is proposed to capture provenance for workflows that collect 
provenance about every process in the workflow, but not 
suitable to capture provenance at fine-grained level, i.e., how 
an element has been generated in the result set etc. A prov-
enance framework based on algebraic structure of semirings 
(Ramusat et al. 2018) is presented to compute provenance of 
regular path queries (RPQ) over graph database by applying 
annotations like labels and weight functions which is a quite 
complex process. A provenance model (Papavasileiou et al. 
2019) for vertex centric graph computation and a declarative 
data-log based query language is presented to capture and 
query graph analytics provenance for both online and offline 
mode. In some other way, a Q-Chase-based algorithm (Nam-
aki et al. 2019) is introduced for efficient implementation of 
a query chasing process and to compute query rewrite.

A qualitative analysis of existing provenance solutions 
and our proposed SDP framework based on an evaluation 
matrix including level of provenance granularity, type of 
queries supported for provenance generation, provenance 
visualization, and its applicability is shown in Table 1.

It is obvious from available literature that most of the 
existing approaches for provenance in graph databases are 
not scalable to track provenance metadata for social media 
efficiently. Existing frameworks primarily focused on work-
flow provenance that captures coarse-grained provenance 
only rather than detailed fine-grained provenance informa-
tion. Although, a few frameworks support data provenance 
that capture fine-grained provenance information, but they 
do not support all type of queries for provenance capture. To 
the best of our knowledge, none of the existing frameworks 
support provenance for historical queries and provenance for 
data updates. Therefore, the viability of such a framework  
has become the necessity to engender the trust among social 
media’s users. To address these challenges, we propose a 
social data provenance framework that efficiently captures 
provenance data for all types of queries including histori-
cal queries and generates a provenance graph database for 
further analysis.

3 � Problem formulation

Twitter’s social network graph (Angles and Gutierrez 2018; 
O’Reilly and Milstein 2011; Aryono 2016), is generally rep-
resented by a directed graph G(V, E) with multivariate prop-
erties, where V is a set of labeled nodes known as ‘Entity’, 
E is a set of directed labeled edges known as ‘Relationship’, 
and both V and E can also have their own properties in a 
form of key-value pair. The source of information is repre-
sented by a node ‘v’ and flow of information is represented 
by an edge ‘e’, where v ∈ V  and e ∈ E . In other words, we 
can say that V is the set of twitter users say v1, v2, v3,… , vn , 
that produces the information and E is the set of relationships 
among them. A snapshot of Twitter’s social network graph is 
shown in Fig. 1, where nodes are labeled with USER (Blue 
Nodes), COUNTRY (Red Nodes), TWEET (Pink Nodes), 
HASHTAG (Purple Nodes), URL (Yellow Nodes) etc. In 
a similar fashion, the directed edges represent the flow of 
information and are labeled with TAGGED, MENTIONED, 
REPLY_TO, POSTED, FROM, QUOTED etc.

In this paper, Our main goal is to design a zero-informa-
tion loss graph database (ZILGDB) to maintain the history 
of insert, delete, and update operations in a form of prov-
enance information. Another goal is to capture provenance 
for select, aggregate and historical queries, and to generate 
provenance paths of all the result tuples. Finally, to store 
captured provenance paths in a provenance graph database 
(PGDB) for further analysis. To achieve these goals, we state 
following three main problems:

Problem 1   (Zero-information loss graph database (ZIL-
GDB) design) ZILGDB design is further divided into 
following three sub-problems according to the type of 
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operation performed on database, i.e., insert, delete or 
update operation. 

1.	 Given a Graph G(V, E) and an Update Query QU to be 
executed on G. Our objectives are: 

(a)	 To find v, av,Gv(va, ea ) where v ∈ V  is the vertex 
to be updated, av is the attribute of v to be updated, 
and Gv(va, ea) is a subgraph of G such that va ∈ V , 
ea ∈ E where va is set of vertices associated with 
v via edges ea in G.

(b)	 To create a new node as a clone of vertex v in 
Graph G, and associating it with all va via edges 
ea same as the original vertex v, but with the 
updated value of attribute av . Afterwards, setting 
“valid_from” attribute of new node as “current 
date/time”, and “valid_to” attribute of old node v 
as “current date/time”.

2.	 Given a Graph G(V, E) and Insert Query QI to be exe-
cuted on G, our objective is to insert a new node and set 
the time of its existence, i.e., “valid_from” attribute as 
“current date/time”.

3.	 Given a Graph G(V, E) and Delete Query QD to be exe-
cuted on G, our objectives are: 

(a)	 To retrieve the node v to be deleted as per query 
QD.

(b)	 To update the node v with its time of expiry, i.e., 
“valid_to” attribute as “current date/time”.

Problem 2   (Generation of provenance paths (P) for all 
result tuples (Tn) ) Given a Graph G(V, E) and a cypher query 
(Q), here our objectives are: 

1.	 To generate a query graph GQ , by executing Q on G, 
where GQ is a subgraph of G that comprise of all source 
nodes contributed towards generation of all result tuples 
Tn.

2.	 For every result tuple t ∈ Tn , perform DFS on query 
graph GQ to generate provenance paths P of t and insert 
that in final provenance graph Gp(Vp,Ep).

Problem 3   (Querying provenance on PGDB for further 
analysis) Consider a Provenance Graph Gp(Vp,Ep) , our 
objectives are: 

1.	 To find a subgraph Gps(vps, eps) of graph Gp such that 
vps ∈ Vp, eps ∈ Ep which is contributing directly or indi-
rectly to a specific result tuple for various purposes like 
audit trail, tracing the source of a result tuple etc.

2.	 To extend the cypher query by including following user-
defined constructs viz. “All” , “Instance”, “valid_on 
now”, and “valid_on ‘date’” for historical data queries.

Fig. 1   Twitter’s social network 
graph
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4 � Proposed provenance framework

We propose a social data provenance framework (Rani et al. 
2021) build upon zero-information loss graph database (ZIL-
GDB) that efficiently captures provenance for all queries 
including select, aggregate, update, insert, delete along 
with historical queries, and generates a provenance graph 
for further visualizations. ZILGDB is developed by using 
the concept of Zero-Information Loss Database (Bhargava 
and Gadia 1993; Rani et al. 2015, 2016). The major steps 
involved in designing the proposed provenance framework 
are as follows: 

1.	 To design a data model in Neo4j graph database for 
social media data with efficient range query support.

2.	 Designing ZILGDB with data version support to main-
tain all insert, delete, and update operations in the form 
of provenance data, that will aids in Historical data que-
ries, Historical queries, and Querying through time.

3.	 Proposing a provenance generation algorithm to gener-
ate provenance data for select and aggregate queries, 
and to store captured provenance in provenance graph 
database (PGDB).

4.	 To provide provenance visualization for various applica-
tions like audit-trail, fact investigations etc.

In addition, a performance analysis of provenance captur-
ing and provenance querying is also presented for different 
query sets. Although, all the queries of different query sets 
including queries for provenance capturing as well as queries 
for querying provenance can be directly implemented on top 
of Neo4J graph database as Neo4j cypher query language is 
used to write a query statement yet, it could not be efficient 
for Historical Data Queries. Advantages of our proposed 
framework as compared to using Neo4j directly for analysis 
queries: 

1.	 The framework has been developed around the concept 
of a zero information loss database (ZILD) (Bhargava 
and Gadia 1993). By a ZILD, we mean that no data 
value, no user, and no query and its result (seen at the 
time query was issued) is ever lost. It is very useful in 
tracking any “data manipulations” that have taken place 
in an organization.

2.	 ZILGDB is a special kind of temporal database that pro-
vides data version support to maintain the history of 
all updates in form of provenance data along with the 
provenance of all insert and delete operations.

3.	 It supports to perform historical data queries. Historical 
data query is defined as the query to know all updates/
versions of a data object within any specific time range, 
or instance of a data object at any particular time. These 

queries cannot be answered directly on Neo4j without 
our proposed provenance framework.

4.	 It also assists to capture provenance for historical que-
ries. Historical query is defined as the query that was 
executed in the past and generates the same result (as 
seen in the past) in every subsequent execution.

5.	 To support provenance querying for historical data, we 
designed following four User-Defined cypher query con-
structs (UDCs), viz. “instance”, “all”, “valid_on now”, 
and “valid_on date” in our proposed framework. But 
in case of using direct Neo4j cypher query, such query 
constructs are not provided by Neo4j.

4.1 � Data model design using graph database

In a graph database, real-world entities are represented as a 
node. A node can have attributes in the form of a key-value 
pair and can be associated with other nodes via edges/rela-
tionships. Bidirectional relationship between two nodes can 
be modeled as two separate directed relationships, one in 
each direction. Nodes and edges with analogues attributes 
can be grouped under one label respectively.

In the proposed framework, we initially design the data 
model for Twitter data based on frequently used entities 
and relationships used in Twitter data analytics. Following 
entity types, i.e., USER, COUNTRY, TWEET, HASHTAG, 
URL etc., and relationship types, i.e., FROM, POSTED, 
TAGGED, MENTIONED, QUOTED, URL_USED, 
REPLY_TO etc, are used in Twitter data model design. Like 
a labelled graph, all these entities and relationships are mod-
eled as labeled nodes and edges respectively, and the nodes 
and edges having similar properties are grouped under one 
label. Similarly, in accordance with a property graph, each 
of the nodes and edges have their properties/attributes in 
the form of a key-value pair. In this way, the extended graph 
model is described in the following manner:

V: Set of Nodes
E: Set of Edges
TN: Set of Node Types (TWEET, USER, COUNTRY, 
HASHTAG, URL)
f (TN → V) : Function to assign Label to a Node
TE: Set  of  Edge Type (FROM, POSTED, 
MENTIONED,QUOTED,TAGGED,URL_USED)
g(TE → E) : Function to assign Label to an Edge
AN: Set of Node Attributes/Properties
AE: Set of Edge Attributes/Properties

In accordance with the extended graph model, our Twitter 
data model design is shown in Fig. 2, which also includes 
a Timeline (Year)-[:Has_Month]->(Month)-[:Has_Day]-
>(Day)-[:HAS_TWEET]->(Tweet) where an Year is asso-
ciated with all Months of year using Has_Month relationship 
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which are further associated with all Days of month via 
Has_Day Relationship. The Day node is associated with 
Tweet node via HAS_TWEET relationship, for all the tweets 
created on that particular day. Further, each Day node is 

associated to next day using NEXT relationship as shown 
in Fig. 3. This timeline is immensely favourable in que-
rying especially for range queries (Robinson et al. 2015) 
such as tweets posted between any two specific days, i.e., 

Fig. 2   Twitter data model

Fig. 3   Timeline with Tweet
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16/12/2018 to 18/12/2018 as shown in example query 1. To 
retrieve all the tweets posted between two specific days, a 
user just needs to specify “start date” and can traverse all 
the days up to “last date” via NEXT relationship, instead 
of searching all the tweets in database. Consequently, all 
the tweets related to these dates are retrieved. The Neo4j 
Schema of Twitter data set for efficient queries using time-
line is shown in Fig. 4.

Example query 1: Retrieve all the tweets posted by a 
specific user (Screen_Name : KashmirCause_) between 
16/12/2018 and 18/12/2018.

Wi t h  T i m e l i n e :  M AT C H  ( y : Ye a r  { ye a r : 
2018})-[hm:HAS_MONTH]->(m:Month {month: 12})-
[hd: HAS_DAY]->(d:Day {day: 16})-[:NEXT*0..2]->(day) 
with day MATCH (day)-[:HAS_Tweet]->(t: TWEET) 
<-[:POSTED]-(u:USER {Screen_Name: ‘Kashmir-
Cause_’}) return *

Without Timeline: MATCH (t:TWEET)<-[:POSTED]-
(u:USER {Screen_Name:‘KashmirCause_’}) where 

t.year=2018 and t.month=12 and t.day>=16 and t.day<=18 
return *

4.2 � ZILGDB architecture

The schematic diagram of proposed ZILGDB architecture 
is shown in Fig. 5. The architecture consists of following 
main components viz., Query Parser, Query Rewriter, Query 
Generator, and Graph Database. When a user issues a query 
in step 1, it is first sent to the Query Parser (QP), where 
query parser parses the query and also identifies the type of 
that query, i.e., Insert (I), Update (U), or Delete (D) query. 
If the issued query type is an “Insert Query” then the parsed 
results are sent to the Query Rewriter (QR) as mentioned in 
step I1 and corresponding rewritten query ( QI ) is generated 
in step I2 . Here, the “valid_from” attribute of this new node 
is being set as a “current date/time” and then it is sent to 
the graph database for further execution. Now, if the issued 
query type is a “Delete Query” then the parsed results are 
sent to the Query Generator (QG) and the corresponding 
update query ( QU ) is generated by setting “current date/
time” as the value of “valid_to” attribute of the node to be 
deleted as shown in step D1 and D2 respectively, and after-
wards, it is sent to the graph database for further execution. 
Similarly, if the issued query type is an “Update Query” 
then the parsed results are sent to both QG and QR as men-
tioned in step U1a and U1b respectively. Then, in step U2 , 
corresponding select query ( QS ) is generated by QG and sent 
for the execution on graph database, to retrieve the origi-
nal node ‘v’ to be updated. After retrieving the node to be 
updated, in step U3 , the corresponding create query ( QC ) is 
generated by QG to create a new node ‘ vc ’ as a clone of ‘v’ 
and it is further associated with all the nodes as ‘v’ via same 
type of edges, but with updated value of attribute as speci-
fied in original query. Finally, QC and a rewritten update 
query ( QRU ) which is generated by QR, in steps U4 and U5 , 
respectively, are sent for the execution on graph database to 
maintain the history of update operation.

Fig. 4   Neo4j schema for Twitter data set
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Fig. 5   ZILGDB architecture

Pseudo-code of ZILGDB design is mentioned in Algo-
rithm 1. A “valid_from” attribute is added to every node 
whenever it is inserted (refer to lines 11 to 13). This attrib-
ute stores node’s created time, i.e., “current date/time” as a 
value. Whenever a delete operation is performed, a “valid_
to” attribute is then added to the corresponding node with 
“current date/time” as value (refer to lines 15 and 16). It 
shows that the node has already expired but still exists in 
the database, which help in past queries execution to obtain 
the same result as their previous executions before delete 

operation occurs. Whenever an update operation is per-
formed, initially the original node which is to be updated 
is retrieved using generated select Query Qs from parsed 
results (P) of issued update query (refer to lines 3 to 5). 
Afterwards, original node is cloned (Updated Cloned Node), 
but with an updated value of that attribute as per the issued 
update query, and consequently its “valid_from” attribute 
is set to the “current date/time” as a value. Updated cloned 
node is assigned the same labels, and is associated with all 
the nodes with same type of edges as per its corresponding 
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original node (refer to lines 6 to 9). Finally, the “valid_to” 
attribute is also added to the original node that stores “cur-
rent date/time” as its value, i.e., expire time (refer to line 10). 
For example, Fig. 6 shows a snapshot of ZILGDB, where a 
USER named “KashmirCause_” is from Location “Kash-
mir” since 15-08-2019, as shown in Fig. 6 (see (a) Before 
Update). User updates its location from “Kashmir” to “Kas-
mir, India”; Now, the original node is cloned with all its 
attributes but the location attribute of cloned node is updated 
with value “Kasmir, India”. The “valid_to” attribute of origi-
nal node is set to the “current date/time” and “valid_from” 
attribute of cloned node is set to the “current date/time” as 
a value, as shown in Fig. 6 (see (b) After Update1). After 

this, user again updates its location from “Kasmir, India” 
to “Jammu and Kashmir, india” as shown in Fig. 6 (see (c) 
After Update2) in the same manner as earlier shown in Fig. 6 
(see (b) After Update1).

4.3 � Provenance generation and storage

Proposed SDP framework supports generation of provenance 
paths for all result tuples of select, aggregate and histori-
cal queries. The captured provenance path is also stored in 
provenance graph database (PGDB) for visualizations and 
analysis.

Fig. 6   Zero-loss graph database

Fig. 7   Snapshot of result of 
example query 2
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Fig. 8   Partial provenance graph 
of example query 2

Algorithm 2 shows high-level details of provenance graph 
generation that accepts graph G(V, E) and cypher query Q 
(select or aggregate) as inputs and returns provenance graph 
of all result tuples T of Q as output. Initially, the cypher 
query Q is executed on Graph G which returns all the result 
tuples as well as Query Graph  (GQ ) containing all the nodes 
and associated edges contributed to all result tuples of Q, as 

complete provenance graph of Q (refer to line 1). After that, 
for some/all result tuples, corresponding vertex is extracted 
from Query Graph  (GQ ) (refer to lines 2 to 4). Then, DFS is 
applied on extracted vertex to generate provenance paths of 
result tuple (refer to line 5). Provenance paths are then added 
to provenance graph database (PGDB) for further analysis, 
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i.e., provenance visualization (refer to line 6). Illustrative 
example queries of proposed algorithm are presented below:

Example query 2: Find top 50 most retweeted tweets by any 
user from a specific location “Kashmir” in a given range 
of days with the retweet count, tweet text, user’s name, in 
descending order of the retweet count.

Cypher query 2: MATCH (c:COUNTRY)<-[f:FROM]-
(u:USER)-[p:POSTED]->(t:TWEET)<-[ht:HAS_Tweet]-
(d:Day)<-[hd:HAS_DAY]-(m: Month)<-[hm:HAS_
MONTH]-(y:Year) where c.Location =‘Kashmir’ and 
y.year=2018 and m.month=12 and d.day>=18 and 
d.day<=20 return t.Retweet_Count AS retweet_count, 
t.Tweet_Text as tweet, u.Screen_Name as user_ screenname, 
c.Location as user_location order by t.Retweet_Count desc 
limit 50

Snapshot of example query 2 result is shown in Fig. 7. 
Here, first row shows most retweeted tweet posted by user 
named “KashmirCause_” from location “Kashmir” and so 
on for other rows in descending order of retweet_count. To 
explore why this result has appeared in result set, and how it 
is derived; we need to know about provenance information 
for the query result set. Figure 8 shows partial provenance 
graph of all result tuples (labeled as ‘QUERYTUPLE’), i.e., 
Q1t1, Q1t2 etc. of query Q1 (labeled as ‘QUERY’). Further, 
each result tuple node is associated with all source nodes 
contributed towards it via ‘provenance’ relationship. Fig-
ure 9 shows provenance graph of result tuple 1, i.e., Q1t1 of 
Q1. Provenance graph also stores the complete information 
about query which has been executed, i.e., issued query, time 
of execution as the attributes of ‘QUERY’ node.

Example query 3: Find topmost hashtag which appeared in 
most number of countries along with the number and list of 
the distinct countries it appeared in.

Cypher query 3: MATCH (h:HASHTAG)-[tg:TAGGED]-
>(t:TWEET) <-[p:POSTED]-(u:U_ SER)-[f:FROM]-
>(c:COUNTRY) return (count(distinct (c.Country))) AS 
Longest_Path, collect(distinct (c.Country)) as Country, 
h.Hashtagname AS Hashtag limit 1

The proposed framework is also capable to capture prov-
enance for aggregate queries, as given in above example 
query 3. The query result of this aggregate query describes 
that users from 53 different countries are using a common 
most popular hashtag “Kashmir” in their posted tweets as 
shown in Fig. 10. The provenance graph of this aggregate 
query is shown in Fig. 11, which can be analysed further for 
justifying query results such as why does the country name 
“Australia” is appeared in the result set? how many users 
from this country are using the most popular hashtag in their 
posted tweets? etc.

Fig. 9   Provenance of result 
Tuple t1 of example query 2

Fig. 10   Result of example query 3
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4.4 � Querying provenance

Provenance of a query result provides the details of all the 
relevant paths originating from the source graph which con-
tributed to generate the query result as explained in previous 
Sect. 4.3. Querying provenance information aids in explain-
ing and justifying the result of a data retrieval query through 
forward or backward tracing. It is helpful in social data ana-
lytics where the accountability of an analysis is largely rely-
ing on the data quality and trustworthiness of input data. 
Also, it has the ability to trace out the root cause in a social 
data analytics. Provenance enabled social media can offer 
an effective approach to address increasingly challenging 
issue of trust in social media. In this section, we explain the 
querying provenance for historical data query and to justify 
the query results with some example queries.

Example provenance query PQ1: Let’s consider the result 
set and partial provenance graph of Example Query 2 shown 
in Figs. 7 and 8 respectively. We now explain the derivation 
of result tuple t2 in the result set.

Cypher query PQ1: MATCH (n:QUERY)-[t:TUPLE]->(n1: 
QUERYTUPLE)-[p:Provenance]->(n2) where n.qid=‘Q1’ 
and n1.qtid=‘Q1t2’ RETURN n2

After executing the above cypher query PQ1, we obtain 
the provenance path of result tuple t2 as shown in Fig. 12. 
This provenance path shows the three nodes from source 
graph contributing towards generation of t2. Relationships 
among these nodes explain ‘How’ they are contributing 
towards generation of result tuple.

Proposed framework also supports multi-depth prove-
nance querying to determine the direct and indirect sources 

Fig. 11   Snapshot of provenance 
of example query 3

Fig. 12   Result of PQ1
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of a result tuple. Multi-depth provenance query up to depth 
2 is explained by following example provenance query PQ2.

Example provenance query PQ2: Let’s consider the result 
tuple with tuple id Q1t2 shown in Fig. 8, find the direct and 
indirect sources of Q1t2 up to depth 2.

Cypher query PQ2: MATCH (n:QUERY)-[t:TUPLE]-
>(n1: QUERYTUPLE)-[*..2]->(a) where n.qid= ‘Q1’ and 
n1.qtid= ‘Q1t2’ return *

Proposed framework also allows querying historical data 
by introducing four new query constructs viz., “instance”, 
“all”, “valid_on now”, and “valid_on ‘date’” as an extended 
cypher query constructs. It supports querying a data element 
with a given time in the past and with a time range specified 
in the query statement. Initially, the user issues a provenance 
query with extended cypher query constructs which is auto-
matically rewritten and passed to ZILGDB for further execu-
tion. The example provenance queries (PQ3, PQ4, PQ5, and 
PQ6) for querying historical data are explained below:

Example provenance query PQ3: Display the current loca-
tion of user for the graph shown in Fig. 6.

Extended cypher query PQ3: MATCH instance (u:USER)-
[:FROM]->(c:COUNTRY) where n.screen_name= ‘Kash-
mirCause_’ return c.Location valid_on now

Rewritten cypher query PQ3: MATCH (n:USER) 
-[:FROM]->(c:COUNTRY) where n.screen_name= ‘Kash-
mirCause_’ and c.valid_to is null return c.Location

Above query generates current location, i.e., “Jammu 
and Kashmir, india” in its result set.

Example provenance query PQ4: Display the location of 
user on 01/10/2019 for the graph shown in Fig. 6.

Extended cypher query PQ4: MATCH instance (u:USER)-
[:FROM]->(c:COUNTRY) where n.screen_name= ‘Kash-
mirCause_’ return c.Location valid_on date(’2019-10-01’)

Rewritten cypher query PQ4: MATCH (n:USER) 
-[:FROM]->(c:COUNTRY) where n.screen_name= 
‘KashmirCause_’, date(‘2019-10-01’)>=c.valid_from and 
c.valid_to>=date (‘2019-10-01’) return c.Location

Above query generates location, i.e., “Kashmir” in its 
result set.

Example provenance query PQ5: Display all the location 
updates of user till now for the graph shown in Fig. 6.

Extended cypher query PQ5: MATCH all (u:USER)-
[ : F RO M ] - > ( c : C O U N T RY )  w h e r e  n . s c r e e n _
name=‘KashmirCause_’ return c.Location valid_on now

Rewritten cypher query PQ5: MATCH (n:USER) 
-[:FROM]->(c:COUNTRY) where n.screen_name= ‘Kash-
mirCause_’ return c.Location

Above query generates locations, i.e., “Kashmir”, “Kas-
mir, India”, and “Jammu and Kashmir, india” in its 
result set.

Example provenance query PQ6: Display all the location 
updates of user valid on 20/11/ 2019 for the graph shown 
in Fig. 6.

Extended cypher query PQ6: MATCH all (u:USER)-
[ : F RO M ] - > ( c : C O U N T RY )  w h e r e  n . s c r e e n _
name=‘KashmirCause_’ return c.Location valid_on 
date(‘2019-11-20’)

Rewritten cypher query PQ6: MATCH (n:USER) 
-[:FROM]->(c:COUNTRY) where n.screen_name =‘Kash-
mirCause_’ and (date(‘2019-11-20’)>=c.valid_to or 

Table 2   Sample data retrieval queries

Query No. Query

Q1 Find top N most retweeted tweets by the users from a given location in a given range of days with the retweet count, tweet text, 
user’s name, in descending order of the retweet count

Q2 Find top N users who used a Hashtag “India” in a tweet with the most number of retweets with user’s name, tweet text, and retweet 
count in descending order of the retweet count

Q3 Find topmost hashtag that appeared in the most number of Countries with the number of countries it appeared in along with the list 
of the distinct countries it appeared

Q4 Find distinct locations along with the month and the date of a tweet posted with a given hashtag in a given range of days, with tweet 
text and retweet count in descending order of the retweet count

Q5 Find N users who used a given set of hashtags in their tweets with the user’s name and the country to which the user belongs in the 
alphabetical order of the names
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(c.valid_from<= date(‘2019-11-20’) and c.valid_to is null)) 
return c.Location

Above query generates all the locations of user till 
20/11/2019, i.e., “Kashmir” and “Kasmir, India” in its 
result set.

5 � Data set and evaluation

All the experiments are performed on a Windows machine 
with Intel i7-8700 processor @ 3.20 GHz and 16 GB RAM. 
Neo4j Desktop version 1.2.1 with embedded Neo4j enter-
prise edition 3.5.6 has been used as a Graph Database. Neo4j 
extension library APOC (Awesome Procedures On Cypher) 
version 3.5.0.4 is included to call APOC library procedures 
with some modifications to import/export the social data set 
from csv files to Neo4j graph database and vice versa. Java 
version 8 has been used as front end programming language 
to interact with Neo4j graph database. To perform experi-
mental analysis, publicly available twitter dataset related to 
an incidence of 11 killings at Pulwama district of Jammu 
and Kashmir, India on 15/12/2018 (Kaggle 2018), has been 
used. By using cypher scripts, experimental dataset is fed 
into Neo4j graph database, and then ZILGDB is designed 
as per the data model in Sect. 4.1. Our initial database con-
sists of around 35,000 nodes and 78,000 edges, and grows 
gradually after performing each data update operation. Prov-
enance graph database (PGDB) is being created to store the 
captured provenance information for each query executed on 
ZILGDB. We now present the analysis of proposed frame-
work based on execution overhead in terms of provenance 
capturing and querying.

5.1 � Provenance capture analysis

To perform experimental analysis of provenance capture, 
we have executed 24 different data retrieval queries on ZIL-
GDB to capture their provenance information using timeline 
wherever it is required. A sample set of data retrieval que-
ries are shown in Table 2. As we have already explained in 

Sect. 4.1, through example query 1, that the performance of 
a range query using timeline is much efficient as compared 
to a query executed without timeline (refer to Fig. 13). In a 
range query, the start and end dates are mentioned explicitly 
in the query statement, therefore with timeline execution, all 
the tweets those are posted in-between these dates (including 
both the dates) and linked through “HAS_Tweet” relation-
ships are only required to search instead of searching the 
whole database. Thus, no any significant change is measured 
in the query performance after increasing the size of data-
base. But, in case of without timeline execution, we have 
to search whole database to retrieve all the tweets posted 
between these two dates. This degrades the performance, 
with increase in the number of tweets.

Initially, all the data retrieval queries are executed 42 
times without any provenance capturing mechanism. After-
wards, the same set of data retrieval queries are executed 42 
times with provenance capturing mechanism. To calculate 
the average execution time of each query, we have dropped 
the maximum and the minimum execution time, and then 
taken average of the remaining 40 values. Average execu-
tion times of all the queries are given in milliseconds (ms). 
Because of the couple of order difference in execution times, 
the execution performances of all the queries without prov-
enance capture and with provenance capture mechanism are 
shown separately in Figs. 14 and 15, respectively. We found 
that select queries which are generating larger number of 
result tuples are taking more time for capturing and storing 
provenance information as compared to those select que-
ries having lesser number of results tuples in their result 
set. This is because the proposed framework capture and 
store provenance information of each result tuple of a query, 
which increases the execution time with increase in number 
of result tuples. It can be seen in Fig. 15 that Queries Q2 and 
Q23 are taking longer execution time as compared to other 
queries, because the number of result tuples generated by 
each of them is 100.

The proposed framework also provides provenance cap-
turing support for aggregate queries using aggregate func-
tions such as collect, count, min, and max. Here, query Q3 
(an aggregate query) uses collect function to retrieve all the 

Fig. 13   Query performance 
with and without timeline
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countries which are using topmost hashtag in their tweets 
and returns only one result tuple in its result set. On the other 
hand, query Q6, shown in Fig. 15, is not an aggregate query 
like Q3 and generates 6 result tuples in its result set, still its 
performance is better than Q3, even though it generates more 
number of result tuples as compared to Q3. On the other 
hand, query Q9, shown in Fig. 15, is also an aggregate query 
generating 10 result tuples and its execution time is compar-
atively higher than aggregate query Q3 which is generating 
1 result tuple. Thus, it can be concluded that aggregate que-
ries are taking longer execution time as compared to select 
queries. Secondly, execution time of aggregate queries with 
more number of result tuples is comparatively higher than 
other aggregate queries with lesser number of result tuples.

This study makes a valuable contribution in the field of 
Social Data Analytics. In this analysis, we observed that 
whenever an aggregation is performed on a very large num-
ber of input sources, then it is required to capture the details 
of all the sources that are contributing to derive it, hence it 
takes longer time as compared to other aggregate queries 
those are performing aggregation on a smaller number of 
sources such as query Q3 and Q9 in Fig. 15. In this way, 
the overall performance of an aggregate query depends 
on the number of sources contributing towards any result. 

Therefore, in some cases it may also found that the aggregate 
queries are performing better than the select queries.

The proposed framework also supports provenance cap-
turing for insert, delete, and update queries. A sample set 
of data update queries are shown in Table 3. The following 
parameters are used to capture the provenance information 
for update queries, viz. “Previous value before update”, 
“time till the previous value was valid”, and “time from when 
new updated value is valid” as shown in sample graph in 
Fig. 6. Similarly “valid_from” and “valid_to” parameters 
are used in the case of insert and delete query respectively. 
The provenance information captured for insert, delete, and 

Fig. 14   Query performance without provenance capture

Fig. 15   Query performance with provenance capture

Table 3   Sample data update queries

Query No. Query

Q1 Update location of user with screen name “Kash-
mirCause_”

Q2 Update name of user with screen name “Kashmir-
Cause_”

Q3 Update URL of a user with given screen name
Q4 Insert new post of a user
Q5 Delete a specific post of a user
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update queries can be used for both historical data queries, 
and queries executed in the past (historical query) on a spe-
cific time.

5.2 � Provenance querying analysis

The performance analysis of querying provenance informa-
tion stored in provenance graph database (PGDB) is pre-
sented in this section. A set of 20 provenance queries are 
executed for analysis of querying provenance. Out of these 
20 queries, a sample set of 10 provenance queries are shown 
in Table 4. This sample set contains both the type of prov-
enance queries, i.e., provenance queries for query results, 
and provenance queries for historical data. Provenance graph 
database consists of approximate 22,000 nodes and 43,000 
relationships at the time of execution of these provenance 
queries. Each query in the provenance query set is executed 
12 times. To calculate the average execution time of each 
query, we have dropped the maximum and the minimum 
execution time, and then taken average of the remaining 10 
values. A performance analysis of 10 provenance queries for 
query results are shown in Fig. 16. The average execution 
times of all the queries are mentioned in milliseconds (ms).

As we have seen in the Sect. 4.3 that the provenance 
graph of a query result contains a separate node for each 
data retrieval query, labelled as “QUERY”, and their result 
tuples, labelled as “QUERYTUPLE”. These “QUERYTU-
PLE” nodes are associated with corresponding “QUERY” 
node via “TUPLE” relationship. “QUERYTUPLE” nodes are 
further linked with all the source nodes those are contribut-
ing to produce it through a relationship, labelled as “prov-
enance” (refer to Figs. 8 and 9). This makes the searching 
process faster by reducing the search space to a particular 
portion of the provenance graph rather than the whole graph. 
As a result, a small execution time is measured in querying 
provenance for query results. In this way, it is clear from 
Fig. 16 that the performance of querying provenance for 
query results is very efficient.

In case of querying provenance for historical data queries, 
such as PQ3, PQ4, PQ5, and PQ6 (explained in Sect. 4.4), 
a longer execution time is measured as compared to query-
ing provenance for query results (refer to Fig. 17). As the 
query statement is initially written in the extended cypher 
query using various user-defined constructs such as “all”, 
“instance”, “valid_on now”, and “valid_on ‘date’”, which 
is further required to rewrite the statement into the Neo4j 
cypher query for execution on database. This rewriting pro-
cess may incur some execution overheads.

5.3 � Comparative analysis with existing frameworks

A qualitative analysis of existing provenance solutions with 
our proposed SDP framework based on an evaluation matrix 
is already given in Table 1 of Sect. 2. Additionally, this sec-
tion provides a detail explanation about why the provenance 
information that are captured by our proposed framework 
cannot be answered by the other provenance capturing 
systems. 

1.	 On a social media platform, users frequently update 
their profiles and posts by adding, removing or chang-
ing the information. Therefore, in such application time 
values are required to tied up with data values to indicate 
the time interval of their existence. The database that 
imposes time values with data and levying sequential 

Table 4   Sample queries on 
provenance

Query No. Provenance query

Q1 Why Hashtag “Kashmir” is appeared in the result set of Query Q3?
Q2 Retrieve all the nodes those have contributed to produce tuple t1 of Query Q1
Q3 Why Hashtag “Kashmir” is arrived as longest path of countries in Query Q3?
Q4 How Tweet t1 has been derived as result in Query Q7?
Q5 Which users from “Jammu and Kashmir” uses top hashtag(Maximum Tagged) in Query Q3?
Q6 How and which user has been contributed to produce result tuple t2 of Query Q2?
Q7 Display the current location of user with screen name “KashmirCause_”
Q8 Display the location of user with screen name “KashmirCause_” on 01/10/2019
Q9 Display all the location updates of user with screen name “KashmirCause_” till now
Q10 Display all the location updates of user with screen name “KashmirCause_” till 11/10/2019

Fig. 16   Querying provenance for justifying result tuples
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order within database are designated as a Temporal 
Database. ZILD is a special kind of temporal database 
that stores data values with their associating timestamps 
to indicate the time interval of their validity, and also 
maintain the history of data objects based on their exist-
ence. It is competent to store various versions of the 
data based on time, which allow users to audit complete 
history of data object.

2.	 ZILD architecture contains mainly three components 
viz., “Temporal Database”, “Query Store”, and “Update 
Store”. Temporal database contains time-stamped data, 
query store contains information about all queries 

executed, and update store contains information about 
all data update operations performed on the database. 
The proposed time-aware provenance framework has 
been developed around the concept of a Zero Informa-
tion Loss Database (ZILD). Designing temporal rela-
tions by associating transaction or validation time for 
time stamping with all data values helps in evolution 
of historical database which maintains history of any 
data values whenever it is captured in the database with 
each transaction. In this way, ZILGDB provides data 
version support to maintain the history of all updates in 
form of provenance data along with the provenance of 

Fig. 17   Querying provenance 
for historical data

Fig. 18   A cyclic process model 
based on provenance framework

Fig. 19   Snapshot of result of example query 4
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all insert and delete operations, whereas no any existing 
provenance system supports update management.

3.	 Some of existing provenance system such as SFM 
(Kerchner et al. 2016), web-based provenance system 
(Gundecha et al. 2013b; Ranganath et al. 2013) cap-
tures only few pre-defined provenance attributes such 
as name, gender, religion, location etc., from different 
social accounts associated with a particular twitter user, 
but they neither provides a provenance path nor a propa-
gation history and updates of published data like ZIL-
GDB.

4.	 Few other provenance systems for example RAMP 
(Park et al. 2011), Hadoop-Prov (Akoush et al. 2013), 
PROV-SAID (Taxidou et al. 2015, 2018; De Nies et al. 
2015) primarily focuses on workflow provenance. These 
systems are process-oriented that captures only coarse-
grained information such as information about process 
and entities involved in that process whereas, ZILGDB 
captures detailed fine-grained provenance i.e. how any 
result is derived, what queries are executed, what opera-
tions are performed on data etc.

5.	 Mere capturing provenance information is of no use, 
until it is queried and/or visualized efficiently. Our 
proposed framework effectively supports multi-depth 
provenance querying with varying depth to know about 
direct or indirect sources contributed to a specific result. 
It captures both direct sources (i.e. Single-level prov-
enance) and indirect sources (Multi-level provenance) 

of data that are contributing towards its generation along 
with the transformations applied on data, and the history 
of data.

6 � Applications

Proposed framework is beneficial in attempting to under-
stand the social processes and behaviour of a social media 
user. Some of the application scenarios are given below:

6.1 � Use case: terrorist attack investigation

In this section, applicability of proposed SDP framework is 
presented for investigating terrorist attack, and identifying 
suspects, and their associated communities on social media 
especially in Twitter’s network. A cyclic process model 
based on proposed framework is shown in Fig. 18. Initially, 
a large volume of twitter data set is fed into Neo4j graph 
database for performing further analysis based on suspicious 
tweets and hashtags. Whenever a user issues a query on data-
base with specific predicates, a set of result tuples, based 
on issued query are generated. By employing the proposed 
provenance framework, a set of provenance graphs for all the 
result tuples are also generated, which consists of a set of 
nodes of the source graph, that are contributing to produce 
it. Now, these provenance graphs are required to be visual-
ized and analyzed to obtain Who, Why, and How Provenance 

Fig. 20   Partial provenance 
graph of example query 4
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of a suspicious tweet exists in the result set. Further, all the 
other tweets posted by a suspicious user can be retrieved 
from the source database using proposed framework. This 
provenance data can be visualized in a way that may provide 
support back to the on-going investigation process. In this 
way, a user can visualize the provenance graph to identify 
such suspicious person and his linked communities.

A use case scenario is given below to explain the use 
of above process model in terrorist attack investigation by 
identifying suspicious person and his linked communities 
in Twitter’s Network. A publicly available twitter data set 
related to an incidence of 11 killings at Pulwama district of 
Jammu and Kashmir on 15/12/2018 are used for the analysis 
purpose. The data set consists of around 10,000 tweets those 
are reactions to that incidence. Using cypher scripts, data set 
is first modelled into Neo4j graph database as per the data 
model explained in Sect. 4.1. Now, by employing the pro-
posed provenance framework, our goal is to identify the sus-
pects those are not in favour of Indian Army. Therefore, we 
have executed the following query to retrieve all the tweets  
that are posted on 15/12/2018 with a hashtag “IndianArmy”.

Example query 4: Find all the tweets posted on 15/12/2018 
in which hashtag “IndianArmy” is used.

Cypher query 4: MATCH (y.YEAR)-[:Has_Month]-
>(m:MONTH)-[:Has_Day]->(d:DAY)-[:HAS_ TWEET]-
>(t:TWEET)<-[tg:TAGGED]-(h:HASHTAG) where 
h.Hashtagname = ‘IndianArmy’ and t.year=2018 and 

t.month=12 and t.day=15 return t.Tweet_Text as TWEET 
limit 100

In response to the above query execution, 53 result tuples 
and their provenance graphs are generated. After analyzing 
all the result tuples, suspicious or provoked tweets exist in 
the result set are marked. A snapshot of partial result set of 
this query execution is shown in Fig. 19, in which a high-
lighted tweet is looking suspicious or somewhat against the 
Indian Army.

Now, a provenance graph of this suspicious tweet as high-
lighted in Fig. 19 is required to visualize and analyze to 
obtain Who, Why, and How Provenance such as Who has 
posted this tweet?, Why this is present in the result set?, 
and How it is derived? etc. A partial provenance graph of 
above example query 4 is shown in Fig. 20, where prov-
enance information of all the result tuples, i.e., grey nodes, 
are shown with their respective provenance edges, those are 
associated with a set of nodes of the source graph which 
contributed to produce it. The provenance graph of this 
identified suspicious tweet with result tuple id Q25t26 is 
mentioned with a marked portion in Fig. 20. After visual-
izing this provenance graph, we determined that this suspi-
cious tweet is posted by a twitter user whose screen name is 
‘Demise_ _ _ _’ as shown in Fig. 21. Now, on the basis of 
this screen name, we retrieved all the other tweets posted by 
this user in the source graph database as shown in Fig. 22.

Again, analyzing all the other tweets posted by this identi-
fied user during Pulwama incident held on 15/12/2018, we 
found that tweet’s texts are looking suspicious or somewhat 

Fig. 21   Partial provenance 
graph
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against the Indian Army and our country, which may pro-
voke others also. Therefore, there is a need to retrieve all 
the tweets posted by this suspicious user on twitter’s time-
line along with his attributes such as Profile Creation Date, 
Nationality, Location, Sex, Friend’s List, Follower’s List 
etc., and his linked communities on Twitter and other social 
networking sites, for further analysis.

The schematic diagram of a cyclic process model based 
on proposed provenance framework to identify suspicious 
persons and their linked communities are shown in Fig. 18. 
The proposed framework works in following four steps for 
the above cyclic process model: 

1.	 Modelling of Social Data: A large volume of social 
media data is fed into Neo4j graph database and mod-
elled according to the proposed data model to generate 
provenance graphs for all the result tuples of a result set.

2.	 Analysis of Tweets: Determining suspicious or provoked 
tweets (As per the criteria of security agencies) exist in 
the result set.

3.	 Provenance Visualization: These provenance graphs 
consist of a set of nodes of the source graph, that are 
contributing to produce it. Moreover, these provenance 
graphs are further required to visualize to knowing about 
the Who, Why, and How Provenance of various suspi-
cious tweets exists in the result set.

4.	 Identification of Suspicious Persons: Identification of 
suspicious person who posted those provoked tweets and 
to retrieve all the attributes of that suspicious person and 
his/her linked communities.

Currently, out of these four steps following three steps i.e. 
Modelling of Social Data, Provenance Visualization and 
Identification of Suspicious Persons are fully automated and 
performed by employing the proposed provenance frame-
work. The only step i.e. Analysis of Tweets is performed 
manually by the security person as per their criteria to 
determine suspicious or provoked tweet. In future, we shall 
extend our provenance framework by applying Traditional 
Machine Learning models such as Support Vector Machines 
(SVM), Recurrent Neural Network (RNN), Convolutional 

Fig. 22   All Tweets posted by 
identified user ‘Demise_ _ _ _’
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Neural Network (CNN) etc., to predict whether a tweet falls 
into the positive or negative sentiment.

In this way, framework has the capability to model a large 
twitter dataset into a Neo4j graph database to perform prove-
nance visualization based on suspicious tweets and hashtags, 
which can be helpful for security agencies in investigating 
suspicious persons and their linked communities. Also, it 
will be helpful in attempting to understand the attitude and 
behaviour of social media users. The framework supports 
following key features viz., big data modelling, social media 
analytics, exploration and visualization etc. It can also be 
used to extract intelligence from social networking sites.

6.2 � Other applications

•	 Preserving Progressive User Profiles: A social media 
user can update his/her profile or may add new infor-
mation or remove any existing information at any time. 
Proposed framework is applicable for such applications 
to maintains all the data updates performed without los-
ing any information.

•	 In Covid-19 Pandemic: In current pandemic situation 
of COVID-19, where health related data (such as Covid 
positives, Recovered, Vaccinated, Post Covid Symptoms 
etc.) is provided by almost all the countries across the 
world. Although, this data is valuable and scattered at 
different portals yet, it is necessary to identify the various 
sources and derivation history of such data regardless to 
knowing of their geographic location. In this situation, 
our proposed framework can be applied to capture/store/
analyse provenance information for such data for a better 
understanding of current situation and in fighting against 
the COVID-19 pandemic.

7 � Conclusions and future work

In this paper, we designed and implemented a Zero-Infor-
mation Loss Graph Database (ZILGDB) on top of which a 
Social Data Provenance (SDP) Framework has been devel-
oped to capture and querying provenance for Twitter data 
set. The proposed framework is capable to capture fine-
grained provenance for various query sets including select, 
aggregate, and data update queries with insert, delete, and 
update operations. It supports historical data queries, and 
querying through time using updates management in ZIL-
GDB. It also provides support to a detailed provenance anal-
ysis through visualization along with efficient multi-depth 
querying to determine both direct and indirect sources of an 
information.

The proposed framework is efficient in terms of average 
execution time for capturing and storing provenance for 
select, and data update queries. However, a small execution 

overhead is measured for some aggregate queries, where the 
aggregation is performed on a larger number of input tuples. 
Proposed framework supports efficient provenance querying 
for both justifying answers of a query result, and historical 
data queries at an accepted level of precision. The proposed 
data model for social data in graph database is proven to 
be very efficient for range queries using timeline approach. 
Our proposed framework and provenance algorithm prove to 
be very promising in dealing with increasingly challenging 
issue of trust in social media. We conducted a real-life use 
case study to evaluate the usefulness of our framework in 
terrorist attack investigation, to identify suspicious persons 
and their linked communities on social media, particularly 
in Twitter’s network.

However, currently SDP framework is implemented for 
a single node Neo4j Graph Database rather than for several 
distributed nodes in a cluster.

In future, we plan to further extend our social data prov-
enance framework for distributed graph database on different 
nodes in a cluster using Neo4j Aura.
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