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Abstract 

As a serious mental disease, depression causes great harm to the physical and mental health of individuals, and 
becomes an important cause of suicide. Therefore, it is necessary to accurately identify and treat depressed patients. 
Compared with traditional clinical diagnosis methods, a large amount of real and different types of data on social 
media provides new ideas for depression detection research. In this paper, we construct a depression detection 
data set based on Weibo, and propose a Multimodal Hierarchical Attention (MHA) model for social media depres-
sion detection. Multimodal data is fed into the model and the attention mechanism is applied within and between 
modalities at the same time. Experimental results show that the proposed model achieves the best classification 
performance. In addition, we propose a distribution normalization method, which can optimize the data distribution 
and improve the accuracy of depression detection.
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Introduction
According to the statistics of the World Health Organiza-
tion (WHO), more than 300 million people in the world 
were suffering from depression in 2017, which were 
equivalent to 4.4% of the world population. The number 
of depressed patients increased by 18.04% in 10 years 
[1]. At present, the incidence of depression tends to be 
younger, and patients with depression are more prone to 
violent injury to others or self-harm, suicide and other 
bad situations than normal people, which has a serious 
impact on personal, family and socio-economic devel-
opment. The clinical diagnosis of depression mainly 
depends on questionnaires or scales [2–5], but these 
methods have certain problems. For example, patients 
often conceal their true thoughts during the filling 
process.

With the development of the Internet, the scale of 
social media is expanding. On social media platforms 
such as Weibo, Twitter and Facebook, hundreds of 

millions of users share their views and life states every 
day, including text, pictures, videos, audios, etc., which 
usually contain rich emotional information. Compared 
with questionnaires and scales, depressed patients are 
more likely to express their true feelings in social media. 
These open and real data provide a new perspective for 
depression detection research.

Most depression detection studies are based on the 
text posted by users on social platforms to obtain users’ 
emotional state. However, some literatures have proved 
that simply analyzing users’ posts cannot detect their 
depressive tendencies very accurately [6, 7]. In addition, 
Chinese expressions are more diverse, so these meth-
ods often cannot obtain users’ potential real emotion in 
Chinese depression detection. Aiming at this problem, 
some studies are committed to using multimodal data 
for depression detection [8–11]. Figure  1 is an exam-
ple of pictures posted by normal user and depression 
user. It can be seen that there are certain differences in 
the pictures posted by them, so we can consider using 
multimodal information such as pictures for depres-
sion detection. Moreover, social media users usually 
express their depressive tendencies in only a small part 
of the data. If all data of users are considered to be of 
equal importance, it is possible to ignore important 
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information that affects the classification of the model, 
resulting in the wrong prediction results given by the 
model. Therefore, it is necessary to introduce atten-
tion mechanism into depression detection, which can 
enable the model to automatically screen out the infor-
mation that plays an important role in the prediction 
results [12–14]. However, most of the current depres-
sion detection studies based on multimodality only use 
the attention mechanism within a certain type of data. 
In this way, the contribution of a certain mode to the 
overall classification effect cannot be measured, and the 
model cannot be adjusted adaptively according to the 
proportion of information contribution.

In the task of social media user classification, there may 
be great differences in the average data volume of differ-
ent categories of users. For example, when using social 
media data for depression detection, the number of posts 
and pictures posted by depressed users is generally less 
than that of normal users. The existing solution is to 
delete the data of each user to a certain threshold [15]. 
Although this method can reduce the difference between 
the average data volume of different categories of users 
to a certain extent, by comparison, for a class of users 
with a large average data volume, the actual data volume 
retained is closer to the threshold. This may induce the 
model to classify only according to the difference of the 

actual retained data volume, and it does not extract the 
real information in the data actually.

The lack of publicly available data sets for research is 
also one of the problems that the field of social media 
depression detection. The particularity of depression 
detection and the privacy policy of social media plat-
form make researchers have to collect and use user data 
in range of limited privacy, which also leads to the lack 
of publicly available data sets. Meanwhile, the existing 
depression detection data set based on social media is 
mainly in English, while the Chinese data sets are very 
rare, which greatly limits the research in Chinese social 
media depression detection fields.

In response to the above problems, we propose a Mul-
timodal Hierarchical Attention (MHA) model for social 
media depressed user detection, which can process text, 
pictures and auxiliary information at the same time. 
The proposed model uses a novel hierarchical attention 
mechanism, which can not only automatically screen out 
the information that plays an important role in the pre-
diction results in the same modal data, but also adjust the 
model adaptively according to the information contribu-
tion ratio of different modal data. Since the average data 
volume of depressed users is much smaller than that of 
normal users, we propose a distribution normalization 
method to make the model learn more features of the 

Fig. 1  Example of pictures posted by normal user and depression user, where a represents the picture of normal user and b represents the picture 
of depression user
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data by changing the data distribution. This method ran-
domly deletes the pictures of the normal users according 
to the number of pictures of the corresponding depres-
sion users who release fewer pictures, so that the num-
ber of pictures of the two types of users is consistent. In 
addition, we construct a Chinese social media data set for 
depression detection, which contains data of 2299 users 
with depressive tendencies and 2307 normal users from 
December 24, 2020 to December 23, 2021. The experi-
mental results show that compared with the baseline, 
our MHA model achieves the best performance in the 
Chinese social media depression detection task. Mean-
while, the proposed distribution normalization method 
can reduce the difference of data distribution and further 
improve the performance of the model.

In general, our work has the following contributions:

•	We propose a multimodal hierarchical attention 
model, called MHA. The model can process the data 
of different modalities at the same time, and combine 
the attention mechanism to screen the information 
that plays an important role in the task of depression 
detection within and between modalities.

•	Aiming at the problem that there may be great differ-
ences in the average data volume of different catego-
ries of users, we introduce a distribution normaliza-
tion method, which improves the performance of the 
model by aligning the data distribution.

•	Due to the lack of domain-specific data sets, we con-
struct a Chinese social media data set for depression 
detection research. This data set would help to pro-
mote further research related to depression detection 
in the field of computer science and psychology.

Related work
The current research on depression detection of social 
media users is mainly divided into two categories: 
machine learning and deep learning methods. Multi-
modal-based depression detection tasks basically use 
deep learning methods that are jointly trained by mul-
tiple models. In addition, attention mechanism can 
help the model automatically screen out information 
that plays a greater role in classification. Therefore, the 
depression detection method using attention mechanism 
is also a research hotspot in related fields.

Machine learning-based methods for depressed user 
detection mainly rely on feature engineering, that is, the 
features extracted from text are fed into machine learn-
ing models for training and predicting. Priya et  al. [16] 
used machine learning algorithms to detect a variety of 
psychological problems such as anxiety, depression and 
stress for users who filled in the online questionnaire. 

Tian et al. [17] compared the identified depressed users 
with the general population in demographic features, 
circadian rhythm and emoticon. Seabrook et al. [18] ana-
lyzed the relationship between the severity of depression 
and the expression of emotional words. Deep learning 
models can extract features automatically without com-
plex operations compared with machine learning meth-
ods. Wang et  al. [19] used deep learning methods such 
as Bert, Roberta and XLNet based on the pre-trained 
language expression model for depression risk predic-
tion, and further trained on the large-scale unlabelled 
data set collected from Weibo. In order to get better 
results, researchers usually use information other than 
text as features. Cao et al. [20] used FastText model as the 
embedding of user text, and used LSTM for sequential 
processing to obtain the context of user posts. He et al. 
[21] detailed the deep learning method for depression 
detection, and discussed the challenges and prospects of 
using deep learning technology for depression diagnosis.

Most machine learning and deep learning methods 
only use unimodal data, resulting in limited detection 
performance. Therefore, there are some works trying 
to use multimodal data for depression detection. The 
research of Koutsouleris et al. [22] showed that the com-
bination of clinical, neurocognitive, neuroimaging and 
genetic information could help to improve the perfor-
mance of depression detection. Cai et  al. [23] provided 
users with positive, neutral and negative audio stimuli, 
and then extracted linear and nonlinear features from 
EEG data of three modes to distinguish patients with 
depression from normal people. Ceccarelli et al. [24] pro-
posed a late multimodal fusion strategy based on feed-
forward neural network, which combines audio, video 
and text information at the same time. In view of the lack 
of labelled depression audio data sets, Toto et  al. [25] 
introduced AudiBERT, which integrates the pre-trained 
audio and text representation model, and uses the dual 
attention mechanism to strengthen their representation 
respectively. Sardari et al. [26] used CNN autoencoder to 
extract features from original audio, which is better than 
manual feature extraction methods and other deep learn-
ing methods in this field.

In recent years, attention mechanism has been widely 
used in various fields. Many deep learning models com-
bined with attention mechanism have shown excellent 
performance in affective computing tasks such as depres-
sion detection. Some studies have combined attention 
mechanism with the text information to detect depres-
sion. Song et al. [13] constructed four FAN models with 
good performance and high interpretability based on psy-
chological research, and used the data on social media for 
depression detection. Ren et al. [14] proposed an atten-
tion network that can discover the high-level semantic 
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information and emotional information hidden in the 
text, and verified the effectiveness of the model by using 
the data in the social network. Mallol-Ragolta et al. [27] 
and Xezonaki et  al. [28] used a hierarchical attention-
based model to extract language features from clinical 
visit records to detect whether individuals have depres-
sion. There are some works that applied attention mecha-
nism to other types of information. For example, He et al. 
[29] used CNN model with attention mechanism to mine 
potential depression patterns in facial images. Zhang 
et al. [30] used attention mechanism to explore the cor-
relation between EEG signals and demographic informa-
tion. In addition, some studies try to apply attention to 
multimodal information at the same time. Zheng et  al. 
[31] and Niu et al. [32] used graph attention network to 
learn the embedded representation of different modal 
information to find the correlation between modalities.

Methodology
The structure of the proposed MHA model is shown 
in Fig.  2. It focuses on combining multimodal data and 
attention, using attention mechanisms both within and 
between modalities, discovering more important data 
within modalities, and assigning different importance to 
different modalities.

Problem definition
For user ui ∈ U , i = 1, 2, . . . ,N  , post sequence of the user 
is pji ∈ Pi, j = 1, 2, . . . ,Mi , and the picture sequence is 
cli ∈ Ci, l = 1, 2, . . . , Li , where N represents the number of 
users, Mi represents the number of posts of user ui , and 
Li represents the number of pictures of user ui . The post 
time, dictionary features and social information of user 
ui are expressed as ti,di and si respectively. In this paper, 
depressed user detection is regarded as a binary classifi-
cation task, that is, user label yi ∈ {0, 1}, i = 1, 2, . . . ,N  . 
The purpose of this study is to give the prediction result 
of users’ depressive tendency ȳi according to users’ social 
media data.

Feature description
Compared with traditional machine learning methods, the 
most significant advantage of deep learning methods is that it 
can obtain higher accuracy when processing large-scale data, 
and there is no need to extract features manually, so they have 
been widely used in many fields [21, 33]. Some studies have 
shown that the integration of auxiliary information into deep 
learning methods can further improve the classification per-
formance [34]. Therefore, this work extracts a variety of auxil-
iary information, including dictionary features, post time and 
social information, to help further improve the performance 
of the model.

At present, there are some works combined with emo-
tion dictionary to identify depression [35]. The Chinese 
suicide dictionary [36] has a total of 2168 words divided 
into 13 categories. We select 21 antidepressants and 153 
words related to depressive symptoms, and add them to 
the dictionary. According to the expanded dictionary, a 
13-dimensional feature vector is extracted from all posts 
of each user.

According to our observation, the post time of 
depressed users is different from that of normal users. 
Depressed users are more likely to post at midnight or 
before dawn. Therefore, we regard post time as a feature 
of depression discrimination. Specifically, we divide the 
post time into six periods and count a 6-dimensional post 
time feature for each user.

In addition, users’ social information may also help 
to detect depressive tendencies. Therefore, we take it as 
part of the auxiliary information. The social informa-
tion used in this paper includes the number of Weibo 
posts, reposts, comments, likes, followings and follow-
ers. Table  1 shows the differences in social information 
between normal and depressed users. Based on users’ 
social information, we extract a 6-dimensional feature 
vector for each user.

Multimodal hierarchical attention model
In this paper, we use the data of three modalities: text, 
image and auxiliary information. Depressed users may 
not continue to show their depressive tendencies, so 
screening out information that clearly express depres-
sive tendencies will be helpful to classification. This work 
applies the attention mechanism to pictures and auxil-
iary information. Through the attention mechanism, our 
model can pay more attention to the information that 
plays a positive role in identifying depressive tendency. 
Since the importance of different modal data may be dif-
ferent, we also apply the attention mechanism to the data 
of different modalities.

Table 1  Social information statistics of different catego-
ries of users

Ratio difference = (Normal group / Depression group − 1) × 100%

Normal group Depression group Ratio dif-
ference 
(%)

Avg_reposts 33.52 36.23 − 7.48

Avg_comments 263.23 220.98 19.12

Avg_likes 386.19 239.09 61.52

Avg_followings 358.11 285.37 25.49

Avg_followers 406.74 224.30 81.34

Avg_posts 135.09 61.27 120.48
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In order to screen out the features that are helpful to 
identify depressive tendency within and between modali-
ties at the same time, we propose the MHA model. 
ResNet-18 uses residual learning for the first time, effec-
tively alleviating the model degradation problem in deep 
learning [37]. It uses ImageNet data set for pre-training. 
Therefore, we use the pre-trained ResNet-18 to extract a 
feature vector for each picture cli of user ui:

Then the attention mechanism is applied to the extracted 
picture features:

where C̃i ∈ R
1×512 represents the final picture feature of 

user ui , αl
i represents the attention weight of each pic-

ture feature c̃li , W1 ∈ R
512×512 and b1 ∈ R

1×512 represent 
trainable full connection layer parameters.

For text data, we concatenate all posts of user ui into 
a long text, and train a TextCNN model to extract text 
features:

where P̃i ∈ R
1×dim represents the text feature of user ui , 

dim represents dimension of text feature.

(1)c̃li = f ResNet

(
cli

)

(2)C̃i =

L∑

l=1

αl
i c̃

l
i

(3)αl
i =

exp
(
c̃li ×W1 + b1

)

∑L
k=1 exp

(
c̃ki ×W1 + b1

)

(4)P̃i = fTextCNN

(
p1i | p

2
i | . . . | p

Mi
i

)

For the auxiliary information ti , di and si , we first map 
them to the feature space using full connection layers 
respectively:

where t̃i , d̃i and s̃i represent the feature vectors corre-
sponding to the three auxiliary information respectively, 
W2 , W3 , W4 and b2 , b2 , b2 represent the trainable full con-
nection layer parameters. The attention mechanism is 
then applied to each feature:

where Ãi represents the feature vector of all auxiliary 
information of user ui , βk

i  represents the attention weight 
corresponding to the three auxiliary information, W5 and 
b5 represent trainable full connection layer parameters.

After obtaining the feature vector of the three modali-
ties, we use the attention mechanism again to obtain the 
final vector representation of user ui:

(5)t̃i =W2 × ti + b2

(6)d̃i =W3 × di + b3

(7)s̃i =W4 × si + b4

(8)Ãi =

3∑

k=1

βk
i ak , ak ∈

{
t̃i, d̃i, s̃i

}

(9)βk
i =

exp (W5 × ak + b5)∑3
m=1 exp (W5 × am + b5)

(10)F̃i =

3∑

k=1

γ k
i ek , ek ∈

{
C̃i, P̃i, Ãi

}

Fig. 2  The structure of MHA model
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where F̃i represents the final vector representation of 
user ui , γ k

i  represents the attention weight correspond-
ing to the three modal vectors, W6 and b6 represent the 
trainable full connection layer parameters. Finally, a full 
connection layer is used to classify F̃i , and the depressive 
tendency prediction results of user ui is obtained:

Distribution normalization
Due to the large difference in the number of pictures 
posted by social media users, if all pictures of users are 
used for classification, the model may directly obtain the 
classification results through the feature of picture num-
ber. That is, the model does not learn the feature of the 
data actually, which would cause the model to classify 
only by the difference in the number of pictures. In order 
to adress this problem, we set an upper threshold for the 
number of pictures. Specifically, for users whose number 
of published pictures is less than the threshold, we keep 
all their picture data. For users whose number of pictures 
exceeds the threshold, we sort the pictures according to 
the publishing time, and only keep the latest pictures of 
the user. As shown in Fig.  3, the original picture distri-
bution of normal users and depressed users is shown as 
dark blue and red dotted lines respectively. After setting 
the upper threshold, the picture distribution of the two 
types of users will change to light blue and orange dotted 
lines respectively.

It can be seen that before the ui point, the number 
of pictures of normal users is equal to the threshold, 
and the number of pictures of depressed users is less 
than the threshold, which will affect the calculation 

(11)γ k
i =

exp (W6 × ek + b6)∑3
m=1 exp (W6 × em + b6)

(12)ȳi = W7 × F̃i + b7

of picture attention weight by the model. In order to 
solve this problem, we propose a distribution nor-
malization method, which makes the distribution 
of number of normal users’ pictures consistent with 
that of depressed users. Specifically, normal users and 
depressed users are sorted in ascending order accord-
ing to the number of pictures firstly, then one normal 
user and one depressed user are selected each time, and 
another corresponding user’s pictures are randomly 
deleted according to the number of the user’s pictures 
who has posted a small number of pictures. After the 
above operations, the distribution of number of the 
two groups of users’ pictures tends to be consistent, as 
shown by the orange dotted line in Fig. 3.

After ranking the users in the normal group and 
depression group in ascending order according to the 
number of posted pictures, we find that the number 
of pictures of users in the normal group selected each 
time is greater than that of users in the corresponding 
depression group. Therefore, we only normalize the dis-
tribution of picture data of normal group users. Table 2 
shows the statistics of the number of users’ pictures in 
the normal group before and after using the distribu-
tion normalization method.

Fig. 3  Schematic diagram of distribution normalization method

Table 2  Statistics on the number of pictures released by 
normal group users before and after distribution normali-
zation

Before After

Average 131.39 49.50

Median 61 14

Sum 303,109 114,190
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Data set
Social media depression detection tasks often face the 
problem of lack of available public data sets. An impor-
tant reason is that researchers are worried about divulg-
ing users’ private information, and the sensitivity of 
depression topics further exacerbates the scarcity of data 
sets. Therefore, taking Sina Weibo as the data source, we 
construct a Chinese social media data set for depression 
detection research, and desensitize all contents that may 
leak personal privacy.

Data source
Sina Weibo1 is a social media platform owned by Sina. 
Since its launch in August 2009, the number of Weibo 
users has maintained explosive growth. In the fourth 
quarter of 2021, the number of monthly active users 
reached 573 million, a year-on-year increase of 10%, and 
the number of daily active users reached 249 million, a 
year-on-year increase of 11%.

Weibo has a sub-forum function called ’SuperTopic’, 
and users can express their views in a certain sub-forum. 
In order to screen users with potential depressive tenden-
cies, we obtain all text data from December 21, 2020 to 
December 20, 2021 in the ’Depression SuperTopic’ sub-
forum, and identify 2426 users with depression by man-
ual annotation. We obtain all posts and corresponding 
image data in their personal home page. Finally, we get 
167,586 original posts and 119,812 corresponding pic-
tures without preprocessing.

In order to compare with the users in the depression 
group, we randomly select some users from the Weibo, 
and after annotating, we get 2400 users without depres-
sive tendencies as the control group. Similarly, we obtain 
a total of 366,663 posts and 320,458 pictures on the per-
sonal home page of all users in the control group within 
the same time range.

Data annotation
For the user who may have depressive tendency obtained 
from ’Depression SuperTopic’ and the randomly obtained 
control group users, we use the method of manual anno-
tation to select the data that can be used to detect the 
depressive tendency. We invite three experienced psy-
chologists to complete the annotation work. Gener-
ally speaking, for a specific user, experts need to judge 
whether the user is suffering from depression based on all 
the posts obtained from the user. In order to ensure the 
correct annotation, each user’s posts are marked by three 
experts independently, and only when all experts give 
the same annotation results to a user, we add the user to 

the corresponding data set. In the screening process, we 
annotate the data according to the following criteria:

(1)	 depressive tendency present:

•	 One or several Weibo posts of the user in ’Depres-
sion SuperTopic’ contain a clear diagnosis of 
depression, such as: ’I was diagnosed with major 
depression today’, ’It has been a week since I was 
diagnosed with depression’, etc.

•	 The user’s posts clearly express that he/she is taking 
antidepressant drugs or receiving antidepressant 
treatment, such as: ’This time the doctor prescribed 
agomelatine’, ’I will have my first MECT treatment 
next month.’ et al.

(2)	 depressive tendency absent:

•	 None of the user’s posts contain any words related 
to depression.

•	 There are depression related words in posts, but 
there is not enough evidence to show that the 
user has depressive tendency. For example, the 
user objectively evaluates the social news related 
to depression, or there are depression related key-
words in shared lyrics or movie lines.

Table  3 shows the post examples of some annotated 
users.

Data preprocessing
Data preprocessing can eliminate redundant features 
and noise in the input text and improve the performance 
of the model. For all the posts and image data of 2426 
depressed users and 2400 normal users, we propose a 
complete set of Chinese social media data preprocessing 
method. Specifically, we process all data according to the 
preprocessing operation listed below: 

(1)	 In this paper, ResNet-18 is selected to extract the 
feature contained in users’ image data. In order to 
conform the input structure of ResNet-18 network, 
we adjust the size of all images to 224 × 224.

(2)	 Due to the characteristics of Weibo, posts will be 
automatically generated when users share spe-
cific content. These posts should be identified and 
deleted. We screen out the keywords contained in 
these texts, and use these words to delete the corre-
sponding posts. If the deleted post has correspond-
ing pictures, we will delete these pictures.

(3)	 Delete URL links and all emoticons that appear in 
the post.

1  https://​weibo.​com

https://weibo.com
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(4)	 Delete the content mentioned in the post through 
the ’@’ symbol that may cause privacy disclosure.

(5)	 We constructed a list of administrative divisions to 
match the user’s current geographic location infor-
mation appearing in the body of some posts and 
delete them.

(6)	 Delete all ’SuperTopic’ titles appearing in posts.
(7)	 Delete the posts and corresponding pictures with 

less than 4 characters in a single post after the 
above operations.

(8)	 Delete users with too few remaining posts. We set 
the minimum number of posts to 3. Through the 
above preprocessing steps, we finally obtain 140,863 
posts and corresponding 114,078 pictures of 2299 
users with depressive tendencies, and for 2307 nor-
mal users, we obtain a total of 311,645 posts and 
corresponding 303,109 pictures. Table 4 shows the 
statistics of the two groups of user data.

Experiments
Experimental setup
The data set used in the experiments contains text, pic-
tures and auxiliary information of 4606 social media 
users. This is a relatively balanced data set, with 2299 
depressed users and 2307 normal users, respectively. 
We split all user data into train, validation, and test sets 
in a ratio of 8:1:1. Specifically, the train set contains 
data of 1839 depressed users and 1845 normal users, 

the validation set and test set both consist of data of 230 
depressed users and 231 normal users.

For each user, we intercept the first 100 characters of 
each of his/her post and splice the intercepted content, 
and use ’jieba’,2 a current relatively mature Chinese word 
segmentation tool, to segment the spliced text. In order 
to avoid the interference of some words with very low 
frequency to the model training, we set the size of vocab-
ulary to 5000, and the words with very low frequency are 
replaced with ’<UNK>’. In addition, we also add some 
words related to depressive symptoms and antidepres-
sants to the word segmentation dictionary to obtain 
more accurate word segmentation results. The word vec-
tor corresponding to each word is initialized with a ran-
dom number.

The model is implemented using PyTorch 1.10 frame-
work, and the model is trained using a single NVIDIA 
A100 Tensor Core GPU. We apply grid search to deter-
mine the optimal parameters of the model, train the 
model for 500 epochs, and use an early-stop strategy to 
prevent model overfitting.

Experimental process
Firstly, the user’s segmented text, all pictures and auxil-
iary information are sent to the proposed MHA model. 
The text data is sent into TextCNN model to obtain the 
vector representation of the text. Each picture uses the 

Table 3  Examples of Weibo posts with and without suicidal ideation in ’SuperTopic’

Category Example

Depression Will the COVID-19 vaccine lead to the recurrence of depression? I am so afraid of a relapse of depression.

I was diagnosed with moderate depression and mild anxiety some time ago, but I’m only 13 years old, and I’m just on my first year of 
junior high.

Today is the ninth MECT. Lying on the operating table, anesthesia was injected into my body. At that moment, my body was numb, but 
my mind was clear. This is how I feel for the past two years. As I lay in a coffin, a sword pierced my heart.

Normal I don’t like being accosted by men, which makes me feel uncomfortable instinctively. If I am in a crowded place, I will be afraid.

Although my parents didn’t make everything I had go well, at least my values and moral cultivation are enough to be a useful person in 
this society, so that I can constantly expand my horizons and enjoy the freedom and beauty they yearn for.

Taking a nap is really too easy to dream, and every time I have strange dreams.

Table 4  Statistics of normal and depression group data

#Users represents the number of users, #Posts represents the number of posts, #Pictures represents the number of pictures, #Length represents the total length of the 
post, Avg_Post represents the average number of user’s posts, Avg_Length represents the average length of each user’s posts, Avg_Picture represents the average 
number of pictures of users, Depression is the depression group data set, and Normal is the normal group data set

Category #Users #Posts #Pictures #Length Avg_Post Avg_Length Avg_Picture

Depression 2299 140,863 114,078 4,451,881 61.27 31.60 49.62

Normal 2307 311,645 303,109 10,951,214 135.09 35.14 131.39

2  https://​github.​com/​fxsjy/​jieba.

https://github.com/fxsjy/jieba


Page 9 of 13Li et al. Health Information Science and Systems (2023) 11:6

pre-trained ResNet-18 to extract features, and combine 
with the attention mechanism to obtain the vector rep-
resentation of the user’s pictures. Three full connection 
layers are used separately to extract hidden layer vectors 
for the three types of auxiliary information: posting time, 
dictionary features and social information, and then an 
attention layer is applied to get the vector representa-
tion of auxiliary information. After obtaining the vector 
representation of text, picture and auxiliary information, 
the attention mechanism is combined again to obtain the 
vector representation of the user, and the final predic-
tion result of the model is output after the full connection 
layer.

In addition, we feed the user’s text into five widely used 
text classification models: TextCNN, DPCNN, FastText, 
Bert, and Transformer for depression detection experi-
ments to show the superiority of the MHA model. We 
also try to deal with user images without using the distri-
bution normalization method, and use the original data 
directly to prove the effectiveness of our proposed distri-
bution normalization method.

Benchmark
In order to verify the effectiveness of the proposed MHA 
model, we select five widely used text classification mod-
els for depression detection experiments. The input of 
the model is the same as the user text used in the MHA 
model, and the output is whether the user has depressive 
tendency.
• TextCNN [38] The classical TextCNN is mainly com-

posed of embedding layer, convolution layer and pool-
ing layer. It is a shallow neural network. CNN was first 
applied to image classification and target detection in the 
field of computer vision, and then used for text classifi-
cation and other tasks, which can achieve high classifica-
tion accuracy. The word vector of TextCNN used in the 
experiment is initialized with random numbers.
• FastText [39] FastText superimposes the n-gram vec-

tor of words to obtain the representation of text. The 
structure of the model is very simple, which is only com-
posed of input layer, hidden layer and output layer, but 
its classification accuracy is comparable to many complex 
depth models, and the training time is far less than that 
of depth models.
• DPCNN [40] DPCNN is a pyramid shaped deep con-

volution neural network. Strictly speaking, it is consid-
ered the first deep text classification convolution neural 
network. It can capture the long-distance dependence in 
the text, and the residual connection added to the model 
can alleviate the problems of gradient explosion and net-
work degradation in the deep model.
• Transformer [41] Transformer was born in machine 

translation tasks and was later applied to many tasks in 

NLP and CV fields. Transformer is mainly composed 
of encoder and decoder. It only uses self-attention and 
introduces multi-head attention mechanism.
• Bert [42] Bert is a pre-trained deep language model, 

which is essentially a bidirectional transformer model. 
Bert outperforms humans in machine comprehension 
tasks, and shows excellent performance in many NLP 
tasks such as text classification.

Results and analysis
In this section, we compare the performance of MHA 
model with various baseline models, and verify the effec-
tiveness of multimodal hierarchical attention mechanism 
and distribution normalization method.

Performance comparison
We extract all user posts in the data set introduced in 
Sect. 4, and use various deep learning methods described 
in Sect.  5.3 to detect users’ depressive tendencies. The 
results are shown in Table  5. The experimental results 
show that the five deep learning methods achieve rela-
tively good performance. Among them, the classifica-
tion accuracy of DPCNN and FastText reach 89.80% and 
90.24% respectively, which shows that these classical 
methods can achieve high detection accuracy when deal-
ing with text classification tasks, while Transformer and 
Bert only achieve 85.90%. In contrast, TextCNN shows 
the best performance, with classification accuracy and 
F1-score reaching 90.46% and 90.13% respectively. The 
reason may be that the performance of Bert, which is 
pre-trained based on large-scale corpus after fine-tuning 
on small data sets is not as good as that of training a new 
model, such as TextCNN. The structure of Transformer 
makes the model lose the ability to capture local fea-
tures, while in depression detection task, many users only 
express their depression tendency in one or two words. 
Therefore, we use TextCNN as the text feature extractor 
of MHA model.

The performance of the proposed MHA model is 
shown in Table 6. Its accuracy and F1-score reach 92.84% 
and 92.78% respectively, achieving 2.38% and 2.65% 
improvement over the best performing baseline model 

Table 5  Performance comparison of different baseline 
models

Bold values represent the best performance of all models

Method Accuracy (%) F1-score (%)

DPCNN 89.80 89.43

FastText 90.24 89.80

Transformer 85.90 85.13

Bert 85.90 84.81

TextCNN 90.46 90.13
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separately. We think that the improvement of model per-
formance may be related to the use of multimodal data 
and attention mechanism. To verify our conjecture, we 
first remove the multimodal hierarchical attention in the 
MHA model. The experimental results show that when 
using only multimodal data, compared with TextCNN, 
MHA(non_att) achieves 1.30% and 1.31% improvement 
in accuracy and F1-score respectively. It shows that add-
ing picture data and auxiliary information can remedy 
the deficiency of using only text data, and then improve 
the effect of depression detection.

Furthermore, after adding the multimodal hierarchi-
cal attention mechanism, the proposed model achieves 
the best performance. We also remove the attention 
within and between modalities in the multimodal hier-
archical attention mechanism, respectively. Com-
pared with MHA(non_att), the accuracy and F1-score 
of MHA(between_att) model are improved when only 
attention between modalities is retained. It is worth 
mentioning that the accuracy of MHA(inner_att) model 
is slightly reduced when only inner modal attention 
is retained, while F1-score is still improved. This may 
because Chinese social media users often post pictures 
that are not related to the text topic, and using these 
pictures directly for depression detection may affect 
the model performance. In the future work, we plan to 
explore the deep relationship between text and pictures 
to more effectively detect the depressive tendencies of 
social media users.

In order to explore the impact of different types of 
data on depression detection performance, we compare 
the proposed MHA model with three models using dif-
ferent types of data. The experimental results are shown 
in Table 7. It can be seen that, compared with using only 
text data, the addition of auxiliary information contain-
ing users’ social characteristics can improve the per-
formance of depression detection to a certain extent. 
This is because there are certain differences in the post-
ing features between normal users and depressed users, 

which can be seen in Table 1. The model can distinguish 
depressed users through the characteristics contained 
in the auxiliary information. In addition, better perfor-
mance can be achieved by using the user’s picture and 
text data at the same time, which accuracy and F1-score 
reach 91.97% and 91.69% respectively. This shows that 
the picture data of different types of users contain sig-
nificantly different features, depressed users tend to 
publish fewer pictures and the pictures contain more 
negative emotions. Compared with the other three mod-
els, the MHA model with complete data achieves the 
best depression detection performance, which proves the 
effectiveness of the data we used.

In this paper, we apply the distribution normalization 
method proposed in Sect. 3.4 to the image data of social 
media users. In order to verify the effectiveness of this 
method, we conduct experiments with normalized and 
non-normalized image data respectively. The results are 
shown in Table 8. It can be seen that when distribution 
normalization is not applied, the accuracy and F1-score 
of MHA model are 91.97% and 91.90% respectively. 
After applying distribution normalization, the accuracy 
and F1-score of the model are improved to 92.84% and 
92.78% respectively. The above proves that the proposed 
distribution normalization method is helpful to better 
calculate the picture attention weight in the model, and 
can further improve the performance of the model while 
optimizing the data distribution.

Case study
In order to demonstrate the effectiveness of the MHA 
model more intuitively, we select some representative 

Table 6  Performance comparison of proposed models

MHA(non_att) represents the model after removing the multimodal hierarchical 
attention in MHA model, MHA(between_att) represents the model that only 
retains the attention between modalities in MHA model, and MHA(inner_att) 
represents the model that only retains inner modal attention in MHA model

Bold values represent the best performance of all models

Method Accuracy (%) F1-score (%)

MHA(non_att) 91.76 91.44

MHA(between_att) 92.19 92.00

MHA(inner_att) 91.54 91.79

MHA 92.84 92.78

Table 7  Ablation results of MHA model using different 
types of data

Bold values represent the best performance of all models

Method Accuracy (%) F1-score (%)

Picture + Auxiliary Information 86.33 86.39

Only Text(TextCNN) 90.46 90.13

Text + Auxiliary Information 90.89 90.91

Text + Picture 91.97 91.69

MHA (Text + Auxiliary 
Information+Picture)

92.84 92.78

Table 8  Comparison of distribution normalization results

Method Accuracy (%) F1-score (%)

No distribution normalization 91.97 91.90

Distribution normalization 92.84 92.78

↑ 0.87 ↑0.88
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users in the data set, and use the baseline model, the 
MHA(non_att) model and the MHA model to detect 
their depressive tendencies. The results are shown in 
Table 8. Among them, user 1, user 3 and user 4 are anno-
tated as depressed users, and user 2 is a normal group 
user.

As can be seen from Table 9, the posts of user 1 contain 
a large number of contents with obvious depressive ten-
dency, such as depressive symptoms and antidepressants. 
Therefore, TextCNN and other baseline models that only 
use text information can also correctly classify the user. 
For user 2, his/her posts contain some words related to 
depression, so TextCNN mistakenly classifies the user as 
having depressive tendency. However, after combining 
pictures and auxiliary information, the MHA(non_att) 
and MHA model extract the real emotional features 
of the user and give accurate prediction results, which 
shows that the addition of multimodal information helps 
to improve the performance of depression detection task.

User 3 is annotated as depressed user, but only MHA 
correctly identifies the user’s implied depressive ten-
dency. This may because only a small part of all the data 
of the user expresses relatively obvious depressive ten-
dency. For TextCNN and MHA(non_att), they assign 
equal importance to all data, which causes those that 
express depressive tendencies to be ignored. The mul-
timodal hierarchical attention used by the MHA model 
can focus on data that has more impact on the classi-
fication results, and thus can identify those depressed 
users that are difficult to be detected in social media. 
For User 4, we comprehensively judge that the user 
has depression tendency according to all his/her posts. 
The depression tendency contained in the data is too 

vague, and even humans need to make careful judg-
ment. Therefore, all models fail to identify the user’s 
true emotion correctly. We find that almost all the data 
of the user doesn’t express his/her depressive tendency, 
thus making it difficult for the model to predict. In the 
future work, we will try to build the knowledge graph 
of social media depression users to further improve the 
performance of depression detection by introducing 
external knowledge.

Conclusion
In this paper, we propose a multimodal hierarchical 
attention model called MHA for the detection of depres-
sive tendency in social media. The model can process 
multimodal data at the same time, and use the attention 
mechanism within and between modalities to screen 
the information that plays an important role in depres-
sion detection. We also construct a Chinese social media 
depression detection data set. Experiments show that the 
proposed MHA model can accurately identify users with 
depressive tendencies on social media. Moreover, we 
propose a distribution normalization method, which can 
align user data with different distribution and improve 
the performance of depression detection.

Acknowledgements
This research was supported by Supercomputing Center of Lanzhou 
University.

Author contributions
All authors contributed to the study conception and design. Material prepara-
tion, data collection and analysis were performed by ZA, WC, JZ, FZ and BH; 
The first draft of the manuscript was written by ZL and all authors commented 
on previous versions of the manuscript. All authors read and approved the 
final manuscript.

Table 9  Examples of case studies of different models

User Text Label Baseline MHA (non_att) MHA

1 Do people want others to know that they are ill? Why do I want everyone to know that I suffer from 
depression.

Today’s makeup is so beautiful. It’s unreasonable not to take more photos. So how can such a beau-
tiful girl get depression?

In the afternoon, I poured out all my Quetiapine Fumarate, Escitalopram Oxalate, Sertraline and even 
Melatonin for swallowing.

1 1 1 1

2 I also want to fall in love, but I have to go to work when I wake up and sleep when I get off work.

Today’s wind seems to speak. It says in my ear: I want you to die.

It is just a beautiful girl who has grown up for another year. 0 1 0 0

3 Why have a headache and vomit? When will it be good? I’m so tired.

Since you can’t control your thoughts, release them freely and don’t force or embarrass yourself.

Just shopping it when you’re unhappy. 1 0 0 1

4 Alas... Recently, my mind has become more and more gloomy.

I haven’t taken a good picture of the clouds this summer.

I love this book very much. 1 0 0 0
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