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Abstract Inspired by how some cognitive abilities affect

the human decision-making process, the proposed

approach combines neural networks with type-2 fuzzy

systems. The proposal consists of combining computa-

tional models of artificial neural networks and fuzzy sys-

tems to perform clustering and prediction of time series

corresponding to the population, urban population, partic-

ulate matter (PM2.5), carbon dioxide (CO2), registered

cases and deaths from COVID-19 for certain countries. The

objective is to associate these variables by country based

on the identification of similarities in the historical infor-

mation for each variable. The hybrid approach consists of

computationally simulating the behavior of cognitive

functions in the human brain in the decision-making pro-

cess by using different types of neural models and interval

type-2 fuzzy logic for combining their outputs. Simulation

results show the advantages of the proposed approach,

because starting from an input data set, the artificial neural

networks are responsible for clustering and predicting

values of multiple time series, and later a set of fuzzy

inference systems perform the integration of these results,

which the user can then utilize as a support tool for deci-

sion-making with uncertainty.

Keywords Neural networks � Time series � Prediction �
Clustering � Type-2 fuzzy system

1 Introduction

During the last decades, many technological changes have

contributed to the use of Artificial Neural Networks

(ANNs) to solve complex problems, this is due to the

ability of ANNs to learn from non-linear relationships

[1, 2]. In the case of supervised ANNs, they can be trained

to produce desired outputs in response to sample inputs,

demonstrating their effectiveness for time series prediction

[3–5]. On the other hand, unsupervised ANNs can be

trained with input data, but the outputs associated with

them are unknown [6, 7].

The most important modeling tool based on fuzzy set

theory is the fuzzy system, which consists of fuzzy rules

and fuzzy reasoning for performing logical inference.

Fuzzy reasoning is an inference procedure that derives

conclusions from a set of fuzzy if–then rules and known

facts [8].

One of the latest advances in the field of medicine is the

study of how the cognitive abilities affect the human

decision-making process. In the case of the cognitive

flexibility, it has been described as the ability to produce

alternative solutions and to switch thoughts, by choosing

and using appropriate information, therefore, understand-

ing the situation and making decisions [9]. There are dif-

ferent degrees of cognitive flexibility, individuals that

possess lower cognitive flexibility shows rigid cognitions

and perseverative behaviors often referred to as cognitive

inflexibility or ‘rigidity’[10]. On the other hand, individu-

als with higher cognitive flexibility can modify mental

scripts and behavioral routines to change task demands by

categorizing ideas and concepts in multiple ways and

establishing non-obvious relationships between them rather

than simply reproducing these in ways they were originally

learned [11].
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Therefore, these advances have influenced the creation

and application of bioinspired computational models. Such

is the case with artificial neural networks [12–14] and

fuzzy inference systems [15–17], which, although they

emerged in the previous century, in accordance with the

theory of cognitive flexibility have proven to be a robust

support for decision-making.

Since the beginning of 2020, the world has been affected

by the arrival of the coronavirus disease 2019 (COVID-19)

pandemic, caused by infection with severe acute respira-

tory syndrome coronavirus 2 (SARS-CoV-2) [8]. At that

time the adverse effects on infected people were unknown,

what was certain was its high transmissibility, so the

governments of the entire world were seen in the need to

establish short-term strategies like face mask-wearing and

social distancing among others, to maintain the flow of

economic activities and, above all, protect people’s health.

Being a new threat, difficult times were lived and in a fight

against time, several researchers from different branches of

knowledge, in an act of solidarity, joined ranks to find a

way to combat this new virus, managing to create in a

couple of months different vaccine proposals to face the

global pandemic [18, 19].

With the passing of the months and the advancement of

the vaccination plan in different countries, the world faced

new threats upon discovering several genetic variations of

the virus, linked to increased transmission, immune inva-

sion, or severe disease. By characterizing new variations in

Variant of concern (VOC), Variant of interest (VOI), or

Variant of high consequence (VOHQ) [20, 21]. Although

the whole world maintains the sum of efforts so that the

COVID-19 pandemic comes to an end, there is still interest

in the scientific community in discovering the impact and

trend of the COVID-19 virus in the population [22].

Therefore, countless computational models have been

developed for the prediction of time series of positive cases

and cases of deaths from said disease [23–25].

It should be noted that another constant global challenge

is to evaluate the increase in population and minimize the

level of pollutant emissions in the environment [26], for

which different computer models have been developed to

forecast the trend of these variables, for example: popula-

tion, urban population [27, 28], particulate matter (PM2.5),

carbon dioxide (CO2) [29, 30], among others.

Traditionally, statistical models are used to predict time

series, such as: Autoregressive Integrated Moving Average

model (ARIMA) and Seasonal Autoregressive Integrated

Moving Average (SARIMA). However, due to their ability

to learn from non-linear relationships, in most cases the

predictions of ANNs have shown better results than con-

ventional statistical models [31–33].

The motivation to design a model inspired by the

functioning of the cognitive functions used during

decision-making is that every day people face new chal-

lenges to integrate multiple sources of information and we

need to consider multiple variables simultaneously, so it

would be of great help for them to have a computational

Fig. 1 Example of the SOM neural network architecture

Fig. 2 Example of the Nonlinear Autoregressive with Exogenous

(NARX) neural network

Fig. 3 Example of the Nonlinear Autoregressive (NAR) neural

network architecture
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tool that integrates multiple results of the clustering and

prediction of time series, considering different aspects to

those used by traditional statistical models.

Thus, the main contribution of this paper consists of

combining models of artificial neural networks and fuzzy

systems, which partially simulate the behavior of cognitive

functions in the human brain when performing decision-

making based on the results of clustering and prediction of

time series. Thus, a set of Self-Organizing Map Neural

Networks (SOMs) are used to generate data clusters of

multiple time series by identifying similarities in historical

data trends between countries, simultaneously a set of

Nonlinear Autoregressive Exogenous (NARX) model and

Nonlinear Autoregressive (NAR) neural networks are used

to make predictions of time series values. Finally, a set of

type-1 and type-2 fuzzy inference systems perform the

integration of these results, which the user can use as a

support tool for decision-making.

This approach differs from most existing intelligent

computational methods [22, 34, 35], by combining both

supervised and unsupervised neural networks training

algorithms, and fuzzy systems, for the prediction of time

series, since most computational models in the literature

Fig. 4 Illustration of the 13 selected countries

Table 1 Attributes of the

COVID-19 time series
No Attributes

1 Iso_code: Country code

2 Continent

3 Location: Country name

4 Date

5 New cases

6 New deaths
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Fig. 5 Illustration of monthly COVID-19 confirmed and death cases by country
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Fig. 5 continued
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only use supervised training algorithms to perform the

prediction of time series. Thus, one of the great advantages

is that our proposal in addition of clustering and prediction

of time series, it contemplates the management of uncer-

tainty for decision making and integration of results using

type-2 fuzzy inference systems.

This paper is organized as follows. In Sect. 2, the the-

oretical aspects are shown. The problem to be solved is

described in Sect. 3. The methodology is explained in

Sect. 4. The experiments and discussion of results are

shown in Sects. 5 and 6, respectively. Finally, in Sect. 7,

the general conclusions are presented.

Fig. 5 continued

Table 2 Attributes of the

annual total population time

series

No Attributes

1 Country name

2 Country code

3 Indicator name

4 Indicator code

5 Year

6 Total population

Fig. 6 Illustration of monthly total annual population by country

Table 3 Attributes of the

annual total urban population

time series

No Attributes

1 Country name

2 Country code

3 Indicator name

4 Indicator code

5 Year

6 Total urban population

123

1082 International Journal of Fuzzy Systems, Vol. 25, No. 3, April 2023



2 Basic Concepts

In this section we present a general summary of the theo-

retical aspects considered to carry out the development of

our proposal, which mainly contemplate artificial neural

networks and fuzzy systems that have been used as

bioinspired methods.

2.1 Self-organizing Map (SOM) Neural Network

SOM is an unsupervised network for classification, as it

accepts an input vector xand the input weight vector m and

produces a vector having s elements (Fig. 1). The elements

are the negative of the distances between the input vector

and the weight matrix vectors formed from the r rows of

the input weight matrix. The competitive transfer function

accepts a net input vector for a layer and returns neuron

outputs of 0 for all neurons except for the winner. The

winner’s output is 1. If all biases are 0, then the neuron

whose weight vector is closest to the input vector has the

least negative net input and, therefore, wins the competi-

tion with an output of 1, where if we define the best match

to be at unit with index c it can be determinate by Eqs. (1)

and (2) that represent the similarity matching:

x� mck k ¼ min
i

x� mik k; ð1Þ

x� ðtkÞ � mcðtkÞk k ¼ min
i

x� ðtkÞ � miðtkÞk kf g: ð2Þ

The weights of the winning neuron are adjusted, which

allows a neuron to learn an input vector, thus, the neuron

whose weight vector was closest to the input vector is

updated to be even closer, and can be written as Eq. (3):

miðtkþ1Þ ¼ miðtkÞ þ aðtkÞ½xðtkÞ � miðtkÞ� for i 2 Nc

miðtkþ1Þ ¼ miðtkÞ otherwise
;

ð3Þ

where m is the input weight vector, iis an index position, tk
is a vector time index, a is the learning rate and x is an

input vector [36].

Fig. 7 Illustration of monthly total annual urban population by country

Table 4 Attributes of the time

series of PM2.5 air pollution
No Attributes

1 Country name

2 Country code

3 Indicator name

4 Indicator code

5 Year

6 PM2.5 air pollution
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2.2 Nonlinear Autoregressive with Exogenous

(NARX)

In the NARX neural network (Fig. 2), the future values of a

time series y(t) are predicted from past values of that series

and past values of a second time series x(t), and can be

written as Eq. (4) [37]:

y tð Þ ¼ f y t �1ð Þ; y t�2ð Þ; . . .; y t�dð Þ; x t�1ð Þ; x t�2ð Þ; . . .; x t�dð Þð Þ:
ð4Þ

where y(t) represents a value of the time series y at time t,

x(t) represents a value of a second time series x at time t,

d is a time delay parameter and f is an activation function.

2.3 Nonlinear Autoregressive (NAR)

In the NAR neural network (Fig. 3), the future values of a

time series y(t) are predicted only from past values of that

series and can be written as Eq. (5) [38]:

y tð Þ ¼ f y t�1ð Þ; y t�2ð Þ; . . .; y t�dð Þð Þ; ð5Þ

where y(t) represents a value of the time series y at time t,

d is a time delay parameter, and f is an activation function.

2.4 Type-2 Fuzzy Systems

The main idea of type-1 fuzzy logic is modeling the

vagueness in linguistic concepts, while in Interval type-2

fuzzy logic the main goal is modeling uncertainty, which

affects decision-making and appears in number different of

forms. It is well known that uncertainty is an attribute of

information.

The basic structure of a fuzzy inference system consists

of three conceptual components: a rule base, which con-

tains a selection of fuzzy rules, a database, which defines

the membership functions used in the fuzzy rules; and a

reasoning mechanism, which perform the inference pro-

cedure upon the rules and given facts to derive a reasonable

output or conclusion, which is almost always fuzzy sets.

Fig. 8 Illustration of mean annual PM25 exposure by country

Table 5 Attributes of the time

series of CO2 emissions
No Attributes

1 Country name

2 Country code

3 Indicator name

4 Indicator code

5 Year

6 CO2 emissions
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Therefore, we need a method of defuzzification to extract a

crisp value that best represents a fuzzy set [8].

The basics of fuzzy logic do not change from type-1 to

type-2 fuzzy sets, basically, type-2 fuzzy systems consist of

fuzzy if–then rules, in which antecedent or consequent

membership functions are type-2 fuzzy sets. Type-2 is a

generalization of conventional fuzzy logic (type-1) in the

sense that uncertainty is not only limited to the linguistic

variables, but also is present in the definition of the

membership functions. A type-reduced set of the type-2

fuzzy logic system (FLS) can be thought of as representing

the uncertainty in the crisp output due to the perturbation.

This is analogous to using intervals in a stochastic-uncer-

tainty situation. We defuzzify the type-reduced set to get a

crisp output from the type-2 FLS. The most natural way to

do this seems to be finding the centroid of the type-reduced

set. Finding the centroid is equivalent to finding the

weighted average of the outputs of all the type-1 FLSs that

are embedded in the type-2 FLS, where the weights cor-

respond to the memberships in the type-reduced set [39].

The main difference is in the concept of membership

degree, so in type-1 fuzzy logic the membership degree is a

crisp value between 0 and 1, however, in type-2 fuzzy logic

the membership degree is an interval with two boundaries

between 0 and 1. So, the amount of uncertainty in a system

can be reduced by using type-2 fuzzy logic because it

offers better capabilities to handle linguistic uncertainties

by modeling vagueness and unreliability of information

[40].

The mathematical representation of an Interval Type-2

Fuzzy Set can be expressed as Eq. (6):

Jx ¼ x; uð Þð Þju 2 l
A
xð Þ; �lA xð Þ

h in o
; ð6Þ

where l
A
xð Þ and lA xð Þ correspond to the boundaries of the

fuzzy set, usually known as lower and upper membership

functions, respectively.

The mathematical expression of the Footprint of

Uncertainty (FOU) is presented as Eq. (7):

FOU 2 l
A
xð Þ; �lA xð Þ

h i
; ð7Þ

where the l
A
xð Þ and lA xð Þ are the lower and upper mem-

bership functions, respectively [41].

For the rule base and fuzzy inference engine, in an

Interval Type-2 Mamdani FIS that performs the same

process a Type-1, but for upper and lower rules firing

forces respectively. The inference is computed based on the

Modus ponens inference (fuzzy logic version), as shown in

Eq. (8):

Fig. 9 Illustration of total annual CO2 emissions by country
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Rl : IFx1is eFl

1and. . .andxpis eF
l

1; THENyis
eGl
;

where l = 1, …, M [40].

3 Problem Description

We aim at identifying associations between different time

series: population, urban population, particulate matter

(PM2.5), carbon dioxide (CO2), and COVID-19 using an

intelligent hybrid computational model.

For this work we selected five datasets for each of the

following 13 countries (Fig. 4): Belize (BLZ), Brazil

(BRA), Canada (CAN), China (CHN), Spain (ESP), France

(FRA), Guatemala (GTM), India (IND), Italy (ITA),

Mexico (MEX), Poland (POL), Russian Federation (RUS),

United States (USA).

Below we show the description of each selected dataset,

and it should be noted that no preprocessing was carried

out prior to its use.

The first dataset consists of six attributes (Table 1) for

325 instances corresponding to the daily number of

Fig. 10 Illustration of correlation matrix for population time series
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COVID-19 new confirmed cases and new deaths, from

January 23, 2020 to January 23, 2022 [42].

Also, we obtained the monthly average value for each

one of the 13 countries, 25 data points per variable (Fig. 5).

The second dataset consists of six attributes (Table 2)

for 61 instances corresponding to the total annual popula-

tion, from 1960 to 2020 (Fig. 6) [43].

The third dataset consists of six attributes (Table 3) for

61 instances corresponding to the total annual urban pop-

ulation, from 1960 to 2020 (Fig. 7) [44].

The fourth dataset consists of six attributes (Table 4) for

8 instances corresponding to the PM2.5 air pollution, mean

annual exposure (micrograms per cubic meter) from 2010

to 2017 (Fig. 8) [45].

Fig. 11 Illustration of correlation matrix for urban population time series
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The fifth dataset consists of six attributes (Table 5) for

59 instances corresponding total annual CO2 emissions,

from 1960 to 2018 (Fig. 9) [46].

Also, below we can find the correlation matrices

(Figs. 10, 11, 12, and 13) for the time series population,

urban population, particulate matter (PM2.5), carbon diox-

ide (CO2). For the case of the COVID-19 time series, and

we selected the Brazil country to illustrate the Autocorre-

lation Function (ACF) and Partial Autocorrelation Function

(PACF) plots (Figs. 14 and 15).

4 Proposed Method

In this work, we propose a computational model that

consists in three phases: the first one is to use a Self-

Organizing Map (SOM) Neural Network for clustering

tasks with respect to their performance to find similarities

and label each element of the dataset with the class that

belongs to it, that means, it learns to classify inputs vectors

into a given number of classes.

Fig. 12 Illustration of correlation matrix for PM25 time series
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To solve the problem, it is a priority to find similarities

between the attributes of the data set and because our

interest is to classify the information based on the value of

each variable, we have configured the SOM neural network

to group the information into four classes: Cluster 1 (C1),

Cluster 2 (C2), Cluster 3 (C3), and Cluster 4 (C4),

respectively.

For the prediction tasks (in the second phase), because

of the multiple time series considered in this study case, we

used both a Nonlinear Autoregressive with Exogenous

(NARX) neural network and a Nonlinear Autoregressive

(NAR) neural network. Finally, in the third phase, a set of

type-1 and type-2 fuzzy inference systems is used to

classify the countries by integrating the results of the neural

networks.

The structure of the type-1 fuzzy system used to inte-

grate the results of the SOM neural networks consists of

four inputs and one output (Table 6).

The fuzzy system is of Mamdani type, four inputs and

one output, 8 rules and centroid defuzzification method,

where the membership function parameters and fuzzy rules

were exhaustively tested, until this selection of parameters

values was obtained (Fig. 16).

Fig. 13 Illustration of correlation matrix for CO2 time series
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Fig. 14 Illustration of Autocorrelation Function (ACF) for COVID-19 BRA time series

Fig. 15 Illustration of Partial Autocorrelation Function (PACF) for COVID-19 BRA time series
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The structure of the type-1 fuzzy systems used to inte-

grate the results of the NAR and NARX neural networks

consists of two inputs and one output (Table 7).

It is of Mamdani type, two inputs and one output, 9 rules

and centroid defuzzification method, where the member-

ship function parameters and fuzzy rules were exhaustively

tested, until this selection of parameters was obtained

(Fig. 17).

The structure of the type-2 fuzzy system used to inte-

grate the results of the SOM, NAR, and NARX neural

networks consists of three inputs and one output (Table 8).

It is Mamdani type, three inputs and one output, 27 rules

and centroid defuzzification method, where the type-2

membership function parameters and fuzzy rules were

exhaustively tested, until this selection of parameter values

was achieved (Fig. 18).

We can encompass our proposal as described below: For

the first phase, once the information belonging to each

cluster has been identified using SOM neural networks,

then the prediction results are obtained using NAR and

NARX neural networks, for the second phase, also a set of

type-1 fuzzy inference systems is used to associate the

results of the neural networks. So that in the third and last

phase, with these results the inputs of type-2 fuzzy

inference system are generated, which operates as an

integrator of the results to achieve a final global result

(Fig. 19).

In Eq. (9) we show how the final output of type-2 fuzzy

system is calculated (after type-reduction), which is basi-

cally the weighted average of the outputs of the fuzzy rules,

where the membership functions of the rules are the

weights:

yðtÞ ¼ l1y1ðtÞ þ l2y2ðtÞ þ . . .þ l27y27ðtÞ
l1 þ l2 þ . . .þ l27

; ð9Þ

where yi(t) are the outputs of the rules, i = 1, …27, li are
the membership function values at the outputs of the rules,

i = 1, …27, and y(t) is the total output.

5 Experimental Results

By using SOM networks, we classify the variables into four

classes based on the average total annual records (Tables 9

and 10). For the case of population (Cluster 1 includes 8

countries, Cluster 2 and Cluster 3 include 2 countries,

respectively, and Cluster 4 includes one country), urban

population (Cluster 1 includes 7 countries, Cluster 2

Table 6 Type-1 fuzzy system

variables (clustering results)
Variables Membership function type Membership functions

Input1 Population Triangular Very few

Triangular Few

Triangular Many

Triangular Too many

Input 2 Urban population Triangular Very few

Triangular Few

Triangular Many

Triangular Too many

Input 3 CO2 Triangular Very few

Triangular Few

Triangular Many

Triangular Too many

Input 4 Covid19 cases Triangular Very few

Triangular Few

Triangular Many

Triangular Too many

Output 1 Country level Triangular Very few

Triangular Few

Triangular Many

Triangular Too many
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includes 3 countries, Cluster 3 includes one country, and

Cluster 4 includes two countries), PM25 (Cluster 1 and

Cluster 2 include 4 countries, respectively, Cluster 3

includes 3 countries and Cluster 4 includes two countries),

CO2 (Cluster 1 includes 9 countries, Cluster 2 includes two

countries, Cluster 3 and Cluster 4 include one country,

(Mamdani)
8 rules

Population

Urban population

Increase level

CO2

Covid19 cases

Fig. 16 Illustration of first the type-1 fuzzy system: triangular membership functions and fuzzy rules

Table 7 Type-1 fuzzy system

variables (prediction results)
Variables Membership function type Membership functions

Input 1 V1 Triangular Low

Triangular Medium

Triangular High

Input 2 V2 Triangular Low

Triangular Medium

Triangular High

Output 1 Indicator Triangular Low

Triangular Medium

Triangular High
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respectively), Covid-19 deaths (Cluster 1 includes 9

countries, Cluster 2 includes two countries, Cluster 3 and

Cluster 4 include one country, respectively), and finally,

Covid-19 cases (Cluster 1 includes 10 countries, Cluster 2,

Cluster 3, and Cluster 4 include one country, respectively).

For the prediction of four variables, we used a NARX

neural network with 10 neurons in the hidden layer. For

each experiment 30 executions were performed, and the

complete data set was considered, 70% was used for

training and 30% for testing (Table 11 shows the relative

root mean squared error (RMSE)).

In Fig. 20, we show the response of outputs for the

prediction of four variables population, urban population,

CO2, Covid-19 cases, based on simulation results of

Fig. 17 Illustration of second type-1 fuzzy system: triangular membership functions and fuzzy rules

Table 8 Type-2 fuzzy system

variables (type-1 fuzzy systems

results)

Variables Membership function type Membership function

Input1 INDICATOR1F Triangular Low

Triangular Medium

Triangular High

Input2 INDICATOR2F Triangular Low

Triangular Medium

Triangular High

Input3 INDICATOR3F Triangular Low

Triangular Medium

Triangular High

Output 1 KEY INDICATOR Triangular Low

Triangular Medium

Triangular High
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Table 11. In Fig. 21, the autocorrelation error for multiple

variables is illustrated.

Also, we used a NAR neural network with 10 neurons in

the hidden layer to make the prediction of the four vari-

ables: population, urban population, CO2, and Covid-19

cases. For each experiment, the complete data set was

considered, 70% was used for training and 30% for testing,

and 30 executions were performed (Table 12 shows the

relative root mean squared error (RMSE)).

In Fig. 22, we show the response of outputs for the

prediction of four variables: population, urban population,

CO2, Covid-19 cases, based on simulation results of

Table 12. In Fig. 23, the autocorrelation error for individ-

ual variables is shown.

Based on the prediction results obtained using NAR and

NARX neural networks, we can find in Table 13 that in

most cases the NARX network obtained better results,

except for the CO2 prediction in which the NAR network

produced a better result.

Subsequently, we classified using a Mamdani type-1

fuzzy Inference System with four inputs and one output,

based on the variables: population, urban population, CO2,

and Covid-19 cases, the level reached for each of the

countries according to the clusters made by the neural

(mamdani)
27 rules

Indicator1F

Indicator2F

Indicator3F

Key indicator

Fig. 18 Illustration of Type-2 fuzzy system: triangular membership functions and fuzzy rules
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TIME
SERIES
DATASET

Very few

Few

Many

Toomany

SOM
NEURAL

NETWORKS

DATA
CLUSTERS

x(t)

y(t)

y(t)

NARX
NEURAL

NETWORKS

NAR
NEURAL

NETWORKS

PREDICTION

PREDICTION

TYPE-2 FUZZY
INFERENCE SYSTEM

TYPE-1 FUZZY
INFERENCE SYSTEM

TYPE-1 FUZZY
INFERENCE SYSTEM

TYPE-1 FUZZY
INFERENCE SYSTEM

Fig. 19 Illustration of the proposed method

Table 9 Clusters of countries

by individual variables
Variables Number of elements for each cluster

Cluster 1 (C1) Cluster 2 (C2) Cluster 3 (C3) Cluster 4 (C4)

Population 8 2 2 1

Urban population 7 3 1 2

PM25 4 4 3 2

CO2 9 2 1 1

Covi19 deaths 9 2 1 1

Covid19 cases 10 1 1 1

Table 10 Clusters of individual

variables by country
Countries Variables

Population Urban population PM25 CO2 Covid19 deaths Covid19 cases

BLZ C1 C1 C1 C1 C1 C1

BRA C2 C2 C2 C2 C2 C1

CAN C1 C1 C3 C1 C1 C1

CHN C3 C3 C4 C1 C1 C1

ESP C1 C1 C3 C1 C1 C1

FRA C1 C1 C2 C1 C1 C2

GTM C1 C1 C1 C1 C1 C1

IND C3 C4 C4 C2 C2 C3

ITA C1 C1 C2 C1 C1 C1

MEX C1 C2 C1 C1 C1 C1

POL C1 C1 C1 C1 C1 C1

RUS C2 C2 C2 C3 C3 C1

USA C4 C4 C3 C4 C4 C4
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networks SOM (very few, few, many, too many) records.

The membership function parameters and fuzzy rules were

exhaustively tested, until this selection of parameters was

obtained, seeking to integrate the results obtained by each

of the SOM neural networks, with respect to the cluster

assigned to each country, according to the corresponding

variable (Tables 14 and 15).

The level of increase of a variable was calculated by

subtracting from the final value (prediction made by the

neural network) the initial value (original data) of the time

series. The result obtained was then divided by the starting

value (original data). Once the level of increase was

obtained for each of the four variables: population, urban

population, CO2, and Covid-19 cases, we used a second

Mamdani type-1 fuzzy inference system with two inputs

and one output, to classify the level of increase of popu-

lation and urban population variables. The membership

function parameters and fuzzy rules were exhaustively

Table 11 NARX Prediction of

values for multiple variables
Primary variable Secondary variable Average %RMSE Best %RMSE Worst %RMSE

Population Urban population 0.000096798 0.000004321 0.001512516

Urban population Population 0.000137810 0.000007525 0.002548414

CO2 Population 0.031689279 0.005474208 0.078434301

Covid19 cases Covid19 deaths 0.000076041 0.000018428 0.000166901

Fig. 20 Illustration of response outputs time series prediction of multiple variables
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tested, until this selection of parameter values was obtained

(Tables 16 and 17).

Subsequently, a third Mamdani type-1 fuzzy inference

system with two inputs and one output was used to classify

the level of increase of the variables CO2 and Covid-19

cases, where the membership function parameters and

fuzzy rules were exhaustively tested, until this selection of

parameter values was obtained (Tables 18 and 19).

Finally, we use a type-2 fuzzy inference system to

classify the level of general increase of the variables pop-

ulation, urban population, CO2, and Covid-19 cases, based

on the outputs of the type-1 fuzzy inference systems

(Tables 20 and 21).

6 Discussion of Results

In this work, we are looking for segregating the tasks

obtained by each of the supervised and unsupervised neural

networks, and then a decision-making process can be car-

ried out by using a set of fuzzy inference systems. In this

area, the results have shown that it is possible to use neural

networks to find the clusters based on the similarity of the

data and to be able to identify countries with similar

statistics, with which it is possible to obtain a general view

about the behavior of multiple variables in several places

simultaneously.

On the other hand, the simulations carried out showed

that both the NARX and NAR neural networks used to

make predictions of the variables: population, urban

Fig. 21 Illustration of autocorrelation of error for multiple variables

Table 12 NAR Prediction of

values for individual variables
Variable Average %RMSE Best %RMSE Worst %RMSE

Population 0.000390816 0.000039335 0.002322634

Urban population 0.001407223 0.000071357 0.009816944

CO2 0.001486522 0.000649318 0.003356711

Covid19 cases 0.010909516 0.005269325 0.036478969
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population, CO2, and Covid-19 cases, are a good option to

estimate time series variables. Type-1 and type-2 fuzzy

inference systems proved to be useful for integrating the

different results obtained using supervised and unsuper-

vised neural networks, seeking to establish similarities in

the historical information of multiple variables among a

sample of countries.

7 Conclusion

We have presented in this work a model for the clustering

and prediction of time series using a Self-Organizing Map

Neural Network as an unsupervised method, and as a

supervised method, the Nonlinear Autoregressive with

Exogenous (NARX) and Nonlinear Autoregressive (NAR)

neural networks were used.

The simulation results have shown that it is possible to

use unsupervised SOM neural networks to find the clusters

based on the similarity of the historical data trends between

countries. Also, it is possible to use supervised NARX and

NAR neural networks to make the prediction of time series:

population, urban population, particulate matter (PM2.5),

carbon dioxide (CO2), and Covid-19 cases. Finally, by

using type-1 and type-2 fuzzy inference systems to classify

the countries by integrating the results of neural networks,

which partially simulate the behavior of cognitive func-

tions in the human brain when deciding and so helping the

end-user during the decision-making process.

Fig. 22 Illustration of response outputs prediction of individual variables
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Through the experiments that were carried out, we

identified the advantages of proposed method, by com-

bining models of artificial neural networks and fuzzy sys-

tems to perform clustering and prediction of time series,

which by having information segments grouped by similar

attributes allows us to obtain specific results for a particular

country. Thus, one of the great advantages is that our

proposal, in addition of clustering and prediction of time

series, is that it contemplates the management of

uncertainty for decision making and integration of results

using type-2 fuzzy inference systems.

As future work, we consider conducting tests with new

data sets, focusing on the fuzzy integration method, look-

ing to optimize the learning rules and the parameters of the

membership functions of the different type-1 and type-2

fuzzy systems, this is because it is also intended to improve

the prediction results of each region by using hybrid clas-

sification and prediction techniques.

Fig. 23 Illustration of autocorrelation of error for individual variables

Table 13 NAR vs NARX Comparison of prediction results

Variable NAR

Average %RMSE

NAR

Best %RMSE

NAR

Worst %RMSE

NARX

Average %RMSE

NARX

Best %RMSE

NARX

Worst %RMSE

Population 0.000390816 0.000039335 0.002322634 0.000096798 0.000004321 0.001512516

Urban population 0.001407223 0.000071357 0.009816944 0.000137810 0.000007525 0.002548414

CO2 0.001486522 0.000649318 0.003356711 0.031689279 0.005474208 0.078434301

Covid-19 cases 0.010909516 0.005269325 0.036478969 0.000076041 0.000018428 0.000166901

Bold means best result values in the table
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Table 14 SOM results as parameters of Type-1 FIS membership function

Variables Membership function type Membership functions Parameter a Parameter b Parameter c

Input1 Population Triangular Very few 0.122 0.422 1.298

Triangular Few 0.894 1.544 2.166

Triangular Many 1.894 2.460 3.200

Triangular Too many 2.900 3.520 3.920

Input 2 Urban population Triangular Very few 0.122 0.422 1.298

Triangular Few 0.894 1.544 2.166

Triangular Many 1.894 2.460 3.200

Triangular Too many 2.900 3.520 3.920

Input 3 CO2 Triangular Very few 0.122 0.422 1.298

Triangular Few 0.894 1.544 2.166

Triangular Many 1.894 2.460 3.200

Triangular Too many 2.900 3.520 3.920

Input 4 Covid19 cases Triangular Very few 0.122 0.422 1.298

Triangular Few 0.894 1.544 2.166

Triangular Many 1.894 2.460 3.200

Triangular Too many 2.900 3.520 3.920

Output 1 Country level Triangular Very few 0.122 0.422 1.298

Triangular Few 0.894 1.544 2.166

Triangular Many 1.894 2.460 3.200

Triangular Too many 2.900 3.520 3.920

Table 15 Output first Type-1 FIS country level

Countries BLZ BRA CAN CHN ESP FRA GTM IND ITA MEX POL RUS USA

Level Few Few Few Few Few Few Few Many Few Few Few Few Too many

Table 16 NARX results as parameters of Type-1 FIS membership function

Variables Membership function type Membership functions Parameter a Parameter b Parameter c

Input1 CO2 Triangular Low 0.000 0.600 1.200

Triangular Medium 0.900 1.600 2.200

Triangular High 2.000 2.500 3.000

Input 2 Covid19 cases Triangular Low 0.000 0.600 1.200

Triangular Medium 0.900 1.600 2.200

Triangular High 2.000 2.500 3.000

Output 1 Increase level Triangular Low 0.000 0.600 1.200

Triangular Medium 0.900 1.600 2.200

Triangular High 2.000 2.500 3.000
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Table 17 Output second Type-1 FIS variables increase level

Countries BLZ BRA CAN CHN ESP FRA GTM IND ITA MEX POL RUS USA

Increase Level Medium Medium Medium Low Medium Low Medium Low Low Medium Medium Low Low

Table 18 NAR results as parameters of Type-1 FIS membership function

Variables Membership function type Membership functions Parameter a Parameter b Parameter c

Input1 CO2 Triangular Low 0.000 0.600 1.200

Triangular Medium 0.900 1.600 2.200

Triangular High 2.000 2.500 3.000

Input 2 Covid19 cases Triangular Low 0.000 0.600 1.200

Triangular Medium 0.900 1.600 2.200

Triangular High 2.000 2.500 3.000

Output 1 Increase level Triangular Low 0.000 0.600 1.200

Triangular Medium 0.900 1.600 2.200

Triangular High 2.000 2.500 3.000

Table 19 Output third Type-1 FIS variables increase level

Countries BLZ BRA CAN CHN ESP FRA GTM IND ITA MEX POL RUS USA

Increase Level Medium Medium Medium Medium Medium Medium Low Medium Low Medium Low High Medium

Table 20 ANN and Type-1 FIS results as parameters of Type-2 FIS membership function

Variables Membership function type Membership function a b c Lower Scale Lower Lag

Input1 INDICATOR1F Triangular Low 0.1223 0.6223 1.2980 0.1000 0.2000 0.2000

Triangular Medium 0.9000 1.4000 1.9000 1.1000 0.2000 0.2000

Triangular High 1.9000 2.4000 2.9000 2.1000 0.2000 0.2000

Input2 INDICATOR2F Triangular Low 0.1223 0.6223 1.2980 0.1000 0.2000 0.2000

Triangular Medium 0.9000 1.4000 1.9000 1.1000 0.2000 0.2000

Triangular High 1.9000 2.4000 2.9000 2.1000 0.2000 0.2000

Input3 INDICATOR3F Triangular Low 0.1223 0.6223 1.2980 0.1000 0.2000 0.2000

Triangular Medium 0.9000 1.4000 1.9000 1.1000 0.2000 0.2000

Triangular High 1.9000 2.4000 2.9000 2.1000 0.2000 0.2000

Output 1 KEY INDICATOR Triangular Low 0.0000 0.5000 1.0000 0.1000 0.2000 0.2000

Triangular Medium 1.0000 1.5000 2.0000 1.1000 0.2000 0.2000

Triangular High 2.0000 2.5000 3.0000 2.1000 0.2000 0.2000

Table 21 Output Type-2 FIS variables increase level

Countries BLZ BRA CAN CHN ESP FRA GTM IND ITA MEX POL RUS USA

Increase Level Medium Medium Medium Low Medium Low Low Medium Low Medium Low Medium Medium
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