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Abstract
Social networks, along with their “event” organization, planning, and sharing tools, play an important role in connecting
and engaging individuals and groups. These online spaces thrive with multifaceted activities and interests which give rise to
rich content and user interaction that often crossover to the world of events. For these reasons, the data trails associated with
“events” in the virtual world can be complex and challenging to understand and predict. This paper presents our efforts to
build an interpretable framework to analyze event data and recommend relevant events to social media users with different
preferences. The datasets for this challenge were provided by a competition on Kaggle. We conduct an extensive data analysis
and exploration to help gain a better understanding of the data. We then proceed to the critical phase of feature engineering,
storytelling and modeling for computing event recommendations. We explore fuzzy approximate reasoning for modeling
because of its rich linguistic expression ability which allows handling uncertainty, while maintaining human interpretability
of the built models and predictions. This interpretability is critical in the data mining enterprise because data mining often
requires team collaboration and yields results that need to be consumed by people of diverse technical and non-technical
background. Such teams tend to question the meaning of models and emphasize the importance of telling stories from the
data. We evaluate our event recommendation system on a real-world dataset with more than one million events and 38,000
users. The proposed methodology achieved 70% accuracy, outperforming existing event recommendation algorithms.

Keywords Recommender system · Event recommendation · Collaborative filtering · Adaptive neuro-fuzzy classifier · Data
science · Big data · Feature engineering · Data mining · Explainability · Interpretability

1 Introduction

1.1 Recommender systems

Recommender systems (RSs) first appeared in early works
in cognitive science, information retrieval and consumer
behavior in marketing [44,71,75]. However, they became an
important research area in the mid-1990s when the major
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goal of RS was to estimate the rating for the items in order to
be selected and shown to a user who had not seen those items
before. Using this estimation, the system was able to decide
whether to recommend the items to the user or not; intuitively,
a RSwould choose the itemswith the highest rating [3]. Over
the years, with the fast development of recommender systems
and their wider applications, RSs started to learn user’s pref-
erences, such as likes and dislikes [7]. Recommender systems
are currently widely used in industrial e-commerce systems
such as Amazon and Netflix, where both the users and the
system have to deal with enormous information overload in
order to be able to provide a personalized recommendation
(e.g., content, books, services, movies) [46].

A wide variety of recommender systems have been devel-
oped for various domains such asmusic [13,54],movies [12],
books [61], e-commerce [73], location recommendation [36,
88,95], point of interest (POI) recommendation [20,45,87],
next-POI recommendation [32]. For example, transaction-
based recommender systems (TBRSs) generate new trans-
actional recommendations [81], such as next-item/basket
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recommendation [73,81,82]. Recently, an attention-based
transaction embedding model (ATEM) was proposed to
effectively recommend the next item within a transactional
context [82]. ATEM learns an attentive context through a
shallow wide-in-wide-out neural network which outputs the
next choice with a high probability.

These approaches work well when significant preference
information is available but face challenges in highly sparse
settings. The most extreme case of sparsity, known as cold
start, occurs when no or few preference information is avail-
able for a given user or item. In such cases, hybrid approaches
are typically employed to generate a personalized recom-
mendation by incorporating auxiliary content information
(multimodal information, side information, etc.). [20] pro-
posed a content-based approach to deal with the cold-start
problem in the context of music, where the goal is to model
the preference of users from observed user-item associations
and then use it to predict the items a user may like, based
only on the last song the user has listened to. Their method
is based on the idea that most recently played songs will
most likely reflect the users current emotional state or activ-
ity and thereby contribute to the modeling of the listening
context. In essence, by mining both sequential behavior and
content features simultaneously, this next-item recommen-
dation approach helps the user explore new items.

Even though the next-event recommendation system
seems quite similar to the next-item recommendation con-
cept, an effective event recommender system does not need
to learn the transition between the items, but mainly the rel-
evance. The reason is that an event is a one-time occurrence
item with a short lifetime unlike most items, (read more in
Sect. 1.3). In addition, event recommendation highly depends
on the users profile, his/her network as well as event char-
acteristics. For example, one is more interested to go to an
event for the first time if more of his/her friends have shown
interests in the event. Hence, in this work, we are interested
in developing a framework built on user preferences and item
properties.

Finally, because our main focus is on event recommender
systems, we will cover mainly this family of recommender
systems in the next subsection.

1.2 Event recommender systems

Aside from the traditional online social networks, event-
based social networks (EBSNs) like Meetup and Face-
book [69] have experienced a rapid growth in recent years
and are changing people’s ways of social interaction. Nowa-
days, EBSNs are one of the most popular services in social
media [7,64] due to their ability to create potential social
interactions among their members. For instance, currently,
Meetup has 30.30 million members who attend 608,036
meetup events, monthly in 182 countries [49]. In addition,

79% of millennials prefer to buy an experience over buying
an object. Considering the fact that a quarter of the US pop-
ulation consists of millennials [50], this preference means a
rise in the experience economy.

Event recommender systems, as a main part of EBSNs,
play a central role by suggesting relevant events to the user,
and at the same time assisting event organizers to predict
the overall interest in a particular event. Many approaches
have been proposed to recommend different items such as
movies or books; however, there are few studies that aim
to suggest forthcoming events to users [3,7,46]. Yet, social
activities and events are an inherent part of our lives, mak-
ing it critical to help answer event-related questions such as
“what”, “how”, “where”, “when”, “why” and “who” [46].
Regardless of these questions, it is hard to give informa-
tion and recommend events that may interest people. Certain
relationships between people may affect their decisions [70].
People declare their likes and dislikes in different levels, and
these meaningful preferences compose a person’s virtual and
physical social universe [14]. We refer to any entity with
the following features as an event: (a) having a participa-
tory aspect, i.e., an activity is offered and people can decide
whether to join or not, (b) requiring the physical presence
of people at the location where the activity takes place, or
(c) being offered within a given time interval and requiring
a certain amount of time to be completed [14].

In the context of event recommenders, most existing
work [29,47,69] learns the behavior of amember fromhis/her
attendance history by developing geographical, social and/or
temporal models to compute the relevance score between
the member and the upcoming event. Zhang and Chow
[92,94] employed a nonparametric kernel density estimation
(KDE) method to model the geographical check-in distribu-
tion of locations for each user over the latitude and longitude
coordinates. In [93], friend-based collaborative filtering was
used to recommend new locations for users based on their
friends visited locations. [17] proposed a social event rec-
ommendation method that exploits a users social interaction
relations and collaborative friendships. Another study [38]
onMeetup investigated how social network, user profiles and
geo-locations affect user participation when the social event
is held by a single organizer.

Many companies are competing against each other to
delight peoplewith spot-on event recommendation [69], such
as:

– Facebook events are a great source for events, and Events
For You was introduced in 2014. They look at the users’
information to give a recommendation i.e., liked pages,
groups, communities, events attended by friends, etc.,
much like in EBSN approaches. The events are repre-
sented using Facebook’s own open graph vocabulary,
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giving description, name, place, start time and possible
ticket link.

– Eventbrite recommends events using location, topic and
type filters set by the user. It also tracks past attended
events and information from their social graph.

– Meetup is an EBSN that is often used in relevant aca-
demic work on event recommendation. Users can join
groups that are creating events, and they can share and
comment on the events. Events can be closed to out-
side users from the group. At the time of writing, this
paper, Meetup.com, with over 24 million members, with
approximately 200,000 groups in 181 countries, gener-
ates over 3 million RSVPs every month.

However, this is not the only use of such systems.
Event recommendations are now promoted to use for edu-
cation [72], marketing [8], investment [48], pitching ideas
for startups, galleries for new artists, political events for ral-
lies, sociology events for activists, etc.

1.3 Challenges in event recommendation

Event recommendation is a challenging task since an event
is considered as an ephemeral one-time occurrence item that
can only be experienced (or consumed) once, and then, it
expires, unlike most other items (such as movies or music) in
the context of classical recommendation systems [23].More-
over, due to their short lifetime, recommending events can be
particularly challenging [70]. In addition, since events that
need to be recommended are by their nature, newly created
items, event recommendation systems face severe challenges
due to highly sparse data and they suffer from a constant new-
item cold-start problem. Additionally, the lack of effective
services that support users in finding and managing events in
social applications makes the prediction process even more
challenging [14].

In a real-life scenario, different from traditional recom-
mendation systems, an event recommender deals with three
new types of information, i.e., heterogeneous online and
offline social relationships, geographical features of events
and implicit rating data from users. Such applications require
encountering and combining these types of data and dealing
with features of items and user behavior which are often sub-
jective, vague and imprecise [22].

Fuzzy set theory and techniques can offer an attractive
solution to handle this fuzziness anduncertainty [42].A fuzzy
logic system (FLS) can be defined as the nonlinear mapping
of an input dataset to a scalar output dataset [42]. When a
problem has dynamic behavior, fuzzy logic is a suitable tool.
In other words, fuzzy logic finds its strength in providing
accurate solutions to problems that involve the manipula-
tion of several variables. It is generally difficult for a user to
express his/her interest in an event with exact numbers, and

this is a strong motivation to use fuzzy set theory and tech-
niques because they lend themselves well to handling such
fuzziness and uncertain issues [91]. Although representing
user preferences and item features as fuzzy sets have been
used in the previous research [10,56,58,59,68,83,90,91,96],
fuzzy logic has not taken a prominent role in the literature on
recommender systems [22,43,57,58]. Fuzzy set theory-based
methods, however, have earned a good reputation for produc-
ing low- cost and good-quality solutions, given incomplete
and uncertain information, as is common in recommender
systems.

1.4 Summary of contributions

Traditional event recommendation systems deal with three
new types of information, i.e., heterogeneous online and
offline social relationships, geographical features of events
and implicit rating data from users. However, most classical
solutions fail in encountering and combining these types of
data since features corresponding to items and user behav-
ior are often subjective, vague and imprecise. It is generally
difficult for a user to express his/her interest in an event with
exact numbers, and this is a strong motivation to use tech-
niques based on fuzzy set theory since they lend themselves
well to handling such uncertainty.

Among different proposed approaches for personalized
event recommender system, there are very few methods con-
sidering fuzzy logic as a suitable tool to deal with dynamic
behavior. Although representing user preferences and item
features as fuzzy sets have been used in the previous research,
fuzzy logic has not taken a prominent role in the literature
on recommender systems. Fuzzy set theory-based meth-
ods, however, have earned a good reputation for producing
low-cost and good-quality solutions, given incomplete and
uncertain information, as is common in recommender sys-
tems.

To this end, we propose a soft computing framework for
recommending events to automatically learn a function based
on a neuro-fuzzy inference system that models the likelihood
of each users’ interest, which can then be used to sort a list
of recommendations for the user. This is a novel approach
to use adaptive neuro-fuzzy classifier in order to build an
event recommendation system. In this paper, we describe
a pipeline which leverages a fuzzy set-based personalized
recommender system to predict the events in which users
will be interested based on the events they have responded
to in the past, user demographic information, and the events
they have seen and clicked on in a certain application.

Additionally, our system is one of the first initiatives to
recommend general events to real users on a large-scale
dataset with more than a million events and 38,000 users.
The datasets used in this paper were provided by a competi-
tion on Kaggle in which data were collected from an event
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recommendation application (app) over a two-year experi-
ment. In our decision-making process, we rely only on the
information provided by the app organizers. This makes the
approach more challenging compared to other event recom-
mendation studies where external resources could be applied
to enhance the data. Hence, because we realize that the intri-
cate characteristics of the data have a significant influence
on the design and performance of recommender systems,
we devoted considerable efforts to the entire data engineer-
ing process, encompassing data cleaning, preprocessing and
exploration, before applying a fuzzy set-based approach to
predict the relevancy of an event, to be able handle the uncer-
tainty challenges resulting from ambiguous, imprecise or
missing data.

Another important novelty of ourwork is that the proposed
framework yields an interpretable event recommendation
system. This feature provides users with a better understand-
ing of data and behavior of predictive models. Therefore,
we highlighted the critical stage of storytelling which can
reveal interesting facts about our dataset, facilitating the
customers’ behavior understanding for business applications
which utilize data mining and machine learning techniques.
Interpretability and explainability are crucial for trusting
AI and machine learning algorithms and are becoming a
serious legal mandate in the regulated verticals of many
industries [2,55]. Hence, contrary to other classical event
recommendation systems, our proposed framework helps
business analysts and industry researchers understand and
trust the model and recommendation results better.

To summarize, our study is novel in several aspects:

1. We propose a soft computing framework for rec-
ommending events to users based on their demographic
information, interest history, the behavior of people within
their social network, timeframe of events, and the descrip-
tions of the events.

2. Our system is one of the first initiatives to recom-
mend general events to real users on a large-scale dataset
with more than a million events and 38,000 users. Moreover,
our proposed content-based recommender system combines
the social, temporal, and contextual factors as well as geo-
location information, in a systematic manner, i.e., after an
extensive analysis of their effect on the recommendation pro-
cess.

3. The proposed approach yields an interpretable event
recommendation system, and this interpretability supports
the desiderata of real-life everyday human-directed data sci-
ence, where expert users of the system and consumers may
have a desire to understand what stories hide in the data and
why a predictive model works the way it does.

4. We conduct extensive analyses and evaluation on
real-world datasets provided by an event recommenda-
tion mobile application. We compare our framework with

competitive predictive model baselines including K near-
est neighbors [25], support vector machines (SVM) [24]
and Naive Bayes [30]. We find that the neuro-fuzzy model
outperforms other methods on standard evaluation metrics
including accuracy, F-measure and statistical tests, as well
as interpretability.

5. We analyze the effect of missing data on the recom-
mendation process and show the ability of our approach to
handle real-world imperfect data compared to the aforemen-
tioned benchmarks.

6. We give importance to the critical stage of storytelling
which can reveal and convey interesting facts about our
dataset.

1.5 Problem statement

The datasets used in this paper are provided by a competi-
tion on Kaggle [39] in which data have been collected from
an event recommendation app over a two-year period.1 We
rely only on the information provided by the app organizer to
make a recommendation decision. Many factors may influ-
ence a user’s interest; thus, we aim to develop a framework
to model these factors using fuzzy approximate reasoning to
capture uncertainty in representation and neural networks for
predictive modeling.

We formalize the event recommendation problem as a
learning problem, where the learning function
f (<user , event>) → {interested, notinterested} takes
a user and an event as inputs and produces a confidence value
indicating the level of the user’s interest in attending this
particular event. Based on the estimated interest degree, the
system decides whether to recommend the event, as follows,
with U being the set of users, and E being the set of events.

f : U × E → L = {interested, notinterested}
(user , event) → l

(1)

1.6 Unique features of our proposedmethodology

In our methodology, we capture predictive information
through a simple feature engineering process and do not
impose more computational complexity on an online social
event recommendation service. Moreover, since our original
aim was to solve the Kaggle challenge, no rating data, which
is one of the important sources of information for recommen-
dation tasks, were provided in the Kaggle dataset.

We thus present an event recommender system which is
able to recommend a wide range of relevant events since
socialmedia services require a generic recommender system.

1 The event recommendation engine challengewas the first competition
launching under the “Kaggle Startup Program”. Starting January 2013,
223 teams took participation in the competition over 40 days.
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In general, the above-mentioned research efforts show that
our proposed data science pipeline is a viable approach for the
goal of making predictions using the set of relevant features
that we designed and ended up using in order to make event
recommendations. In our study, we used a combination of
features which have proved to have high impact on event
recommendation [33]. To the best of our knowledge, there is
no published large-scale real-world study on the subjects we
discuss in the present paper.

In general, our proposed system is one of the first initia-
tives to recommend general events to real users on a large
scale. Moreover, our proposed content-based recommender
system combines the social, temporal, and contextual fac-
tors as well as content and geo-location data, in a systematic
manner, i.e., after an extensive analysis of their effect on the
recommendation process.

Our approach is the first to employ fuzzy approximate rea-
soning and to compare to conventional state-of-the-art data
mining methods.

The rest of this paper is organized as follows: Section 2
provides an overview of the recommendation systems and
event recommendation systems in particular. Section 3 dives
into the first data science stages of analyzing context, data
quality and feature engineering. This is followed by the
entire data science pipelinemethodology in Sect. 4. Section 5
presents our experimental results. Finally, Sect. 6 concludes
by summarizing the proposed approach and its contributions.

2 Related work

2.1 Event recommendation systems

Real-time micro-blogging and social network services have
recently witnessed exponential growth [1,62]. With millions
of active web users, an event recommender system, a spe-
cialized type of recommender system, helps users to find an
unseen event. Event recommenders, like other-item recom-
menders, can be roughly divided into two categories (with
additional possible hybrid solutions): collaborative filter-
ing and content-based filtering. The collaborative filtering
approach [40,51] builds a model based on finding similar
users, i.e., with similar behavior, as well as the user’s past
behavior (e.g., the past preference ratings, page views, or
purchases either by the active user or by other similar users).
The content-based approach [28] utilizes the events with the
most similar characteristics in order to recommend addi-
tional events with the same properties. Moreover, there are
hybrid approaches that consider both similar users and simi-
lar items to predict the user’s interests [22,41]. There is also
pioneering work in the social event recommendation liter-
ature [46,84] some of which have considered geographical
information [18,69].However,most existingmethods require

explicit preference constraints, or cover only a limited por-
tion of available information in event recommendation tasks.

As mentioned earlier, one of the challenges in event rec-
ommender systems is to model the three important sources
of information, i.e., the geographical features, heterogeneous
online and offline social relationships and user implicit rating
data, jointly. To address this issue, Qiao et al. [69] recently
presented aBayesian latent factormodelwhich considers this
information for an offline recommendation process. They
tested their model on real-world datasets. Their approach
extracts hidden relationships between groups of users and
events.

In another innovative direction, Guo et al. [34] presented
a model for group activity organization and recommendation
in real-world settings. They developed a framework, called
MobiGroup, which recommends relevant activities to the
users. In addition to group computing, intelligent tagging and
context learning, they used a combination of mobile sound
sensing and cross-community mining techniques. However,
their experiment was limited to a small set of users (45
participants) and considered only the activities for “hot”
and “social” posts. Generally, existing event recommenda-
tion approaches are mainly designed for specific events, for
instance, iCITY [11] which is a content-based recommender
system for cultural events in the city of Torino, Italy.

In another direction, there has been interesting research
to investigate the factors in the recommendation of different
items that influence the user’s choice [6,63]. For example,
Cena et al. [14] studied a set of these factors in order to
provide empirical evidence on the information and the extent
that should be taken into account by an event recommender
system. To achieve that goal, they trained several content-
based scoring functions to predict the score assigned to a
given event by a user. They designed two online surveys
where people could express their interest in participating in
certain events, all related to wine and food.

Using a set of these features including content, time,
location and social network, Waga et al. [79] presented a
context-aware recommender system in which user profiles
are employed by monitoring their behavior. Their recom-
mender system uses the MOPSI geo-tagged database, which
contains a user-generated photograph collection and service
database. However, since the model is implemented as a pro-
totype solution within MOPSI, the only reported evaluation
is based on user satisfaction and there is no other validation
metric to evaluate the model performance.

2.2 Fuzzy approximate reasoning

Fuzzy approximate reasoning is based on multi-valued logic
which attempts to provide a better understanding of the result
of a statement by having a more approximate representation
than precise [78]. It is a computational framework that makes
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use of fuzzy set theory and fuzzy assignment of elements to
sets [89]. Fuzzy approximate reasoning makes use of these
membership degrees to evaluate the degree of truth of logi-
cal propositions instead of using Boolean logic. Thus, it can
be characterized by linguistic terms rather than by numbers.
This characteristic makes it very efficient in dealing with
complicated problems when conventional analytical meth-
ods are infeasible or too expensive. In essence, not only do
fuzzy sets handle ambiguity elegantly, but they also provide a
computational mechanism to express a linguistic expression
in a mathematical form that is suitable for computation and
reasoning. This rich representation, that bridges the linguistic
and the numerical worlds, makes fuzzy approximate reason-
ing attractive for use in certain data science applications.
Fuzzy inference systems A fuzzy inference system (FIS) is
a paradigm in soft computing which is capable of handling
computing with vague, imprecise or missing data [89]. It
performs a nonlinear mapping from an input space to an
output space by deriving conclusions from a set of fuzzy if-
then rules and known facts [37]. Typically, a FIS is composed
of the following major components: a Fuzzifier that assigns a
membership degree to each crisp input dimension in the input
fuzzy sets; a Knowledge Base characterized by fuzzy sets of
linguistic terms; a Rule Base containing a set of fuzzy if-then
rules; an Inference engine that performs fuzzy reasoning, and
a Defuzzifier that generates crisp output values. A graphical
representation of a generic FIS is shown in Fig. 1.
Fuzzy recommender systems Fuzzy logic can offer rich
insights to deal with non-stochastic uncertainty, which is
often present in the recommendation process. Yager [85] pre-
sented a user’s preference as a fuzzy set over the items visited
by the user. Using the membership degree, this framework
infers the preference of a new item by the user. Simi-
larly, Zenebeet et al. [90,91] built a framework in which
items are represented as fuzzy sets by employing different
fuzzy set-based similarity measures, including correlation-
like, proximity, cosine and fuzzy set theoretic.

Perny and Zucker [65,66] proposed a hybrid approach
in order to deal with decision-making problems. They pre-
sented the term “Collaborative Decision Support” (CDS) for
the first time to handle users who seek recommendation for
their personal choices. The presented approach combines a

Fig. 1 Architecture of fuzzy inference system

content-based and a collaborative filtering method. Cornelis
et al. [22] pursued another hybrid approach based on fuzzy
logic which recommends an event to a user if other similar
users are interested in it, or if it is similar to any previous
event attended by the user. However, no evaluation or clear
insight is provided on its performance, especially for large-
scale datasets.

In another interesting direction, Cao and Li [10] focus
on linguistic terms in order to allow users to express their
needs for an item. Following the same idea, Cornelis et
al. [23] represented user preferences using two fuzzy rela-
tions, positive and negative sentiment. Their recommender
system predicts positive and negative feelings of the user
regarding an item using the aforementioned fuzzy relations.
Nasraoui and Petenes [58] used fuzzy approximate reason-
ing to infer recommendations in the context of clickstream
user sessions, which are implicit preferences. The fuzzy sets
were built by clustering user sessions into anonymous group
user profiles. Recently, Wu et al. [83] presented a fuzzy
preference tree-based recommender system for personalized
business-to-business e-services. The model is able to recom-
mend tree-structured items based on fuzzy logic capturing
both extensionally and intentionally expressed preferences
of users.

3 A close look at context, data quality and
feature engineering

Unlike the related areas of machine learning, pattern recog-
nition and data mining, data science is not only concerned
with learning, modeling, mining or recognition [4,80]. It is
first and foremost about understanding the data using sci-
entifically grounded methods, while (and unlike the related
field of statistics) being able to anchor and relate this under-
standing into the original context of the application domain
that gave rise to the data, and while also handling larger
datasets with higher dimensionality, noise and heterogene-
ity of sources [27]. One of the fundamental principles of
data science is hence, knowing the data, which therefore
requires starting with a thorough preview of different parts of
the dataset. A proper data analysis and exploration leads to
greater confidence in the adopted approach as well as exper-
iments, and can play an important role to avoid misusing
biased data and to aid in interpreting the results throughout
the entire data science pipeline, including the results of pre-
dictive modeling [80]. Moreover, this crucial first stage gives
considerable insight about user behavior which can guide the
design of a powerful predictive pipeline.

In this section, we first describe the datasets provided by
the Kaggle competition and then elaborate the preprocessing
approaches that will be applied. We also explain the feature
engineering process that extracts powerful features from the
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Table 1 Basic statistics of the
original dataset

#User–events Interested Not interested Unknown #Users #Events

15,399 26% 3% 69% 38,210 1,048,576

datasets, and then, we proceed to the critical stage of story-
telling which can reveal and convey interesting facts about
our dataset.

3.1 Data description

We use datasets which were provided by a sponsor on the
Kaggle website [39].
Fivedifferent datasetswere given: train,users,user_friends,
events, and event_attendees.
Train has six columns: user, event, invited, timestamp,
interested and not_interested.Event and user are IDs iden-
tifying events and users in the system. The binary variable
invited indicates whether the user has been invited to the cor-
responding event. Timestamp shows the approximate time
when the user has checked the event in the app. Finally,
interested and not_interested are binary variables indicat-
ing whether a user has clicked on the “Interested” or “Not
Interested” button for an event. TheUsers set contains demo-
graphic data about some of the users using the app, and it has
features such as: user’s location, gender and birth year. The
user’s social data are included in the user_friends set which
consists of the list of user’s friends. The Events set has infor-
mation regarding each event such as location, start time and
a bag-of-words description. The bag of words contains the
frequency of the 100 most common word stems occurring
either in the name or description of a large random subset
of available events. Finally, event_attendees provides infor-
mation on the users attending each event. Table 1 shows the
properties of the train dataset. There are 15,399 unique pairs
of user–event in which 26% of the users are interested in the
event, 3% are not interested and 69% did not indicate their
preferences.

Considering all provided sets, there are 38,210 users and
1,048,576 events. This is a large dataset, compared to other
available event recommendationdatasets. It is also quite com-
plex and hence requires a more thorough analysis.

3.2 Diving into the data

In the section, we take a closer look at the data and attempt
to discover interesting facts behind some of the data pecu-
liarities to reveal stories about the data. This is a very special
phase of real-life data science projects.
1. User’s demographic features Figure 2 shows a histogram
of the participants age. As we can see, most of the partici-
pants are young, with only 12 users who are older than 85.

Fig. 2 Number of users of different ages

Fig. 3 Number of female and male users

These outliers could be the result of random filling of pro-
files by some users. Based on the provided data, most of the
participants are male, as shown in Fig. 3.
2. Reasons behind time range imbalance Figure 4 shows
the distribution of seasons of the events. Most of the events
for which users provided labels occurred in Fall and Winter.
Based on the dataset, users started using the app in the period
of June 22, 2012, to December 12, 2012, with events sched-
uled from June 22, 2012, to December 31, 2013. Hence, the
provided dataset covers the data regarding users active in the
last 6 months of 2012. This explains the reason why the main
response from users is mainly in these seasons, and specifi-
cally in Fall. Users tend to plan for temporally closer events
rather than events further in the following year. Note that
theremay bemore than one event on the same date; for exam-
ple, on the weekend of Halloween of 2012 alone, there were
500 different events. Another reason for the higher number
of events in Winter could be several important Winter events
such as Christmas, Kwanzaa, Hanukkah, New Year’s Eve
and Valentine’s day. As a result, there are more happenings
during these seasons.
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Fig. 4 Frequency of events in 4 quarters

Fig. 5 Frequency of events during weekdays/weekend

Fig. 6 Event frequency versus distance between user’s location and
event’s location

Fig. 7 Event frequency versus difference between the date user checks
an event and the event’s start date

Fig. 8 Popularity of events sorted based on their dates

Fig. 9 Date distribution of events

3. Seasonal events that dominate attendance Figure 5 shows
the distribution ofweekend versusweekday events.Although
one might expect more events during weekends compared
to weekdays, since the category of events is not reported,
we should be careful not to draw any hasty conclusions at
this point. Events that are school related would generally be
scheduled during weekdays. Moreover, the higher number of
days for weekdays could have led to higher frequency.
4. Location Another interesting finding based on the dataset
is that users tend to go to events within 10 miles of distance,
as shown in Fig. 6
5. Commit at the last minute Figure 7 indicates that users
show more interest in the events which are scheduled within
less than a week. Both previous findings are sensible since
people are more willing to express interest to go to nearby
events, a few days ahead.
6. Popular events Figures 8 and 9 depict the popularity and
the frequency of each event with time, respectively. Recall
that the last date seen by users is December 12, 2012; so,
we cannot claim any findings regarding other events such
as Christmas and New Year. These figures confirm that the
Halloween week was very popular.
7. Personal connections to events

– Did my friend invite me? Dealing with social media, one
may suggest that inviting a user to an event can have a
positive effect on user’s interest, since it brings the event
to the user’s attention. Figure 10 confirms this assumption
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Fig. 10 Event attendance frequency of users who are invited to an event
versus those who are not invited

Fig. 11 Distribution of counts of friends of users interested in an event

Fig. 12 Attendance frequency of users depends on whether friends are
invited to an event

as all invited users show interest in the events (no gray
area in the right bar). On the other hand, not being invited
does not have any negative effect in this app, since the
users were mainly interested into the events (more blue
area in the left bar).

– Are my friends going? Figures 11 and 12 show the
frequency of the number of user’s friends whowere inter-
ested and/or invited to a particular event, respectively.
Intuitively, people show more interest in an event when
their friends are going to attend as well. Here, although
there are very few cases where user’s friend are either
invited or interested in an event, the user has shown to be
very likely to click on “interested” in case his/her friends
are possibly going. This is a feature which could play an

Fig. 13 Attendance frequency of users depends on whether friend cre-
ated the event that s/he is invited to

important role in predicting user’s interest following the
common human behavior.

– Did my friend organize the event? Figure 13 indicates
that being friends with the event’s creator has a positive
effect on the user’s interest in the corresponding event.
However, as shown in the left column of Fig. 13, not all
event creators have friends among event attendees. We
consider these important behavioral features in order to
be able to capture the social effect of the users network
into the designed features and then to build an accurate
event recommendation system.

3.3 Feature engineering

Feature engineering in data mining crucially depends on
exploiting the intricacies of domain knowledge. Our goal
in this phase is to engineer features that may contribute to
the recommendation process. These features are extracted
for a given (user, event) pair based only on the provided
dataset and no additional source of information other than
the observations revealed through the analysis in Sect. 3.2.
These features are roughly categorized into three groups.
User-level features Motivated by our data-driven observa-
tions in Sect. 3.2, a good recommender system should be able
to capture the behavior developed amonguserswithin a social
group. Therefore, we extract several behavioral attributes
with promising impact on event recommendation. Since
users can be influenced by their friends, features related to the
number of friends who are either invited or interested in an
event can be a factor in determining whether the user would
be interested as well. We construct two features to capture
this information, invited_friends, and interested_friends.
In addition, another interesting feature that we construct is
creator_is_friendwhich checks whether the event creator is
a friend of the user or not. Users show more interest in going
to an event which is organized by their own friends, as shown
in Fig. 13.
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Table 2 Dataset summary #User–events Interested Not interested #Users #Events #Features

4645 89% 11% 2034 3055 114

Event-level features We observed in Sect. 3.2, how infor-
mation regarding the timing of an event affects the user’s
decision. One such information is seasonality. Therefore, we
construct two features based on an events’s date. One feature,
is_weekend, basically checks whether the event will happen
during weekends or not. Another feature, quarter, which is
based on the event date, defines the season/quarter an event
occurs in. Intuitively, more events are scheduled for summer,
and most of the users are interested in such events. Since
most US holidays are duringweekends, we do not investigate
whether the event happens during holidays or not. Another
interesting feature is popularity which shows the number of
users who are interested in an event. Based on our findings
(Fig. 8), an event with higher popularity attracts more users.

Text-based (content) features, also, canbe a source of valu-
able information. Here, the only text-based information is the
event’s description available in a bag-of-words format. We
consider the words as high-dimensional features since the
meanings of the words are not provided. (We were given
mere IDs.) To reduce the size of the feature space, we select
the top 5 discriminating words based on mutual informa-
tion gain with respect to the class label (user is interested or
not) [86]. Information gain is defined for each feature as:

I n f oGain(Class, Attribute)

= H(class) − H(Class|Attribute)
(2)

where H is the information entropy which measures the
unpredictability of information content.
User–event-level featuresThe data regarding the interactions
between a user and an event contains valuable information.
Many users (especially those with a busy schedule) would
rather attend events that are not chronologically too close to
one another; thus, we construct a feature, time_difference,
to capture the difference between the occurrence time of an
event and the time that the user checks the event’s Ad. In
addition, users prefer to attend events occurring within a
close distance to their location. So, we constructed a fea-
ture, distance, to reflect the impact of geo-location. We then
removed the raw features that were used to construct these
feature, such as latitude and longitude of an event and user
location. In the next step, we analyze the extracted features
and focus on data quality.

3.4 Challenges related to data quality

There are several challenges in preparing this dataset before
prediction, including unknown class labels, missing values,

imbalanced classes combined with power laws, sparsity, and
the presence of outliers. Below, we summarize these chal-
lenges.
Challenge 1: Missing attendance The first challenge is exis-
tence of unknown labels. This happens when a user does not
show any reaction toward an event. Therefore, we do not have
access to the class label for these users and thereby cannot
interpret any information for the prediction. As mentioned
earlier, approximately 70% of labels are unknown, which we
are going to remove in this phase. These unknown labeled
instances can be used for user evaluation of the proposed
method in the future.
Challenge 2: Imbalanced attendance Another challenge is
the issue of imbalanced classes, where the data related to the
not-interested class makes up only 3% of the dataset. There
are several approaches to handle imbalanced datasets. Over-
sampling and undersampling in data analysis are techniques
used to adjust the class distribution of a dataset (i.e., the
ratio between the different classes represented). Oversam-
pling and undersampling are opposite and roughly equivalent
techniques [31]. They both involve using a bias to selectmore
samples from one class than from another. The usual reason
for oversampling is to correct the existing bias in the original
dataset.
Challenge 3: Missing event location or user demographics
Having missing values is another challenge occurring fre-
quently in real-world datasets. Recommender systems often
suffer from sparsity which leads to difficulty in the recom-
mendation process. Missing values have a significant effect
on inferences about data. Missing data reduce the represen-
tativeness of the data and can therefore distort inferences
about the population. Oneway to avoid such problem is to try
to prevent data from missingness during the data collection
process. However, it is impossible in the recommendation
process, since neither users nor items provide complete infor-
mation. In our datasets, there are 5 attributes which have
missing values: user’s birth year and the location of user and
event (latitude, longitude). In order to handle missing values,
we searched for missing locations in other datasets; however,
there were only very few records for which we could fill the
missing values.

As listed in Table 3, the locations of both users and events
have the most missing values. It is worth noting that missing
values in locations have about 10% overlap between user
location and event location. For example, instances of not-
interested class have no missing values in user birth year.
Basedon thedata, there is an interestingobservation thatmost
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Table 3 Percentages of missing values in the whole dataset and per class (interested, not interested and unknown)

Total percentage Birth year User location (lat., long.) Event location (lat., long.)
1% 13% 25%

Percentage per class 1% 0% 0% 11% 24% 65% 24% 29% 47%

Class label Interested Not interested Unknown Interested Not interested Unknown Interested Not interested Unknown

Table 4 Data percentage in the provided datasets

User location Event location

User location – 1% Interested

Event location 6% – Not interested

users who did not fill their birth year aremale. In order to gain
better understanding, percentages of overlap between user
and event location for each class are included in Table 4. We
can see a higher percentage of overlaps in the not-interested
class. This is an important feature, because a user cannot
express his/her interest before knowing the event’s location.

The final feature set includes the following attributes:
invited, time_difference, is_weekend,quarter, creator_is_
friend, distance, popularity, invited_friends, interested_
friends, age, gender, bag_of_words = C2, C3, C5, C7 and
C11.

4 Proposed recommendation system
modeling pipeline

We propose a personalized event recommendation system
that consists of the following three main steps: (1) automatic
membership function generation, (2) rule learning and (3)
fuzzy classification.

Figure 14 depicts the flowchart of the proposed pipeline.

4.1 Automatic membership function generation

Understanding the data, aswe have done in Sect. 3.2, plays an
important role in successful feature engineering and conse-
quently in the resulting behavior of the system. In the context
of FISs, initializing the fuzzy classifier with a good set of
rules can boost the system considerably. Rules are generated
based on the relationship between different features. These
relevancies connect various parts of multiple features to a
certain class. Clearly, generating a set of rules with max-
imum overlap with the real distribution of the data would
affect the performance of the final FIS to a great extent.
Different approaches have been employed in the literature
for this purpose [21,60]. Many methods, however, perform
this part manually to take advantage of the initial knowledge
regarding the distribution of different features. This tech-

Fig. 14 Flowchart of the proposed event recommendation framework

nique, however, is not feasible in the presence of too many
features or in the case of data with many missing values. As
for recommender systems, it might not be possible to find a
perfect distribution for all features.

To overcome these issues, in the first phase of our algo-
rithm, we use a clustering-based approach to automatically
generate membership functions (MFs). The data is divided
into two groups based on the class labels. Then, a clustering
algorithm is performed within each group, in order to create
k clusters. The reason behind performing clustering within
each class is to consider the probability of features with
different distributions. By isolating the classes, more mean-
ingful MFs can be extracted which could describe the data in
a better way. On the other hand, performing cluster analysis
on the dataset leads to obtaining similar regions of the fea-
ture space which could be analyzed as one. Cluster analysis
reduces the computational cost for high-dimensional spaces,
as is often the case in recommendation systems dealing with
real-world data. In addition, cluster analysis helps with gen-
erating fewer rules which are useful for the FIS created in the
next steps. We employ a simple yet fast clustering algorithm,
k-means, as the clusters obtained by k-means depicted the
most intra-cluster similarity and also the generated clusters
were more representative in terms of significant difference
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between the cluster features. Based on the final clusters, a
set of membership functions was extracted for each cluster.
Considering a cluster ci , a membership function μir is gen-
erated for each attribute r based on (3). Here, we employ a
Gaussianmembership function (MF) to obtain smooth partial
derivatives of its parameters.

μir : (φir , σir ) (3)

where φ is a center of cluster ci for attribute r and σ is
the variance of attribute r considering the instances assigned
to into cluster cir , r = 1, m. Here, we employ a Gaussian
membership function to obtain smooth partial derivatives of
its parameters. These MFs will be used as an initialization
for adaptive neural network-based fuzzy inference system
to generate the final rules based on which the FIS will be
trained.

4.2 Rule learning

Based on the MFs initialized in the previous step, the ini-
tial gradient, search direction and training parameters will
be estimated. As mentioned earlier, linguistic hedges are
applied to the fuzzy sets in the rules and are adapted using
the scaled conjugate gradient (SCG) algorithm [15,52]. The
SCG algorithm is used to determine the optimum values of
nonlinear parameters. The SCG is faster than the steepest
descent and some second-order derivative-based methods.
Also, it is suitable for large-scale problems. Minimization
by gradient descent is based on the linear approximation
E(w + y) ≈ E(w) + E ′(w)T y, which is the main reason
why the algorithm often shows poor convergence. Another
reason is that the algorithm uses constant step size, which,
in many cases, is inefficient and makes the algorithm less
robust. Including a momentum term in the back propaga-
tion algorithm is an attempt in an ad hoc fashion to force the
algorithm to use second-order information from the network.

With this approach, some distinctive features are empha-
sized by power values, and some irrelevant features are
eliminated. The power effects in any feature are generally
different for different classes. During the training process,
these parameters are tuned until the recognition rate con-
verges to a certain value or themaximumnumber of iterations
is achieved. The final parameters of allMFswill be employed
to generate a FIS. This inference system is composed of a
number of rules which will later be used for prediction of
test labels.

4.3 Fuzzy classifier

In this phase, we employ a neuro-fuzzy classification sys-
tem, which is based on fuzzy rules and has been successfully
applied to various classification tasks [75]. Neuro-fuzzy

classifiers define the class distributions and learn by train-
ing on the input–output relations, whereas fuzzy systems
describe the system using natural language. Neural networks
are employed for tuning or training the system parameters
in neuro-fuzzy applications. Fuzzy classification systems,
which are based on fuzzy rules, have been successfully
applied to various classification tasks. A common method
being used for these kinds of applications is the adaptive
neuro-fuzzy inference system (ANFIS) which is basically a
function approximator. The usage of ANFIS [28,40,41] for
classifications, however, is unfavorable. For example, hav-
ing a dataset with three classes labeled as 1, 2 and 3, the
ANFIS outputs are not integers. For that reason, the ANFIS
outputs are rounded and used to determine the class labels.
But the problem is that sometimes ANFIS can give 0 or 4 as
class labels. These cases are clearly not acceptable. There-
fore, we employed an adaptive neuro-fuzzy classifier. An
adaptive neuro-fuzzy classifier (ANFC) consists of input,
membership function, fuzzification, defuzzification, normal-
ization and output layers.

We employ ANFC with linguistic hedges (LH) [15] since
it is able to deal with linguistic hedge values such as words
in our case. The LHs that are constructed using the power of
fuzzy sets introduce the importance of the fuzzy sets for fuzzy
rules. They can also change the primary meaning of fuzzy
membership functions to a secondary meaning. For a con-
tinuous linguistic term, A for input variable x, the modified
version fuzzy set would be: As := {(x, (μA(x))p)|x ∈ X}
where p denotes the linguistic hedge value of A.

ANFC is based on fuzzy rules. Linguistic hedges are
applied to the fuzzy sets of rules and are adapted by the SCG
algorithm, along with other network parameters. The tuned
LH values of fuzzy sets improve the flexibility of fuzzy sets
which has a huge impact on the recognition rate, especially
in case of overlapping classes.

A fuzzy classification rule that has two inputs X1, X2

and one output y is defined with LHs as: IF X1 is A1 with
p1 hedge AND X2 is A2 with p2 hedge THEN y is c1
class. A recommendation example is IF user_age is low
AND event_popularity is high THEN class_label is inter-
ested class. A1 and A2 denote linguistic terms that are defined
on the X1 and X2 feature spaces; p1 and p2 denote linguis-
tic hedges, respectively; and c1 denotes the class label of the
output y. Figure 15 shows the adaptive neuro-fuzzy classifier
with linguistic hedges (ANFCLH) architecture. The training
data are categorized by three classes, c1, c2 and c3 [15]. The
feature space X1 × X2 is separated into fuzzy regions. Each
input is represented as three linguistic terms; thus, we have
nine fuzzy rules. In this model, the nodes in the same layer
have the same type of node function. Each node in Layer 1
is associated with a parameterized bell-shaped membership
function. Although these initialmembership functions are set
heuristically and subjectively, they provide an easy interpre-
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Fig. 15 Adaptive neuro-fuzzy classifier (ANFC) with linguistic hedges
(LH) architecture [15]

tation parallel to human thinking. The parameters are then
tuned with backpropagation, a gradient descent method, in
the learning process based on a given training dataset. Each
node in Layer 2 generates a signal corresponding to the con-
junctive combination of individual degrees of matching. The
linear combination of the firing strengths of the rules in Layer
3 is calculated, and a sigmoidal function in Layer 4 is applied
to calculate a degree of belonging to a certain class. The crisp
outputs of fuzzy rules are finally determined by a weighted
average operator.

Our proposed algorithm can be summarized in the pseudo-
code in Algorithm 1.

Algorithm 1 Personalized Adaptive Neuro-Fuzzy event rec-
ommendation system with linguistic hedges.
Input: Training set (Xn×m ), Validation set (Vn′′×m ), Testing set
(Yn′×m ), Selected features (M), Predefined number of clusters (K ))
Output: Predicted Label (Ln′ )

1: Initialize Membership Function set as empty, M F ← {}
2: Split X into two groups based on class labels, Gi ⊆ X , i = 1, 2
3: For each group Gi , i = 1, 2
4: Cluster Gi into K clusters, Ci j , j = 1, . . . , k, using the k-means

algorithm fK−means
5: For each cluster Ci j , j = 1, . . . , k
6: Create Gaussian membership function using (3): μi jr , r =

1, . . . , m
7: Update M F ← M F ∪ μi jr
8: f AN FC ← Initialize ANFC algorithm ( f AN FC ) with M F
9: f AN FC ← Update f AN FC using validation set V
10: L ← predict labels for testing set (Y ) using f AN FC
11: Return L

Table 5 Proportion of data in each class, before and after oversampling
using SMOTE [16]

Interested (%) Not interested (%)

Before 89.0 11.0

After 50.1 49.9

5 Experimental results and discussion

The social event recommendation task is a relatively new
subject in research. Hence, there are no official benchmark
evaluation datasets. To the best of our knowledge, we used
the largest dataset in event recommendation for evaluating
our approach. The provided dataset2 consists of 2034 users,
3055 events and 4645 reported user engagements in terms of
interested/not interested, as listed in Table 1. As explained
in section III, for each user–event pair, 16 attributes have
been used. These attributes capture the information regarding
users, events and their relations at different levels. In addi-
tion, we engineered seasonal and behavioral features which
capture social activities. Since the attributes have differ-
ent value ranges, we performed normalization on the whole
dataset during preprocessing. After removing instances with
unknown labels, there remained 4645 pairs of user–event
which are labeled as interested or not interested, as listed in
Table 2.

In order to overcome the problem of imbalanced data,
we employed synthetic minority oversampling technique
(SMOTE), which is a well-known resampling approach in
machine learning [16]. SMOTE aims to oversample the
minority class by creating synthetic examples. Table 5 shows
the distribution of the classes before and after oversam-
pling. To achieve a fair recommendation performance, we
employed a modification of the tenfold cross-validation pro-
cedure. We split the data into three sets: training, validation
and testing sets. After rotating these sets, 10 times, we take
average on the testing set to obtain the recommendation
performance. To handle missing values, we removed any
user–event pair with missing values from the training set.
In order to make our experiment identical to real-world sys-
tems, however, we leave missing values in the validation and
test sets. Table 6 lists the size of training, validation and test-
ing sets along with the proportion of their missing values.

As mentioned earlier, the proposed adaptive neuro-fuzzy
event recommendation system consists of three main steps:
(1) automatic membership functions (MFs) generation, (2)
rule learning and (3) fuzzy classifier. In order to generate

2 Since the competition has not released the testing set containing the
ranked recommendation list, we cannot evaluate our method on the test
set. Hence, we used only provided training set and split it into training,
validation and testing set.
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Table 6 Distribution of missing data

Training set Validation set Testing set

#User–events 4121 2061 2061

Missing values% 1.0% 2.1% 2.0%

MFs, the training set is divided into two groups based on
class labels. Then the k-means clustering algorithm is applied
within each group with a predefined value for the number of
clusters, k. We choose k = 5 to be able to show rule exam-
ples in this paper. It is obvious that larger clusters lead to
more rules which cover the dataset better. This way, each
feature dimension is partitioned into 5 homogeneously dis-
tributed overlapping regions. Analysis of the distribution of
different features in each cluster for the interested and not
interested classes shows that both classes have very similar
feature distribution. This leads to an even more challenging
classification model. These clusters are used to create Gaus-
sian membership function sets, which will be employed as
an initialization step for ANFCLH. The membership degree
of each input to the specified fuzzy region is measured as
mentioned before.

The ANFC model is trained using training and validation
sets in 2 steps: (1) updating MFs and (2) extracting fuzzy
rules. The training set is used to train the ANFC, whereas the
validation dataset is used to verify the accuracy and effec-
tiveness of the trained ANFC. At each epoch, the model’s
generality is checked in order to avoid overfitting. The fuzzy
rule viewer of the establishedmodel is shown inFig. 16which
displays two sets of fuzzy rules, generated by the classifier
in different data folds. We applied k-means (k = 5) within
each class of interested/not interested; hence, there are 10
final rules for each set. The last column in each figure shows
the class labels generated for each cluster, where value 1 and
2 indicate interested and not interested, respectively. Each
rule creates a structure for the predicted behavior of users
based on the user and event attributes.

5.1 From classifier models to linguistic expression

In this section, we illustrate the powerful interpretability that
is allowed by using fuzzy approximate reasoning thanks to
the human readable linguistic expressibility of the discovered
rules.

The following example represents a sample IF–THEN
fuzzy rule generated by ANFC using fold 1 of the training
set (Rule #2 in Fig. 16a).

“IF user_event_time_difference is very low AND event_
is_Weekend is False AND event_quarter is winter AND
creator_is_friend is false AND distance is close AND
event_popularity is highANDuser_count_of_invited_friends

is very low AND user_count_of_interested_friends is low
AND user_age is very young, AND user_gender is Male
AND w2_count is very low AND w3_count is very low
ANDw5_count is very lowANDw7_count is very lowAND
w11_count is very low THEN label is interested”.

In plain English, the rule says: “On a winter weekday, a
very young male gets an invitation for a popular event in
which a few of his friends are interested. The event is close
to his place and it takes place in a few hours. So he would be
interested to go to the event”. Similarly, we interpret another
IF–THEN fuzzy rule shown in the same Fig. 16b.

“IF user_event_time_difference is very low AND event_
is_weekend is False AND event_quarter is winter AND
creator_is_friend is false AND distance is close AND
event_popularity is lowAND user_count_of_invited_friends
is very low AND user_count_of_interested_friends is very
low AND user_age is young, AND user_gender is Female
ANDw2_count is very lowANDw3_count is very lowAND
w5_count is very low AND w7_count is very low AND
w11_count is very low THEN label is not interested”.

This rule tells a different story: “It is a Winter weekday!
A young woman finds out about an event happening in her
neighborhood. Although the event takes place in a few hours,
there are only a few users who showed interest in it, none of
which are her friends. So, she will not be interested to go
either”.

These two stories that were generated from fuzzy lin-
guistic rules represent valuable information as they are
understandable interpretations of the proposed event rec-
ommendation system mechanism. In contrast, most existing
approaches do not convey their inner mechanism, in such an
easy to understand manner.

5.2 Evaluationmetrics

We framed the event recommendation problem as a classi-
fication problem, and hence, we employ four classification
measures to evaluate our proposed framework: accuracy, pre-
cision, recall and F-measure [5,19]. Thesemetrics arewidely
used in recommender systems to evaluate the quality of the
recommendation and classification process.

Accuracy is a statistical measure to evaluate how well a
classifier works. It is defined as the ratio of true results.

Accuracy = (TR + TN)

(TR + FR + TN + FN)
(4)

where TR is the number of events recommended as rele-
vant and that are really relevant, and TN is the number of
events considered as non-relevant when they are truly non-
relevant. FR is the number of events recommended as relevant
although they are not, and FN is the number of events con-
sidered as non-relevant although they are relevant.
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Fig. 16 Fuzzy rules (one rule per row) showing the input and output variables (one per column) of the ANFC model. a Fuzzy rules generated by
the classifier in fold 1. b Fuzzy rules generated by the classifier in fold 2

Precision represents the probability that a truly relevant
event has been recommended (TR). This metric is defined as
the ratio of truly relevant events among all the recommended
events, i.e.,

Precision = TR

(TR + FR)
(5)

Recall measures the probability that a relevant event will be
recommended, i.e.,

Recall = TR

(TR + FN)
(6)

Equation 7 shows the F-measure which captures the har-
monic mean of precision and recall.

F1 = 2 × (precision × recall)

(precision + recall)
(7)

5.3 Comparison of recommendationmethods

In this section, we compare the performance of the proposed
framework to several baselinemethods3 including K -nearest
neighbors (KNN), support vectormachines (SVM)andNaive

3 Toour best knowledge, there is no comprehensive paper for thewinner
solution of this Kaggle competition. Due to these facts, we used only the
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Fig. 17 Comparison of different
methods using the complete test
data, including missing data

Table 7 P value and effect size of comparison of proposed approach with 3-NN, SVM and Naive Bayes

Tested hypothesis Proposed versus 3NN Proposed versus SVM Proposed versus Naive Bayes

P value 0.037 0.001 0.001

Effect size 2.1 8.21 16.41

Bayes. KNN is a simple yet powerful machine learning
approach that has been widely used for collaborative fil-
tering recommender systems [67]. KNN classifies an event
by a majority vote of its k nearest neighbors. SVM [9] is
one of the well-used classifiers in machine learning, where
it is an effective approach in high-dimensional space. This
method finds an optimal hyperplane which categorizes the
input data.NaiveBayes [74] is a probabilistic classifierwhich
is based on Bayes theorem with strong (naive) independence
assumptions between every pair of features. Nevertheless,
naive Bayes classifiers have worked quite well in many real-
world situations such as recommendation systems.

In order to have a fair comparison, we use the same cross-
validation folds for all algorithms and report the average of
the evaluation metrics. Figure 17 shows the accuracy of the
proposed event recommendation pipeline compared to the
aforementioned algorithms. The proposed approach outper-
forms other approaches with an average accuracy of 70%.
We applied KNN with different values of k in which k = 3
achieved the highest accuracy. All algorithms are evaluated
on the same testing sets containing missing values which is

available dataset and compared our model with the available baseline
methods, using recommendation evaluation metrics.

a real-life scenario in recommender systems, as the provided
information is often incomplete.

To assess the significance of the superiority of our event
recommendation framework, we computed both p value [35]
and Cohen’s d effect size [53,76], considering 10 experi-
ments. We tested the null hypothesis that there are no signifi-
cant differences between each pair of algorithms [26,77].We
employ paired t tests to compare each pair of algorithms as
their distribution is normal. Both metrics confirm the supe-
riority of the proposed approach. As shown in Table 7, all
the p values are less than 0.05, leading us to reject the null
hypothesis that the differences between two approaches are
not significant, with 95% confidence interval. The conclu-
sion is that the differences are significant and our proposed
approach outperforms other algorithms. All effect sizes are
also more than 0.5 which shows a large difference effect and
confirms the significant difference between the investigated
approaches.

In addition, Fig. 17 indicates the superiority of our pro-
posed approach compared to other baseline methods in terms
of other evaluation metrics, namely precision, recall and F-
measure.

We perform another experiment to analyze the impact of
missing values. We remove any user–event pair with missing
values from the test set. Each algorithm is trained on the same
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Fig. 18 Comparison of different
methods using the test set
without missing data

training set as the previous step; however, they are tested on
a new complete but smaller testing set. As we can see in
Fig. 18, removing missing values results in a 28% increase
in the accuracy of the proposed event recommender system.
Although the rest of the algorithms also have performed bet-
ter using the new testing set, the proposed approach still
achieves a highest performance.

One of the crucial challenges of recommender systems is
their ability to handle missing values since real-world data
are inconsistent and incomplete. To investigate this issue in
more depth, we consider a block of testing set with full val-
ues. Then, we gradually select p% of the data and hide their
true values. As we can see in Fig. 19, adding more miss-
ing values causes a drastic decrease in the accuracy of the
different approaches. However, our proposed event recom-
mendation system is more robust to sparse data. In other
words, the proposed recommendation framework can han-
dle users or events with little or limited information. In the
most extreme scenario, the proposed approach is able to
make a relevant recommendation for a new user who has
just entered the system (cold start). In addition, it will also
predict if a newly created event will be favored by users or
not.

In another direction, one may prioritize any of the sug-
gested benchmarks considering the computational complex-
ity. However, we emphasize that an important purpose of
recommender systems and in the bigger picture, data science
and data mining, is the ability to make an interpretation of
the predictions, which is missing or harder to accomplish in
the reviewed methods.

Fig. 19 Effect of missing data on the different algorithms

6 Conclusion

We presented a case study based on a framework to analyze
real-life event data on social networks and recommend rele-
vant events to users with different preferences. As part of the
proposed pipeline, we conducted a thorough data analysis
and exploration, to gain a better understanding of the data
and shed light on the most practical ways to handle different
issues such as combining several datasets, as well as han-
dling a high proportion of missing values, missing labels and
imbalanced data.After achieving a good understanding of the
data during the exploratory phase, we proceeded to the next
critical phase of feature engineering, storytelling and predic-
tive modeling for computing the event recommendations for
new users and events.
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We have illustrated the power of a particularly desirable
property of fuzzy sets, which is their rich linguistic approx-
imate reasoning ability. This characteristic allows handling
noisy and uncertain big data, while still allowing eloquent
linguistic expressions from the computed accurate predic-
tive models. These linguistic expressions of the models can
provide a desirable interpretability that is critical in the data
science field because data science often requires interdisci-
plinary team collaboration and yields results that need to be
consumed by people of diverse technical and non-technical
backgrounds, who therefore question the meaning of models
and emphasize the importance of telling stories from the data.
Event recommendations have a social impact since they play
an important role in engaging users in activities. This can help
engage users to get out of the virtual world andmeet and con-
nect with others who share similar interests and sometimes
allow them to rally around causes that are critical to soci-
ety such as environmental activism, advocacy and self-help
groups. Event recommendations can thus help foster active,
connected communities.

To conclude, our case study showcased a complete end-to-
endpipeline that illustrated the superior performanceof fuzzy
approximate reasoning compared to competitive baselines
such as SVM and K -NN predictions, without sacrificing in
interpretability. Being able to express and interpret predictive
models makes the results immediately meaningful within the
context of the application domain, where the domain experts
or the users of the recommender system, who are often not
data scientists, canmake sense of the recommendationswith-
out any need for technical expert translations.
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