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Abstract
This paper proposes an architecture that explores a gap in the spectrum of existing strategies for robot control mode switch-
ing in adjustable autonomy.  In situations where the environment is reasonably known and/or predictable, pre-planning these 
control changes could relieve robot operators of the additional task of deciding when and how to switch. Such a strategy 
provides a clear division of labour between the automation and the human operator(s) before the job even begins, allow-
ing for individual responsibilities to be known ahead of time, limiting confusion and allowing rest breaks to be planned. 
Assigned Responsibility is a new form of adjustable autonomy-based teleoperation that allows the selective inclusion of 
automated control elements at key stages of a robot operation plan’s execution. Progression through these stages is controlled 
by automatic goal accomplishment tracking. An implementation is evaluated through engineering tests and a usability study, 
demonstrating the viability of this approach and offering insight into its potential applications.

Keywords  Assigned responsibility · Teleoperation · Robotic navigation

1  Introduction

The control of robots is a non-trivial task requiring complex 
perceptions, decisions and actions to be made using limited 
information. While many teleoperated systems still only 
employ human operators, the inclusion of automation is now 
much more common. Automated control rarely completely 
replaces human operators, because contemporary technology 
is not yet adequate, but automation can support their work. 
Mixing of control shows much promise, relieving operators 
of workload, and allowing the use of teleoperated robots 
in environments where they could not be previously con-
trolled (on the surface of Mars for example McCurdy 2009). 

Adjustable and adaptable autonomy systems allow the level 
of automation to be raised or lowered during task execution. 
This allows the capabilities of both the human operator and 
the automation to be appropriately paired to the sections of 
the overall task they suit best.

Mixing human and automated control of a system is not 
without a cost. There are well understood problems with 
integrating humans in automated control systems Paras-
uraman and Riley (1997). Such systems introduce addi-
tional complexity by offering a variety of ways the human 
operators can interact with the automation, compounding 
these integration issues and introducing extra engineering 
challenges. Indeed, systems have to be able to manage the 
reconfiguration of control including both the provision of 
a range of different modes or levels of automation (LoA), 
and the ability to select among them for a given situation. 
A broad spectrum of ten such levels, ranging from all but 
full human control to total automation was initially intro-
duced by Sheridan and Verplank Sheridan and Verplanck 
(1978); at the time, only the more human-controlled levels 
could practically be implemented. Based on the notion that 
human–machine control had four implicit subtasks (moni-
toring, generation of options, selection and execution of an 
option), Endsley (1999) subsequently offered a more specific 
set of ten levels that detailed how these subtasks would be 
assigned and managed in each case. This scheme has since 
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enjoyed considerable adoption, either in part or whole, by 
experimental systems Prewett et al. (2010) but for particular 
experimental systems or task requirements, a narrower range 
customised control modes is sometimes used (e.g. Wang and 
Lewis 2007).

Setting the LoA is a meta-control taskGoodrich et al. 
(2001) that could itself be done either by the human opera-
tor, automatically, or be a shared responsibility. Most 
systems rely on the human operator to trigger changes in 
levels (Muszynski et al. 2012; Stentz et al. 2015; Yi et al. 
2015; Kohlbrecher et al. 2015); others automate that pro-
cess (Sellner et al. 2006; Martinez-Tenor and Fernandez-
Madrigal 2015). Still others use a mix of automated and 
human decision-making (Cote et al. 2012; Hardin 2009). 
When the human operator alone is responsible for switching, 
the extra load on the operator’s cognitive resources amounts 
to those perceptions and actions needed to make the switch-
ing decision. An automated switching strategy relieves 
some but not all of this extra burden; the operator must still 
monitor these dynamic changes and be prepared for manual 
operation at any time. In mixed control modes, the operator 
must take on all of these loads, plus the additional overhead 
of deciding if he/she should take over a control decision. 
These demands are considerable and the factors affecting 
them are not simple (for a review of factors affecting HRI 
workload, see Prewett et al. 2010). Furthermore, whether 
or not that change is planned is likely to have an impact 
on performance. For example, a system that automatically 
adjusts its level of autonomy must be able to cope with the 
human operator not being available or ready to take over, 
either through reaching out to the operator via messaging if 
there is an operator “on call”, or by settling into a safe state 
until someone can attend to it. That complication could be 
avoided in a system with planned changes.

Even in situations where there is a clear candidate for 
the most effective LoA for the given task elements, existing 
systems do not involve planned changes; rather this is left to 
the decision-making agent at runtime. This allows for flex-
ibility in the face of unexpected events, but it will be argued 
here that in situations where the task can be pre-planned, 
much can be gained by trading off some of that flexibility.

Assigned responsibility (AR), is a type of adjustable 
autonomy that we initially proposed in Small et al. (2015) to 
allow this. This paper expands on these ideas, and proposes, 
implements, and evaluates an architecture for Assigned 
Responsibility. This approach, unlike previous adjust-
able autonomy systems, pre-plans changes in the level of 
robot autonomy and triggers those changes automatically 
at runtime to: (1) relieve operators of the additional task 
of effecting those changes, (2) reduce operator confusion 
with regards to responsibility in each step by allowing this 
responsibility to be known ahead of time, (3) allow breaks 
to be planned during steps that don’t require one or more 

operators, and (4) allow the more aggressive automating of 
a task by keeping each step small and self contained. This 
paper presents a prototype implementation of an Assigned 
Responsibility system, establishes the feasibility of the 
architecture, and evaluates the system’s performance and 
its positive impacts on the operator’s workload in a series of 
experiments using a real robot.

The remainder of the paper is structured as follows. Sec-
tion 2 justifies the creation of the new model and details 
the basic principles of an AR system. Section 3 describes a 
proposed architecture for AR. Section 4 presents a practi-
cal implementation of AR in a teleoperated robot. Section 5 
presents the experimental evaluation of the AR robot in a 
model maintenance task. Section 6 presents the observations 
and discusses future work. Finally, Section 7 presents some 
conclusions.

2 � Principles of assigned responsibility

In common with other approaches to teleoperation, the 
motivation behind the AR approach is to improve system 
performance (increase effectiveness and efficiency, reducing 
errors and task completion times) while improving operator 
experience (reducing cognitive load, stress and fatigue) by 
designing better hardware and software for the whole sys-
tem. A particular focus of this work is a special management 
of automatic LoA switching, reduction of operator confusion 
and fatigue, and support for the gradual automation of the 
execution of the full task over time. The concept is based on 
five observations, or matters of emphasis, which form the 
core principles of the design:

1.	 In some domains, real robot operations can be well-
planned in advance. Whether to direct and regulate 
human workers, autonomous robots or humans using 
robots, operations plans are currently used in much 
existing work. In relatively predictable environments 
such as warehouses (Crosby and Petrick 2014) and farm 
fields (Zion et al. 2014), plans are effective in control-
ling robot tasks, while in tasks that involve complexity, 
danger to human workers, inconvenience to the public, 
or great expense to stakeholder organisations, such as oil 
rig maintenance (Nas et al. 2009) and building construc-
tion (Hendrickson and Au 1989), operations plans are 
already well established practice. The plans are usually 
prepared manually but today planning algorithms imple-
mented in software toolsmay be used to assist (McCurdy 
2009; Ding et al. 2013).

2.	 In mixed control situations, the risk of operator con-
fusion, or unpreparedness, is ever-present. The prob-
lems of loss of situational awareness and perceptual and 
control skills (the human-out-of the loop problem) has 
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long been understood to be a source of trouble in HRI 
(Endsley and Kiris 1995). Machine operator control con-
flicts in mixed control modes have been implicated in 
accidents and inefficiency in several cases (Sheridan and 
Parasuraman 2005). That a driver could be caught unpre-
pared to suddenly take over control in an autonomous 
vehicle is now a serious concern for designers of these 
systems (Ohn-Bar and Trivedi 2016). All this suggests 
that human–machine interactions could be improved by 
communicating control responsibilities as clearly as pos-
sible at every turn. Previous work has suggested that 
a method to avoid the human-out-of the loop problem 
is to ensure the operator is implicated in more of the 
work being done (i.e.: generally operating at a lower 
LoA, Kaber et al. 2000). To address the human-out-of 
the loop problem without increasing operator workload, 
AR instead offers a contractual method of ensuring that 
operational responsibilities are clearly designated and 
fully understood by the human operator. This ensures 
an operator returning from a break is presented with the 
context of the current task: i.e.: what has happened so 
far and what is yet to happen.

3.	 The resilience of teleoperated machines to neglect—how 
quickly and badly robot performance degrades when 
human control ceases—should be improved by better 
design. Since Goodrich et al. (2001) conceptualised the 
effect of LoA on a system’s tolerance of neglect, mod-
erating the degradation in performance of a system that 
was not or could not be attended by a human controller 
has been seen as an opportunity for mixed automation. 
Apart from wasted time, an AR robot shifting from a 
highly automated LoA to a human-dependent level will 
simply wait and generally not lose performance if the 
human operator does not take control, unless the task 
has left the system in an unsafe state. Task plans can be 
designed not to do that; automated modules can notice 
unstable conditions and append safeing actions to the 
end of the automated task by making stability a condi-
tion of goal satisfaction. Yet the full benefits of neglect 
for operators does not seem to have been appreciated. 
There are good reasons to think that a well designed 
system could do better than simply degrade gracefully. 
Planned shifts in LoA could potentially be used to better 
manage mode transitions such as by the use of messages 
to anticipate the imminent need for operators to take 
control, or provide timing for permissible breaks. The 
authors know of no other design that would encourage 
operators to relax their vigilance of the system temporar-
ily.

4.	 Operator workload, fatigue and frustration could be 
reduced by planned but automatic changes in LoA at 
conspicuous task boundaries. Reducing operator fatigue 
and operator errors is of prime importance to the design-

ing of teleoperation interfaces (Fischer et al. 1990), and 
therefore needs to be a driving factor in the design of 
new paradigms such as AR. When progress through a 
work plan is automatically tracked (Small et al. 2013), 
the edges of the hierarchical graph, representing tran-
sition points in task control requirements, become 
conspicuous. We argue (below) that these transition 
points are convenient places to plan shifts in LoA. It 
is hypothesised that the automatic tracking, automatic 
LoA switching and possible task automation will strike 
the right balance between human understanding and 
automated efficiency. The experiment described in 
Sect. 5 concerns this use of an explicit work-sharing 
‘contract’ between the operator and the robot about roles 
to reduce confusion, ease operator workload and fatigue 
and improve speed and error rates.

5.	 Plans subdivide work into a hierarchy of tasks, provid-
ing opportunities that benefit the development of more 
automation over time. Assuming that the ultimate goal 
is much more complete coverage of tasks by automa-
tion, consider the question of whether an AR system 
could help with its own development. We believe that 
software developers could be assisted in building and 
testing automated modules. First, because the operation 
is partitioned into labelled control tasks, statistics on 
the performance of the human–machine system can be 
meaningfully recorded for each. For example, for a given 
task performed in a particular level, the duration, num-
ber of errors, and other performance metrics can be tab-
ulated for each execution. Subjective measures of stress 
and frustration could even be elicited from the operator 
through the interface after the goal was accomplished in 
a task. These data could then help create development 
targets for new automated modules, and signal problems 
with existing ones. Second, a human expert teleoper-
ating a robot in a work context offers the prospect of 
capturing valuable exemplar data that could be used 
by a machine learning program to duplicate the skilled 
operations autonomously. Although such Learning by 
demonstration is not easy (Argall et al. 2009; Ge et al. 
2014), being able to collect the needed human data rela-
tively effortlessly in the course of normal operations is 
advantageous. Furthermore, additional goal information 
that can aid learning is also readily available in an AR 
system. Partitioning exemplar data according to clearly 
articulated goals can help avoid perceptual aliasing, 
which otherwise troubles this kind of machine learning 
(Pastor et al. 2009; Chao et al. 2011; Manschitz et al. 
2015).

The landscape of existing strategies for control switching 
found in the literature has at least two dimensions: who is 
responsible for changes (human, automation or mixed) and 



84	 N. Small et al.

1 3

how changes are triggered (in a planned and predictable 
manner, or dynamically in response to environmental and 
task factors, or some combination of both). The responsibil-
ity for change is a matter of design. Adjustable autonomy 
systems (Goodrich et al. 2001; Stentz et al. 2015), depend 
on the human operator and tend to use occasional automatic 
intervention to relieve that human operator of workload, 
allowing some respite. Adaptive autonomy systems, on the 
other hand (Cote et al. 2012; Sellner et al. 2006), favour 
autonomous operation when possible, reverting to partial or 
total human control when the automation fails. In these sys-
tems, control over LoA is at least partially automated. Mixed 
initiative systems use both in a variety of combinations.

The other dimension of interest here is whether these 
changes are planned (e.g. when doing a given task the sys-
tem is set to a particular mode), or dynamic (e.g. changes in 
levels which occur as a response to environmental changes). 
The distinction is not always clear cut, because a system 
with planned changes still needs to be able to dynamically 
respond to errors, but the normal operating procedure for 
the system is likely to rely on one of these change strategies 
more than the other. Figure 1 organises the meta-control 
strategies of several systems into a single diagram, suggest-
ing that that extant automation-centred adjustable autonomy 
systems tend to rely on dynamic level changes, as the auto-
mation reacts to handle situations beyond its capabilities, 
while human-centred adjustable autonomy systems might 
use any kind of trigger.

None of these systems use planned, automatic changes 
in LoA. Miller and Parasuraman (2007), p. 63 discuss the 
possibility of a system organised in this way, but their 

delegation architecture does not correspond to our design). 
This however seems like a logical step where advanced 
planning is possible. For example, CHIMP (Stentz et al. 
2015), a robot taking part in the DARPA Robotics Chal-
lenge, was to perform a specific set of tasks, and could 
practice performing these ahead of time. During this prac-
tice, the LoA best suited to each challenge would have 
been found and this level would have been used during the 
trials. Rather than having the operator select this best LoA 
during the trials, the appropriate levels for parts of the 
job could be set ahead of execution time. To do this, AR 
relies on pre-planning the execution of a task by a human 
manager or operator, who assigns subsections of that task 
to either human or automated controllers. This clear, pre-
determined separation of roles is key to avoiding conflicts 
and confusions in an environment with several operators.

AR can be understood as a scaffolding for a pre-planned 
adjustable autonomy teleoperation interface. It allows the 
LoA of a particular robot to change systematically dur-
ing the execution of an overall plan. This is new because, 
unlike other adjustable autonomy approaches, these 
changes occur automatically at specific plan execution 
points. Figure 1 illustrates where Assigned Responsibil-
ity sits relative to other systems. AR requires a job to be 
broken down into steps before its accomplishment, with 
each of these steps assigned an autonomy level. During 
execution, the system then keeps track of progress through 
the work, automatically adjusting the LoA as specified 
when each step is accomplished.

By having level changes pre-planned and executed auto-
matically, AR necessarily sacrifices some flexibility in the 
face of changing conditions. This exchange is motivated by 
four considerations: (1) A predictable schedule of respon-
sibility allows human operators to know ahead of time 
when they are and when they are not needed, allowing 
them to plan breaks. (2) The pre-set levels of autonomy 
should reduce conflicts between operators, as their role 
at each stage is well-known to them ahead of time. (3) 
Pre-determined changes provide boundaries for automa-
tion to operate in, reducing programming complexity, and 
facilitating the gradual automation of the whole task. (4) 
In scenarios where the use of automation is restricted due 
to laws, ethical considerations, or simple mistrust in the 
capabilities of that automation, the ability to specify what 
is and what isn’t automated becomes desirable.

The flexibility issues discussed in the previous para-
graph are most apparent if the plan is treated as a static 
object once the task is underway. Automated planning 
techniques (such as those described in Lee et al. 2009) can 
be used to mitigate this problem: if the controller reports 
an error (or the sensor readings indicate the occurrence of 
one), partial or full replanning of the plan tree can be done 
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Fig. 1   Levels of autonomy changes in AR and other control systems
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to fix the error, circumvent the problem, or safely return 
home if the plan must be abandoned.

3 � Architecture for assigned responsibility

This section describes an architecture to enable AR in robot 
teleoperation systems. The architecture is general, and not 
aimed at supporting any particular robot teleoperation sys-
tem. It is able to be retro-fitted onto existing robot teleopera-
tion systems. It does not intercept the operator/robot control 
loop, but rather sits on top of the basic architecture, com-
municating with the operator’s station, and observing the 
robot. This base system should possess the ability to oper-
ate in several different autonomy levels to make full use 
of AR, although systems that only operate in one level are 
supported. The core of the proposed architecture focuses on 
the management module, a self-contained block in charge of 
ensuring the LoA always set as specified before a task starts. 
This is performed through the operations of two main pro-
cesses, accomplishment monitoring, and plan management.

3.1 � Plans as trees, and goal breakdown

To enable AR, tasks must be segmented. The proposed 
architecture does this by decomposing jobs into a series 
of goals, called the plan. In many domains (e.g. automated 
planning), a plan is represented as a graph tree in which the 
nodes are the goals (the individual steps), the edges between 
them are actions and goals are defined as desirable states of 
the world (Ghallab et al. 2004). Achieving a goal amounts 
to choosing and then performing actions that are required to 
change the state of the world from an undesirable state to 
the desirable state specified by the goal. The plan is a tree 
of interdependent goals, with each parent goal relying on 
the fulfilment of all its child nodes. The job is accomplished 
when the root node (the highest-level goal) is satisfied. Tree 
representations are useful for AR because they are easily 
describable using graph theory, which provides useful rules 
to read and understand these graphs automatically. The plan 
tree graph also has the advantage of being very human-read-
able, trees being a natural way for people to break down 
tasks (Sacerdoti 1977). This helps the human operator to be 
very clear about the plan.

To allocate tasks to either the human operator or auto-
mated control system, it is necessary to break down the top 
level goal into sub-goals, and those sub-goals into further 
sub-goals until a satisfactory goal granularity is obtained.1

The resulting plan graph possesses the properties of an 
ordered rooted tree, the details of which are described below, 
and illustrated in Fig. 2.

–	 It can be defined as a connected acyclic graph G with 
G = (V ,E) where V is a collection of n vertices and E is 
the collection of n − 1 edges.

–	 The vertex (V1) is designated as the root of G.
–	 The parent of a vertex is the vertex connected to it on the 

path to the root; every vertex except the root has a unique 
parent.

–	 A child of a vertex V
n
 is a vertex of which V

n
 is the parent.

–	 An ordering is specified for the children of each vertex.
–	 A terminal vertex (or leaf) of a tree is a vertex of degree 

1.

We can interpret these theoretical concepts as follows:

–	 The root is the overall goal to achieve, each other vertex 
is a sub-goal.

–	 To achieve a particular sub-goal, its children have to be 
satisfied, in order (by convention, left to right).

Parent
Vertex
V1.1

Leaf 
Vertex
V1.1.1

Leaf 
Vertex
V1.1.2

Leaf 
Vertex
V1.2

Edge
E1.1

Root 
Parent
Vertex
V1

Edge
E1.2

Edge
E1

Edge
E2

Fig. 2   Sample ordered rooted tree. This diagram illustrates the differ-
ent components a plan graph can possess: root, parent and leaf ver-
tices, all connected by edges. The vertices are ordered according to 
their numbering

1  This is task and implementation specific, but mostly means a self-
contained piece of work that can be accomplishable using a single 
process. The goal of closing a door could be broken down into two 
subgoals, navigating to the door and closing the door for example. It 
could also be broken down into more subgoals, if needed. At some 

stage however, it is likely that overly small subgoals will frustrate 
human operators, who will resent having to accomplish baby steps. 
A balance between the needs of automation and the wants of human 
operators will have to be struck, possibly on a task to task basis

Footnote 1 (continued)
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–	 By extension, once all sub-goals are satisfied, the root 
goal is also satisfied.

–	 The leaves are the lowest-level goals, and are the only 
goals satisfiable directly. Satisfying all of the leaf goals, 
in order, satisfies the root goal.

3.2 � Accomplishment monitoring

To allow automated changes in levels of autonomy to hap-
pen as planned, an AR system must be able to track progress 
through the execution of a task to completion.

Current research interest in the monitoring of the execu-
tion of plans is focused on supporting the improvement of 
this execution, and the improvement of the monitoring itself 
(Lee et al. 2009). These improvements are initially motivated 
by the specific domains they originate from, but tend to be 
generalised later if the ideas are not domain-specific. For 
example, in the business domain, languages such as BPEL 
(Business Process Execution Language), seek to describe 
the execution of business processes in order to provide some 
process management capabilities, such as lifecycle manage-
ment, failure recovery, and a variety of control regimes, 
while mostly ignoring the data being transferred between 
those processes (Leymann et al. 2017). Scientific workflow 
processing, such as is supported by workflow management 
engines (Deelman et al. 2004) is driven by the need to oper-
ate on large data sets (Sonntag et al. 2010), therefore placing 
more importance on the data flowing between processes. 
Regardless of low-level differences, these systems provide 
similar high-level plan execution monitoring functionality, 
and seek to solve similar problems at that level.

To track the progress of a plan’s execution, a monitoring 
system needs to be able to actively fetch or wait for an update 
on goal statuses during execution (Small et al. 2013). BPEL 
does this through web service interfaces, whilst scientific 
workflow management systems commonly utilise log file 
parsing. After the data is collected, it needs to be analysed 
for patterns, simple and complex, that indicate the current 
status of plan execution. Depending on the state of the plan 
execution, it can continue, or be re-planned. This process has 
been formalised by the Autonomic Computing community to 
support adaptive systems (Kephart and Chess 2003).

The segmentation of tasks into plans of goals brings 
along advantages for accomplishment monitoring in AR 
systems. It is convenient to represent goals in the same 
form as observed states of the world as provided by sen-
sors. Checking the accomplishment of a goal is then as 
simple as comparing it with a current set of world-state 
representations as shown in Small et al. (2013). For exam-
ple, if a robot is equipped with a sensor which returns its 
position in two-dimensional space, a locational goal might 
be specified as ‘robot_at(250, 300)’. This can be directly 

compared to the output of the sensor, which might return 
‘robot_at(240, 300)’. A more sophisticated arrangement 
would involve abstracting the goal to ‘robot_at(waypoint)’ 
and providing additional knowledge defining the waypoint 
in terms of a number of sensory tests and satisfaction con-
ditions with respect to those tests. In this case, the way-
point is associated with a set of GPS coordinates of an 
area within which the target is found, a specific barcode 
known to be present at the target, or an image pattern to 
be matched against a known landmark through the use of 
an on-board camera. The satisfaction condition might be 
that the current GPS coordinates must be within bounds, 
and that a match on either of the other sensory indicators 
would be sufficient. Such straightforward arrangements 
would not always be enough, because the relationship 
between sensory data and actual world states is not always 
simple. Not only does the sensitivity, range and signal-
to-noise ratio characteristics of a given sensor affect the 
interpretation of its signals, but the satisfaction or failure 
of some goals might involve a subtle alteration in sensed 
properties, possibly including necessary state progressions 
or alternatives. Some of the literature on robot perception 
deals with the control of uncertainty introduced by these 
complications (Thrun 2000; Minguez and Montano 2005).

Not all goals are the same, but may have different natures 
based on their objective and relation to processing. The pro-
posed architecture supports three types of goals previously 
described in literature:

–	 Achieve goals Dastani et al. (2006) are simple expres-
sions denoting a desired world state to be reached.

–	 Maintain goals Dastani et al. (2006) are goals that need 
to be protected (i.e. their accomplishment tests must 
not be allowed to fail). Maintenance goals require extra 
monitoring after they have been initially accomplished, 
placing an extra burden on the monitoring system.

–	 Opportunistic goals Small et al. (2013) are goals associ-
ated with a watch for particular events or world-states, 
the presence of which is considered favourable. Oppor-
tunistic goals mirror maintain goals, in that rather than 
demand checks for threats to goals, they encourage 
checks for contingencies favourable to goal accomplish-
ment.

These goal types require different monitoring support. 
Achieve goals depend upon matching the required world-
state to the current state of the world. Maintain goals seek to 
actively protect a desired state. This requires tests sensitive 
to boundary conditions around the goal state which suggest 
a threat, requiring protective actions to be executed. These 
safeguards can be included the hierarchical plan graph as 
special annotations. Opportunistic goals must use tests to 
detect occurrences known to promote the accomplishment 
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of goals, as well as the appropriate actions (such as skipping 
ahead) which may be similarly included in the plan.

3.3 � Plan management

The plan management module is charged with ensuring that 
all of the components of the AR system are aware of the cur-
rent state of the task’s achievement. This state record is used 
to synchronise all of these components, ensuring the LoA 
of the system is set as planned, the human operator is aware 
of the current goal, and that the accomplishment monitor-
ing process is checking for the accomplishment of the cor-
rect goal. The plan manager relies on the accomplishment 
monitoring process for updates to the task progress, and is 
charged with integrating and disseminating those updates to 
trigger appropriate changes to the human–machine system.

3.4 � Example responsibility assignment strategy

By applying the general theories put forward by (Miller and 
Parasuraman 2003; Parasuraman and Miller 2006; Miller 
and Parasuraman 2007) to the domain of teleoperation, and 
Sheridan and Verplanck (1978) scale, a set of four autonomy 
levels was created, as described in Table 1. It is important to 
AR is not tied to any specific levels; these levels were simply 
convenient for this implementation.

In AR each of the plan’s sub-goals are explicitly assigned 
one of these levels before the execution of the plan. In this 
example assignment strategy, it is assumed that the human 
operator is capable of effectively controlling the robot and 
satisfying all of the goals using it, and that the preference is 
to relinquish most of the control to the automated modes in 
order to free up the human operator. These assumptions are 
for explanatory purposes only and are not, of course, taken 
for granted. An example assignment process is described 
below. This process would not typically be done by the 
operator, rather by a manager or robot specialist, in which 
case making the operator aware of the contents of the plan 
is a critical step.

1.	 All of the goals are set to full teleoperation.

2.	 Each leaf goal known to be at least partially automat-
able is set to the appropriate level. As the automatic 
software is programmed to accomplish more goals, more 
and more of the leaf goals may be assigned automated 
levels.

3.	 The resulting list of goal and associated assignments is 
shown to the human operator (if needed).

4.	 The final assignment is set, ensuring both the human 
operator and the automated control system are aware of 
the goals for which they are responsible.

3.5 � A modular design for the assigned 
responsibility‑based control of a mobile robot

Automatic maintenance of physical equipment requires a 
mobile robot to periodically visit a number of worksites. 
The robot may perform tasks such as photography, gathering 
sensor data on environmental conditions, physically probe 
the integrity of surfaces, joints or attachments, remove pan-
els and/or to change out faulty components (Mann 2008). 
To perform such tasks, a robot needs to be guided around 
multiple worksites (Fig. 3), aligning itself close to each one 
in turn so as to be able to address important objects.

This section describes a modular design for an AR-based 
control system for a small mobile robot, allowing that robot 

Table 1   Levels of autonomy for 
assigned responsibility

Mode Full name Description

H Full teleoperation The human operator controls every aspect of the teleoperation process
H/A Assisted teleoperation The human operator controls the teleoperation process, but is assisted 

by simple automated systems. For example inverse kinematic con-
trol of a robotic arm

A/H Human assisted automation The automatic controller executes low-level robot controls. The 
human operator provides high-level help such as designating way-
points in navigation tasks, and object location in manipulation tasks

A Full automation The automatic controller has full control

Fig. 3   The commercial Coroware robot modified for this project 
approaching a work site for inspection
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to perform the task described above under human and auto-
mated supervision.

3.5.1 � A modular approach

In the maintenance scenario described above—and in most 
robotics applications—a robotic control system must oper-
ate over a network; at the minimum the robot itself and a 
control station. A modular or component-based approach is 
ideal when designing software that will be distributed over 
multiple hardware platforms connected over a network. In 
a modular design, individual components should be inter-
changeable with other components capable of performing 
similar tasks. This is particularly important in robotics, 
where a system might want to control another robot, or use 
a different planning algorithm, or in the case of goal accom-
plishment tracking, load up another goal test.

For an AR system, the most important reason to choose 
a modular approach is the drive to progressively automate 
the execution of tasks. As automation for more tasks is 
written, it will be added to the overall system. The easiest 
way to allow this to happen is to make the automated con-
troller modular: when new automation techniques become 

available, modules implementing them can be created. Add-
ing new automation capabilities to the system then simply 
becomes a case of making these new modules available to 
be loaded up during runtime. Performance statistics of each 
module can be accumulated once deployed. As mentioned in 
Section II, one of the advantages of having humans control-
ling the robot during non-automated tasks is that data can 
be collected on the human accomplishment of these tasks, 
possibly paving the way for future automation.

3.5.2 � Design for an assigned responsibility teleoperation 
system

This design consists of components divided into three 
groups: operation, execution, and management (as shown 
in Fig. 4). The operation and execution groups include the 
basic teleoperation loop of operator sending commands to 
the robot and the robot executing them as well as sending 
feedback to the operator. The management group is con-
cerned with tasks specific to AR. These groups are described 
in detail below.

Operation The operation group provides an abstrac-
tion layer for the command side of the remote control. 

Fig. 4   Proposed design for an 
assigned responsibility system
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Any changes in operators, or use of multiple operators 
should be handled within that group. The operation group 
contains the following modules: the user interface for the 
system, the automation modules, and the modules han-
dling mixed input modes (when human and automated 
operators control the robot together).

Execution The execution group is mostly concerned 
with executing commands sent by the operation group, 
and with handling sensors mounted on the robot. It 
includes the main control loop for the robot, as well as an 
interface to handle requests for information gathered by 
the robot (mostly sensor data).

Management The management group is in charge of 
two major tasks: plan management, and progress track-
ing. The plan management part is tasked with managing 
the file storing the plan, making the plan and its goals 
available to modules that request it, and updating the plan 
with new information (e.g. goal accomplishment). The 
progress tracker monitors the plan’s execution in the real 
world using sensor data to keep the plan up to date.

Example task-execution timeline A task’s accom-
plishment can be broken down into two stages: planning 
and execution, as shown in Fig. 5. The planning stage 
starts with the break down of the job into goals and sub-
goals. The goal tests required for the accomplishment 
testing of these goals are determined. Finally responsibil-
ity to satisfy each sub-goal is assigned a LoA. This design 
makes use of the LoA described in Table 1. The execu-
tion stage requires the system to loop through four stages 
for each of the goals identified in the planning stage: (1) 
Extracting the goal, which includes selecting the appro-
priate level of autonomy, setting up the goal test(s), (2) 
accomplishing the goal, (3) checking the goal’s accom-
plishment, (4) updating the plan with the new progress 
information. When the plan is complete, the loop ends.

4 � Implementation

To evaluate AR experimentally requires human operators 
to actively use it in a reasonably realistic task. To do this, 
a prototype implementation of the AR system has been 
implemented in hardware and software. Because AR is 
primarily a matter of software, the hardware is mostly off-
the-shelf parts, modified to support the requirements of the 
software. The experiment uses a Coroware mobile field 
robot, built on top of a Lynxmotion base with four driven 
wheels, with an Intel D2700MUD Mini-ITX single-board 
computer running Linux. In contains two cameras, a modi-
fied 5 DoF manipulator arm and is equipped with a variety 
of infrared proximity detectors, force and bump sensors. 
It is linked via 802.11g wireless to a laptop and Logitech 
game controller that serve as a teleoperation station.The 
hardware is distributed across two physical components: 
the control station (Fig. 6a), and the robot (Fig. 6b). This 
was chosen because it has the capabilities to fulfil navi-
gation tasks, manipulation tasks, and observation tasks, 
thus enabling the robot to be used in usability tests of the 
implemented AR on complex scenarios.

The software was built from scratch for this imple-
mentation. It is divided into three modules as pictured 
in Fig. 4: operation, management, and execution. At any 
moment, the software must handle input from one or 
more operators, updates to the plan structure, monitor 
world states, and execute commands on the robot. This 
means these modules must function in parallel, somewhat 
independently of each other. Both this parallelisation and 
independence mean the system needs a reliable method 
for communication between modules. All software com-
ponents were written in the Python programming language 
(Version 2.7) (Foundation 2017).

Fig. 5   Example task-execution 
timeline for an assigned respon-
sibility system
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The communications between the components of the sys-
tem are mapped out in Fig. 7. These take two forms, remote 
object calls, and UDP video streams. To handle object calls 
between the modules, the Pyro (Python Remote Objects) 
Python library is used (de Jong 2016).

5 � Experimental evaluation

5.1 � The experimental task

An end-to-end usability experiment was performed on the 
implemented teleoperation system to evaluate AR design 
on operator workload, preferences, effectiveness and effi-
ciency. A repeated measures design was chosen. This is 
commonly used in user evaluations of interfaces for its 
efficient use of each participant to test all of the inter-
faces. The drawback of this design is the possibility for 
participants to perform better in later trials as they gain 
experience with the system. This confounding effect can 

be mitigated by ensuring participants do not undertake tri-
als in the same order. It is important that the sample size 
(n) in the experiment provides for sufficient power in the 
inferential statistics to be used (here, multiple ANOVA). 
This experiment used 20 participants.

The task consisted of a mockup maintenance route sug-
gestive of an industrial context. It needed to be complex 
enough to properly test the human-machine system, yet not 
so complex as to be too difficult and time consuming for the 
human operators to learn, and for the automation to accom-
plish. The robot had to be guided through a sequence of 
four sectors, each containing a valve that had to be closed 
using the robot’s arm and gripper. Figure 8 shows the the 
layout; a sample path is presented in Fig. 9b. The task was 
broken down into four subgoals: close valve 1, 2, 3, and 4 
(the closing order changed every run, and was provided to 
the operator before each run). Each of these subgoals was 
further subdivided into three more subgoals, requiring the 
operator to navigate to the sector, find the valve, and close 
the valve. When all of the valves had been closed, in the cor-
rect order, the task was considered accomplished.

Fig. 6   Hardware used in the 
implementation. Communi-
cations between laptop and 
robot occur through the router 
mounted on the robot

Fig. 7   Communications 
between elements of the system. 
Single stroke arrows designate 
remote object calls, double 
stroke arrows represent video 
streams

Key

Robot Laptop

Robot 
Server

Laptop 
Server

Execution 

Operation
Management

Plan Manager

Progress 
Tracker

ffmpeg

ffmpeg

Process

Pyro Name Server

Module

Video Streamer

Hardware Platform

Key

Robot Laptop

Robot 
Server

Laptop 
Server

Execution 

Operation
Management

Plan Manager

Progress 
Tracker

ffmpeg

ffmpeg

Process

Pyro Name Server

Module

Video Streamer

Hardware Platform



91An assigned responsibility system for robotic teleoperation control﻿	

1 3

To compare AR to direct, unmediated human control, the 
experiment included that control mode. The robot had to 
be operated using four different control options throughout 
each volunteer’s participation. These control modes covered 
direct teleoperation (Referred to as control option T) as well 
as a range of configurations of the AR interface. Control 
options AR-H and AR-A made use of the progress tracking 
and plan management sections of the architecture, keeping 
track of the progress through the task of the robot, as well 
as keeping the operator informed of that progress. However 
they had the responsibility assignment for all goals set to H 
in the case of AR-H and A for AR-A. AR-HA resembles a 
more typical use of AR as originally imagined, with a set of 
varying responsibility assignments, as pictured in Fig. 9. The 
navigation goals were set to A/H, with the human operator 
in charge of setting waypoints for the automation to execute. 
The valve finding goals were set to H/A, where the operator 
had to use the controller to guide the robot’s movements, 
with the interface providing an overlay highlighting the 
valve’s location in the camera feed if detected. Finally the 
valve closing goals were set to full automation (A).

5.2 � Results

During the experiment both qualitative and quantitative 
data were collected, recording both operator impressions 
and their performances. Subjective data was collected about 

the workload placed on the operators in each control option 
using the NASA Task Load Index (TLX) (Hart and Stave-
land 1988), as well as operator preferences using a set of 
informal questions. The TLX combines ratings of mental 
demand, physical demand, temporal demand, performance, 
effort, and frustration into an individually Weighted Work-
load score (WWL). The quantitative data was collected in 
four sets for each run through the task: one for each valve 
close goal (consisting of the three subgoals described 
above). This objective data consisted of measures of effec-
tiveness (i.e. was the valve properly closed?) and efficiency 
(time taken, collision counts, navigation errors, and manipu-
lation errors occurring during the attempt). The results com-
pare each control condition individually as well as the AR 
conditions averaged together as an overall representation of 
what AR offers.

5.2.1 � Workload

The results of the TLX questionnaire (shown in Fig. 10) 
showed that when compared option to option, the only 
control option that was singled out as providing signifi-
cantly lower workload on the operator is AR-A. Interest-
ingly however, even though AR-A had a lower Weighted 
Workload (WWL) score than the other options, participants 
still reported some workload even though they were simply 
asked to observe the robot perform the task unassisted. This 
is because not all components of the TLX involve active 
control movements. While, individually, AR-H and AR-HA 
were not significantly different to T, they scored slightly 
lower on average, and the grouped AR options rated sig-
nificantly lower than T. We may say that real improvements 
in operator workload are possible, but appear to become 
important only when the operator is maximally relieved of 
effort by full automation.

Using work by Grier (2015), it is possible to compare 
the WWL scores of the modes to the WWL scores of over a 
thousand systems (from a wide variety of human-machine 
tasks, from robot control systems and aircraft cockpits), and 
gain an understanding of how hard the operators were work-
ing during the experiment. Over all systems, Grier (2015) 
reported a mean WWL score of 48.74, higher than the mean 
of all four control options (AR-H: 40.2, AR-HA: 37.7, AR-A 
22, and T: 46.4), making this system, in all configurations 
slightly less workload intensive than the average task that 
has been rated using the TLX. This means that the task 
was not so difficult as to limit the possible observed vari-
ance with a ceiling effect. A mean score of 40.2 places the 
AR-H option near the top 30% of all scores, and 37.7 places 
AR-HA comfortably between the top 20 and 30%. 22 has 
AR-A well within the top 10%, while 46.4 places T between 
40 and 50%. Grier (2015) categorised the systems, offer-
ing an insight into how different types of systems compare, 

Fig. 8   Experimental setup. The robot must be guided through all four 
sectors, to close all four valves
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including robot operation systems. Compared to other robot 
operation systems, all four control options placed in the top 
50%, with all three AR options in the top 25%.

5.2.2 � Preferences

An informal survey collected the participants’ opinion 
of each control option, having them rank the options on 
enjoyment. The most enjoyed option was AR-H, with over 
half of the participants ranking it highest. Participants 
commented that they enjoyed being in control of the robot, 
but found the goal accomplishment tracking extremely 
useful, saving them time and effort when closing the 
valve. The second most enjoyed option was AR-HA, with 
those participants citing that this option relieved them of 
work and was the easiest to use. AR-A and T were both 
only preferred by one participant each, AR-A because the 

participant found it required the least work and succeeded 
in the task, and T because the participant found the auto-
mation too unreliable, and would have rather checked the 
success of tasks manually than to rely on the goal accom-
plishment tracking.

When the rest of the rankings are taken into account, 
AR-H still prevailed, followed by AR-HA, followed by T, 
and with AR-A at the bottom. AR-A was the least enjoyed, 
with the majority of the participants enjoying being in con-
trol, some finding watching the automation struggle a frus-
trating experience, and finally some stating they felt it was a 
waste of their time to be there when they couldn’t intervene. 
This observation is not surprising as it aligns with one of 
the basic principles of user interface design as proposed by 
Shneiderman et al. (2009), p. 89, “support internal locus of 
control”. Collectively, the AR options were found to be more 
enjoyable than direct teleoperation.

Fig. 9   The progress of the 
assigned responsibility system, 
illustrating changes in level of 
autonomy

(b)

(a)



93An assigned responsibility system for robotic teleoperation control﻿	

1 3

5.2.3 � Effectiveness

The T and AR-H options caused significantly less goal fail-
ures than the AR-HA and AR-A options. In fact there were 
no goal failures when T was employed, and just the one 
when AR-H was employed. This goal failure occurring when 
AR-H was in use was an operator error: an operator forgot to 
open the gripper after closing a valve, and undid that valve 
when returning the wrist to a central position. Out of 80 pos-
sible such failures, T recorded a 0% failure rate, and AR-H 
a 1.25% failure rate.

The goal failures recorded during the other two options 
were caused by the automated sections of the tasks, with a 
large portion being caused by mapping inaccuracies accu-
mulating and causing the robot to become lost during navi-
gation tasks. AR-HA recorded a 15% failure rate, and AR-A 
a slightly higher 18.75% failure rate. This clearly shows 
the vulnerability of an AR system to its weakest automated 
task, and suggests that either error recovery strategies be 
implemented to recover from these failures (which was not 
the case here), or that the LoA of that part of the work be 
brought back down until the automation is improved. The 

Fig. 10   Task load index results 
for the system. The weighted 
workload score plot shows 
the weighted scores for each 
control option (AR-H, AR-HA, 
AR-A, T) and for the Assigned 
Responsibility modes averaged 
(AR). The smaller plots show 
the weighted scores given by 
the participants to each control 
option for each measure. A 
higher score means more 
workload
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overall comparison between AR and T shows that collec-
tively, the AR options caused significantly more goal fail-
ures, and as stated above this difference is caused by the 
introduction of automation into the control loop. Altogether, 
the AR options recorded a 11.67% failure rate.

These data show that out of all the recorded runs, the AR 
options were less effective than the T option in this case. AR 
can, however, operate very similarly to direct teleoperation 
if needed (as was done with the AR-H option) and therefore 
potentially achieve similar effectiveness levels. This does 
diminish some of the benefits of AR, but not all, as will 
be shown later. It is important to note that this experiment 
can only test this particular implementation of automation, 
which is not claimed to be indicative of the most up-to-date 
automation techniques.

5.2.4 � Efficiency

As shown in Fig. 11, navigation errors were extremely rare, 
occurring only once during the experiment. Collisions were 
present in all modes, but occurred more frequently in the 
manual control modes (AR-H and T). Manipulation errors 
were far more frequent in the modes that used automation. 
Both AR-HA and AR-A used the same algorithm to close 
the valve, so their similar scores are to be expected. While 
the automated modes made more errors there, they were also 
capable of making closure attempts at a much faster rate 
than a human operator, resulting in a higher error count, but 
a faster task accomplishment rate as discussed below. That 
speed-accuracy tradeoff could be adjusted fairly easily.

The time data showed that T was significantly slower 
(236.4 s mean time) than AR-H (180.4 s mean) and AR-HA 
(174 s mean), which were in turn significantly slower than 
AR-A (104.7 s mean). This highlights important differences 
in all of the modes. In AR-A, being fully automated, the sys-
tem never had to wait for operator input, which had two con-
sequences: a faster task accomplishment rate, and a higher 
goal failure rate. In AR-HA, the amount of time the robot 
spent moving would have been fairly similar to that of AR-A, 

however the automation spent time waiting for waypoints to 
be set by the human operator, which delayed it.

One of the more surprising differences lies with AR-H 
and T. With both those options, all of the control task was 
performed by the human operator. This is reflected in the 
similar error rates for both options. However, AR-H had a 
significantly faster accomplishment rate. This difference 
comes almost entirely from the goal accomplishment track-
ing during the AR-H runs. With the T option, the operator 
had to confirm the closure of the valve visually by testing it 
repeatedly until satisfied. In the AR-H runs, the goal accom-
plishment tracking was monitoring the strain placed on the 
wrist by the valve, allowing for a fast detection of the valve’s 
state, cutting down the number of grasp attempts needed to 
close it, and thus saving time.

These two sets of data tell a different story, with T out-
classing AR as a whole on errors made, but causing a signifi-
cant increase in time taken for task accomplishment. Over-
all, the AR system resulted in faster task accomplishment 
across the board (153 s mean), with the ability to trade a 
higher error rate for more speed or vice versa (by switching 
from human control to (semi-automated control) if needed, 
making it more efficient than the direct teleoperation option.

6 � Observations and future work

The experiments shown in this paper showed that AR is a 
viable form of robot teleoperation, capable of accomplishing 
the tasks set out to operators while imposing less workload 
on these operators when compared to traditional teleopera-
tion approaches. However, this study can only hint at the sit-
uations where AR should be deployed over other adjustable 
autonomy approaches, and several questions remain to be 
answered. Are planned changes always easier on the human 
operators? Are automated changes a viable option when 
they could catch the human operators unaware? Are manual 
changes just another task human operators would rather 

Fig. 11   Errors made per valve 
closed, by type
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avoid? Under what circumstances should the assignment 
contract be violated in the interests of safety or efficiency?

6.1 � On automated changes

It became apparent during the trials conducted for this 
research, that even when planned, automated changes in lev-
els of autonomy could be an issue for human operators. Dur-
ing the trials, one goal was to line up the robot with a valve, 
a goal which was set to the H/A LoA (human control with 
assistance from the automation). The automation assisted 
by highlighting the valve in the video feed to indicate to the 
operator that the robot was detecting it. The next goal was 
to close the valve, in full automation. When the valve was 
detected by the progress tracker, the goal would change, and 
the automation would take over.

This drastic change in level of autonomy, even if planned, 
caused a lot of frustration to the operators, as the goal might 
be considered accomplished before they were happy with 
the placement of the robot. Once the automation took over, 
the human operator was locked out of the control loop, add-
ing to that frustration if the automation was struggling with 
closing of the valve due to a poor start position. This proved 
to be so frustrating that some operators tried to hide the 
valve from the robot’s camera until they were satisfied with 
their position. A potential solution to this kind of problem 
would be to make the operator one of the “sensors” for the 
goal accomplishment tracking, allowing them to report their 
satisfaction with the robot’s state when ready. Here is an 
example of the consideration must be paid to the triggers of 
automated changes in LoA (planned or not) to avoid inad-
vertently increasing operator workload.

6.2 � On error recovery

In case of errors, or unforeseen changes in the environment, 
it is likely that the plan as designed before the task started 
will no longer produce the desired results. Therefore, a strat-
egy for handling divergences from this plan must be decided 
on. This problem was not addressed in this paper directly, 
as it dealt only with the core concepts of AR, but potential 
solutions can be imagined and discussed here. Plan-altering 
situations can be considered to fit either of two categories: 
(1) smaller problems that require a correction before the plan 
can be resumed, and (2) major problems that will prevent the 
plan from ever completing. An example of the first would 
be the loss of a tool required for a future goal in the plan. 
Before the plan can be completed, the tool must either be 
found again, or another acquired. Once either has happened, 
the plan can resume from where it left off. A major issue 
would be the destruction of a piece of equipment that the 
plan required the robot to repair. The equipment can now no 
longer be repaired, rendering the plan un-accomplishable.

It is likely that the major failures would result in a cancel-
lation of the plan rather than any kind of in-task re-planning. 
More interestingly, the smaller problems require on-the-spot 
inclusion of additional steps (or the replacement of current 
steps), and thus the modification of the existing plan. Who 
makes these changes is an important question, as keeping 
operators aware of the plan is a requirement for AR. A low-
tech solution could be to give full control of the robot to 
the human operator when such a problem arises, with the 
express goal of returning the situation to an acceptable state. 
Yet this defeats some of the benefits of AR by imposing 
unexpected tasks on the human operator, and forcing a single 
control mode to be used. To make use of the full capabili-
ties of AR, some amount of local re-planning must be done, 
either automatically or manually. This re-planning needs to 
add goals, and assign them a LoA. Once the re-planning is 
done, the modifications must be made available to the opera-
tor for approval, ensuring all of the actors in the system are 
aware of their responsibilities before the task resumes. It is 
possible that for common problems a library of patches to 
the plan could be created, which could be rapidly deployed 
when these problems arise. This could somewhat ameliorate 
the problem of great additional operator workload, as these 
patches would likely be familiar to operators that use the 
system often.

7 � Conclusion

While full automation of the robots used today in teleoper-
ated tasks may be desirable, it is in many cases currently 
infeasible. In the immediate future, a mix of automation and 
manual control seems the most promising avenue for useful 
robot control in most scenarios. Direct control teleopera-
tion still reigns, as it is hard to beat the reliability of human 
operators in most scenarios. If automation is still too untrust-
worthy to be charged with taking over control, the introduc-
tion of automation should primarily focus on assisting the 
human operators. Let automation take over the small simple 
tasks that still require time and effort from a human operator, 
freeing them spend more time and effort on more important 
tasks such as strategic planning and problem-handling. As 
time passes and automation techniques become more refined 
and reliable, more tasks can be automated, gradually reduc-
ing demands on the human operator.

Assigned Responsibility was designed in part to help this 
process of gradual automation. The breakdown of the overall 
task into goals and subgoals sets delimitations that can be 
used to limit the influence of automation to the simple tasks 
without jeopardising the greater plan. This also provides 
context for automation research, breaking down a complex 
task into a series of simpler tasks, that can be automated one 
by one instead of as a whole. While that is happening, the 
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robot can keep on working, with the non-automated parts 
of the plan handled by a human operator. This paper has 
demonstrated that an Assigned Responsibility system can 
be used to successfully control a robot through a task using 
a variety of configurations. It is hoped that this contribution 
will support further work in the skilful mixing of automation 
and human-based control of remote robots toward optimal 
performance.

Open Access  This article is distributed under the terms of the Creative 
Commons Attribution 4.0 International License (http​://crea​tive​comm​
ons.org/lice​nses​/by/4.0/), which permits unrestricted use, distribution, 
and reproduction in any medium, provided you give appropriate credit 
to the original author(s) and the source, provide a link to the Creative 
Commons license, and indicate if changes were made.

References

Argall, B.D., Chernova, S., Veloso, M., Browning, B.: A survey of 
robot learning from demonstration. Robot. Auton. Syst. 57(5), 
469–483 (2009). http​s://doi.org/10.1016​/j.robo​t.2008​.10.024

Chao, C., Cakmak, M., Thomaz, A.L.: Towards grounding concepts 
for transfer in goal learning from demonstration. In: Development 
and learning (ICDL), 2011 IEEE International Conference, 2, 1–6. 
IEEE (2011)

Cote, N., Canu, A., Bouzid, M., Mouaddib, A.I.: Humans–robots slid-
ing collaboration control in complex environments with adjustable 
autonomy. In: Web intelligence and intelligent agent technology 
(WI-IAT), 2012 IEEE/WIC/ACM International Conferences, 2, 
146–153. IEEE (2012)

Crosby, M., Petrick, R.P.: Centralised high-level planning for a robot 
fleet. In: Workshop of the UK Planning and scheduling special 
interest group (PlanSIG 2014), UK (2014)

Dastani, M., Riemsdijk, M.B.V., Meyer, J.J.C.: Goal types in agent 
programming. In: Proceedings of the 17th European Conference 
on Artificial Intelligence (ECAI06, pp. 220–224 (2006)

de Jong, I.: Pyro - Python Remote Objects - 4.41 Pyro 4.41 documenta-
tion (2016). http​s://pyth​onho​sted​.org/Pyro​4/

Deelman, E., Blythe, J., Gil, Y., Kesselman, C., Mehta, G., Patil, S., Su, 
M.H., Vahi, K., Livny, M.: Pegasus: mapping scientific workflows 
onto the grid. Grid Comput. 3165, 11–20 (2004)

Ding, J., Qin, Y., Jia, L., Zhu, S., Yu, B.: Soms: a subway operation and 
maintenance system based on planned maintenance model with 
train state. J. Intell. Learn. Syst. Appl. 5(4), 195 (2013)

Endsley, M.R.: Level of automation effects on performance, situation 
awareness and workload in a dynamic control task. Ergonomics 
42(3), 462–492 (1999)

Endsley, M.R., Kiris, E.O.: The out-of-the-loop performance prob-
lem and level of control in automation. Hum. Fact. J. Hum. Fact. 
Ergon. Soc. 37(2), 381–394 (1995)

Fischer, P., Daniel, R., Siva, K.: Specification and design of input 
devices for teleoperation. In: Robotics and Automation, 1990. 
Proceedings., 1990 IEEE International Conference, pp. 540–545. 
IEEE (1990)

Foundation, P.S.: Welcome to Python.org. http​s://www.pyth​on.org/ 
(2017)

Ge, F., Moore, W., Antolovich, M.: Convergence problem in gmm 
related robot learning from demonstration. Mining intelligence 
and knowledge exploration, pp. 62–71. Springer, Berlin (2014)

Ghallab, M., Nau, D., Traverso, P.: Automated planning: theory & 
practice. Elsevier, Amsterdam (2004)

Goodrich, M., Olsen, D., Crandall, J., Palmer, T.: Experiments in 
adjustable autonomy. In: Proceedings of IJCAI Workshop on 
autonomy, delegation and control: interacting with intelligent 
agents, pp. 1624–1629 (2001)

Grier, R.A.: How high is high? A meta-analysis of NASA-TLX global 
workload scores. Human factors and ergonomics society annual 
meeting, vol. 59, pp. 1727–1731. SAGE Publications, New York 
(2015)

Hardin, B., Goodrich, M.A.: On using mixed-initiative control: a per-
spective for managing large-scale robotic teams. In: Proceedings 
of the 4th ACM/IEEE international conference on Human robot 
interaction, pp. 165–172. ACM (2009)

Hart, S.G., Staveland, L.E.: Development of NASA-TLX (Task Load 
Index): results of empirical and theoretical research. Adv. Psychol. 
52, 139–183 (1988)

Hendrickson, C., Au, T.: Project management for construction: funda-
mental concepts for owners, engineers, architects, and builders. 
Chris Hendrickson (1989). Available at http​://pmbo​ok.ce.cmu.
edu/

Kaber, D.B., Onal, E., Endsley, M.R.: Design of automation for teler-
obots and the effect on performance, operator situation aware-
ness, and subjective workload. Hum. Fact. Ergon. Manuf. 10(4), 
409–430 (2000)

Kephart, J.O., Chess, D.M.: The vision of autonomic computing. Com-
puter 36(1), 41–50 (2003)

Kohlbrecher, S., Romay, A., Stumpf, A., Gupta, A., Von Stryk, O., 
Bacim, F., Bowman, D.A., Goins, A., Balasubramanian, R., 
Conner, D.C.: Human-robot teaming for rescue missions: Team 
ViGIR’s Approach to the 2013 DARPA robotics challenge tri-
als. J. Field Robot. 32(3), 21558 (2015). http​s://doi.org/10.1002​
/rob.2155​8/full​

Lee, K., Paton, N.W., Sakellariou, R., Deelman, E., Fernandes, A.A., 
Mehta, G.: Adaptive workflow processing and execution in 
pegasus. Concur. Comput. Pract. Exp. 21(16), 1965–1981 (2009)

Leymann, F., Roller, D., Thatte, S.: Goals of the BPEL4ws specifica-
tion. http​://www.oasi​s-open​.org/comm​itte​es/down​load​.php/3249​
/ (2017)

Mann, G.A.: Quantitative evaluation of human-robot options for main-
tenance tasks during analogue surface operations. In: Proceedings 
of the 8th Australian Mars Exploration Conference, pp. 26–34 
(2008)

Manschitz, S., Kober, J., Gienger, M., Peters, J.: Learning movement 
primitive attractor goals and sequential skills from kinesthetic 
demonstrations. Robot. Auton. Syst. 74, 97–107 (2015)

Martinez-Tenor, A., Fernandez-Madrigal, J.A.: Smoothly adjustable 
autonomy for the low-level remote control of mobile robots that 
is independent of the navigation algorithm. In: 2015 23th Medi-
terranean Conference on Control and Automation (MED), pp. 
1071–1078 (2015). 10.1109/MED.2015.7158899

McCurdy, M.: Planning tools for mars surface operations: human–com-
puter interaction lessons learned. In: Aerospace conference, 2009 
IEEE, pp. 1–12 (2009)

McCurdy, M.: Planning tools for mars surface operations: human–
computer interaction lessons learned. In: 2009 IEEE Aerospace 
conference, pp. 1–12. IEEE (2009)

Miller, C., Parasuraman, R.: Beyond levels of automation: an archi-
tecture for more flexible human-automation collaboration. Hum. 
Fact. Ergon. Soc. Annu. Meet. 47, 182–186 (2003)

Miller, C.A., Parasuraman, R.: Designing for flexible interaction 
between humans and automation: delegation interfaces for super-
visory control. Hum Fact. J. Hum. Fact. Ergon. Soc. 49(1), 57–75 
(2007)

Minguez, J., Montano, L.: Sensor-based robot motion generation in 
unknown, dynamic and troublesome scenarios. Robot. Auton. 
Syst. 52(4), 290–311 (2005)

http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1016/j.robot.2008.10.024
https://pythonhosted.org/Pyro4/
https://www.python.org/
http://pmbook.ce.cmu.edu/
http://pmbook.ce.cmu.edu/
https://doi.org/10.1002/rob.21558/full
https://doi.org/10.1002/rob.21558/full
http://www.oasis-open.org/committees/download.php/3249/
http://www.oasis-open.org/committees/download.php/3249/


97An assigned responsibility system for robotic teleoperation control﻿	

1 3

Muszynski, S., Stuckler, J., Behnke, S.: Adjustable autonomy for 
mobile teleoperation of personal service robots. In: RO-MAN, 
2012 IEEE, pp. 933–940. IEEE (2012)

Nas, S.W., Toralde, J.S., Wuest, C., et al.: Offshore managed pressure 
drilling experiences in asia pacific. In: SPE/IADC Drilling Con-
ference and Exhibition. Society of petroleum engineers (2009)

Ohn-Bar, E., Trivedi, M.M.: Looking at humans in the age of self-
driving and highly automated vehicles. IEEE Trans. Intell. Veh. 
1(1), 90–104 (2016)

Parasuraman, R., Miller, C.: Delegation interfaces for human super-
vision of multiple unmanned vehicles: theory, experiments, and 
practical applications. Advances in human performance and cog-
nitive engineering research, vol. 7, pp. 251–266. Elsevier, Amster-
dam (2006)

Parasuraman, R., Riley, V.: Humans and automation: use, misuse, dis-
use, abuse. Hum. Fact. J. Hum. Fact. Ergon. Soc. 39(2), 230–253 
(1997)

Pastor, P., Hoffmann, H., Asfour, T., Schaal, S.: Learning and gen-
eralization of motor skills by learning from demonstration. In: 
Robotics and Automation, 2009. ICRA’09. IEEE International 
Conference, pp. 763–768. IEEE (2009)

Prewett, M.S., Johnson, R.C., Saboe, K.N., Elliott, L.R., Coovert, 
M.D.: Managing workload in human-robot interaction: a review 
of empirical studies. Comput. Hum. Behav. 26(5), 840–856 (2010)

Sacerdoti, E.: A structure for plans and behavior. Elsevier Publishing 
Company, Amsterdam (1977)

Sellner, B., Heger, F.W., Hiatt, L.M., Simmons, R., Singh, S.: Coor-
dinated multiagent teams and sliding autonomy for large-scale 
assembly. Proc. IEEE 94(7), 1425–1444 (2006)

Sheridan, T.B., Parasuraman, R.: Human–automation interaction. Rev. 
Hum. Fact. Ergon. 1(1), 89–129 (2005)

Sheridan, T.B., Verplanck, W.L.: Human computer control of under-
sea teleoperators. Technical report. MIT Man-Machine Systems 
Laboratory, Cambridge (1978)

Shneiderman, B., Plaisant, C., Cohen, M., Jacobs, S.: Designing the 
user interface: strategies for effective human–computer interac-
tion, 5th edn. Addison Wesley, Boston (2009)

Small, N.J., Mann, G., Lee, K.: Goal Accomplishment Tracking for 
Automatic Supervision of Plan Execution. In: Proceedings of the 
2013 Australasian Conference on Robotics and Automation. Syd-
ney, Australia (2013). http​://www.araa​.asn.au/acra​/acra​2013​/pape​
rs/pap1​58s1​-file​1.pdf

Small, N.J., Mann, G., Lee, K.: Assigned Responsibility for Remote 
Robot Operation. In: Proceedings of the 16th Australasian User 
Interface Conference (AUIC 2015). Sydney, Australia (2015). http​
://crpi​t.com/conf​pape​rs/CRPI​TV16​2Sma​ll.pdf

Sonntag, M., Karastoyanova, D., Deelman, E.: Bridging the Gap 
between Business and Scientific Workflows: Humans in the Loop 
of Scientific Workflows. In: e-Science (e-Science), 2010 IEEE 
Sixth International Conference on, pp. 206–213 (2010)

Stentz, A., Herman, H., Kelly, A., Meyhofer, E., Haynes, G.C., Stager, 
D., Zajac, B., Bagnell, J.A., Brindza, J., Dellin, C.: Others: Chimp, 
the cmu highly intelligent mobile platform. J. Field Robot. 32(2), 
209–228 (2015)

Thrun, S.: Probabilistic algorithms in robotics. AI Mag. 21(4), 93 
(2000)

Wang, J., Lewis, M.: Human control for cooperating robot teams. In: 
Human-Robot Interaction (HRI), 2007 2nd ACM/IEEE Interna-
tional Conference on, pp. 9–16. IEEE (2007)

Yi, S.J., McGill, S.G., Vadakedathu, L., He, Q., Ha, I., Han, J., Song, 
H., Rouleau, M., Zhang, B.T., Hong, D.: Others: team THOR’s 
entry in the DARPA robotics challenge trials 2013. J. Field Robot. 
32(3), 315–335 (2015). http​s://doi.org/10.1002​/rob.2155​5/full​

Zion, B., Mann, M., Levin, D., Shilo, A., Rubinstein, D., Shmulevich, 
I.: Harvest-order planning for a multiarm robotic harvester. Com-
put. Electron. Agric. 103, 75–81 (2014)

Nicolas Small  is a Postdoctoral 
researcher at KU Leuven Univer-
sity (Belgium) in the imec-Dis-
triNet group, focusing mostly on 
Distributed systems and the IoT. 
He received his PhD from Mur-
doch University in Australia in 
the field of human-robot interac-
tion. He has published papers in 
the fields of Robotics, Distrib-
uted Systems and IoT.

Kevin Lee  is a Senior Lecturer at 
Nottingham Trent University, 
UK. He received his BSc, MSc, 
and PhD from Lancaster Univer-
sity. He was previously a 
Research Associate at the Uni-
versity of Manchester in the UK, 
Postgraduate Research Fellow at 
University of Mannheim in Ger-
many and Senior Lecturer at 
Murdoch University in Australia. 
He has published over 70 papers 
in the areas of Distributed Sys-
tems, Embedded Systems, IoT, 
Cloud and Robotics.

Graham Mann  is the head of the 
Applied Artificial Intelligence 
Laboratory in the School of 
Engineering and Information 
Technology, Murdoch Univer-
sity, Western Australia. He has 
over 30 publications in the fields 
of Artificial Intelligence, Robot-
ics  and  Human Fac tors 
Engineering.

http://www.araa.asn.au/acra/acra2013/papers/pap158s1-file1.pdf
http://www.araa.asn.au/acra/acra2013/papers/pap158s1-file1.pdf
http://crpit.com/confpapers/CRPITV162Small.pdf
http://crpit.com/confpapers/CRPITV162Small.pdf
https://doi.org/10.1002/rob.21555/full

	An assigned responsibility system for robotic teleoperation control
	Abstract
	1 Introduction
	2 Principles of assigned responsibility
	3 Architecture for assigned responsibility
	3.1 Plans as trees, and goal breakdown
	3.2 Accomplishment monitoring
	3.3 Plan management
	3.4 Example responsibility assignment strategy
	3.5 A modular design for the assigned responsibility-based control of a mobile robot
	3.5.1 A modular approach
	3.5.2 Design for an assigned responsibility teleoperation system


	4 Implementation
	5 Experimental evaluation
	5.1 The experimental task
	5.2 Results
	5.2.1 Workload
	5.2.2 Preferences
	5.2.3 Effectiveness
	5.2.4 Efficiency


	6 Observations and future work
	6.1 On automated changes
	6.2 On error recovery

	7 Conclusion
	References




