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#### Abstract

Reaction systems, introduced by Ehrenfeucht and Rozenberg, are a theoretical model of computation based on the two main features of biochemical reactions: facilitation and inhibition, which are captured by the individual reactions of the system. All reactions, acting together, determine the global behavior or the result function, res, of the system. In this paper, we study decomposing of a given result function to find a functionally equivalent set of reactions. We propose several approaches, based on identifying reaction systems with Boolean functions, Boolean formulas, and logic circuits. We show how to minimize the number of reactions and their resources for each single output individually, as a group, and when only a subset of the states are considered. These approaches work both when the reactions of the given res function are known and not known. We characterize the minimal number of reactions through the minimal number of logical terms of the Boolean formula representation of the reaction system. Finally, we make applications recommendations for our findings.
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## 1 Introduction

Reaction systems were introduced by Ehrenfeucht and Rozenberg in [6], as a theoretical model of computation capturing the two main features of biochemical reactions: facilitation and inhibition. Each reaction system is defined over a finite set of background entities and contains reactions, that are triples of entities: reactants, inhibitors, and products. Reactions act together on each subset (state) of entities, such that, if all of the reactants and none of the inhibitors are present, the reaction is enabled in that state and its products are produced. The products of all reactions enabled in a state form the next state and, in that way, define the result function res. The aggregate behavior of the system, can then be represented by a one-out (exactly one edge

[^0]goes out of each state (vertex)) graph, called the 0 -context graph of the system, [9]. Two reaction systems that exhibit the same aggregate behavior (produce the same 0 -context graph) are called functionally equivalent, since their result functions act the same way on every single state. Determining whether two reaction systems are functionally equivalent was proved in [6] to be Co-NP-complete. An extensive list of complexity results for reaction systems is obtained in [1]. Other equivalences of reaction system studied in the literature include enabling equivalence [7], process equivalence, enabling process equivalence, and more [12].

One of the new approaches to reaction systems we introduce here is that of decomposing the aggregate result function into separate reactions, as a kind of parallelization. This includes not only minimization, but also adds to it: starting with a flat state graph (which does not show which set of reactions led to it), we decompose it into more or less independent reactions. One of the novel approaches to minimization here is that we do not only minimize reaction systems that are known, but we also minimize reaction systems that are not known, i.e. the individual reactions defining the global result function are not known. To our knowledge, the topic of recovering of unknown reaction systems with known res function, is new.

Whether we start from a reaction system that is specified by its set of reactions or directly by a given result function, which may be given in the form of its 0 -context graph, we seek to minimize the number of reactions adhering to certain properties. In the various minimization techniques that we propose, we always obtain a functionally equivalent reaction system to the (explicitly or implicitly) given one.

Minimization in terms of resources in reactions, more specifically minimal and almost minimal reactions, are discussed in [8, 17]. Minimizing reaction systems, in terms of obtaining functionally equivalent reaction systems with a minimal number of reactions, when the set of reactions are partitioned according to their product sets, were studied in [5].

We propose three types of minimizations that adhere to different types of requirements: (1) minimizing reactions (and their combined resources) for the purpose of producing a specific entity with minimum cost; (2) minimizing the number of reactions for the entire system when all outputs are considered; and (3) minimizing the number of reactions when only some states are considered. These can then be applied in various hybrid modes.

Two components of our approach are crucial for this paper: identifying reaction systems with Boolean functions and Boolean formulas and adapting minimization techniques for Boolean formulas to reaction systems. The first connection was made by Ehrenfeucht and Rozeneberg in [6] and later used in [5]. In [2], the logical formulas are used as formula based predictors for the occurrence of certain entities in a set number of steps. The second, spans well-known minimization tools from logic circuits minimization and logic synthesis: Karnaugh maps [11], the Quine-McCluskey algorithm [13] and Espresso algorithm [15, 16], which were also used for the minimization shown in [5].

This paper is organized as follows. Section 2 presents the basic notions of reaction systems. It explains how, given a set of reactions, one can generate its result function (conveniently represented by the 0 -context graph) and, conversely, how given the result function, one can construct a set of maximally inhibited reactions that generates it. We show how every function on the power set of a finite set can be translated to a reaction system.

In Section 3, we discuss ways to identify reaction systems with Boolean functions and Boolean formulas. A crucial observation is made in Theorem 10, which basically states that common terms in DNF formulas correspond to reactions, i.e. to their resources, while the output is determined by the formulas involved. Thus, the minimization of DNF formulas can directly be applied to minimization of reaction systems.

Section 4 focuses on extracting a minimal set of reactions from a given result function. These methods can also be used to recover reactions from a reaction system that is not known, using only its result function. A popular example is
used throughout to illustrate the different methods of minimization, e.g. Karnaugh maps and Espresso algorithm, as well as, the different types of minimization: as independent outputs, together as a group, and with don't care states.

Section 5 presents a pseudocode of the Espresso algorithm for the cases where a group minimization is the goal and also when do not care states may be present. It explains the main features of the algorithms and also points to relevant references where more about these algorithms may be found.

Finally, Section 6 discusses applications and future work.

## 2 Reaction systems and the result function

Reaction systems were introduced in [6] and we recall and follow the definitions from this reference. The power set of a set $S$ is denoted by $\mathcal{P}(S)$.

Definition 1 A reaction system is a pair $\mathcal{A}=(S, A)$, where $S$ is a finite nonempty set, the background set of $\mathcal{A}$, and $A \subseteq \mathcal{P}(S) \times \mathcal{P}(S) \times \mathcal{P}(S)$ is a set of reactions in $S$.

A reaction is a triple $a=\left(R_{a}, I_{a}, P_{a}\right)$ of finite subsets of $S$, called the reactant set of $a$, the inhibitor set of $a$, and the product set of $a$ respectively.

We say that $a$ is enabled in $X \subseteq S$ if and only if $R_{a} \subseteq X$ and $I_{a} \cap X=\varnothing$. Thus, a reaction $a$ is enabled in a set $X$, if $X$ separates $R_{a}$ from $I_{a}$. If $a$ is enabled in $X$, we define the result of $a$ on $X$, as res ${ }_{a}(X)=P_{a}$. Otherwise, $a$ is not enabled in $X$, and then we set $\operatorname{res}_{a}(X)=\varnothing$. For a set of reactions $A$, define $\operatorname{res}_{A}(X)=\bigcup_{a \in A} \operatorname{res}_{a}(X)$ to be the result of the set of reactions $A$ on $X$. Clearly, the result of a set $A$ on a subset $X$ of $S$ is the union of the product sets of the reactions that are enabled in $X$. For a given reaction system $\mathcal{A}=(S, A)$, we set $\operatorname{res}_{\mathcal{A}}(X)=\operatorname{res}_{A}(X)$.

We recall a popular example, Example 7, from the overview paper A Tour of Reaction Systems [4].

Example 2 Let $\mathcal{A}=(S, A)$ be the reaction system with background set $S=\{1,2,3,4\}$ and set of reactions $A$, consisting of the six reactions below.
$a_{1}=(\{1\},\{3\},\{2\}) \quad a_{2}=(\{2\},\{1\},\{1\})$
$a_{3}=(\{2\},\{3\},\{3\}) \quad a_{4}=(\{3\},\{1,2\},\{1,2,4\})$
$a_{5}=(\{4\},\{3\},\{1,2\}) a_{6}=(\{1,3\},\{2,4\},\{2,3\})$
Consider, for example, the following subsets of $S, X_{1}=\{2,3\}$, $X_{2}=\{1,3,4\}$, and $X_{3}=\{1,2\}$. In subset $X_{1}=\{2,3\}$, only $a_{2}$ is enabled, so the result of $\mathcal{A}$ on $X_{1}$ equals $P_{a_{2}}$, i.e., $\operatorname{res}_{\mathcal{A}}\left(X_{1}\right)=\operatorname{res}_{\mathcal{A}}(\{2,3\})=\operatorname{res}_{a_{2}}(\{2,3\})=P_{a_{2}}=\{1\}$. In $X_{2}=\{1,3,4\}$, no reactions are enabled, since $X_{2}$ contains an inhibitor from every reaction. Thus, res ${ }_{\mathcal{A}}(\{1,3,4\})=\varnothing$.

Fig. 1 The 0-context graph $G_{\mathcal{A}}^{0}$ from Example 4
$\{1,2,3,4\}$


In $X_{3}=\{1,2\}$, reactions $a_{1}$ and $a_{3}$ are enabled, and so, $\operatorname{res}_{\mathcal{A}}\left(X_{3}\right)=\operatorname{res}_{\left\{a_{1}, a_{3}\right\}}(\{1,2\})=\operatorname{res}_{a_{1}}(\{1,2\}) \cup \operatorname{res}_{a_{3}}(\{1,2\})$ $\left.=P_{a_{1}} \cup P_{a_{3}}=\{2,3\} . \quad\right\lrcorner$

Reaction systems are studied as computational devices. The state of the system is the set $X$ of entities from $S$ currently present. In a computational step of the system, the next state consists of all entities that are produced by the reactions of the system from the entities currently present, plus any entities that might arrive from independent parts elsewhere, called the context. Thus, a computational step of the system can be decomposed into two parts: collect the context and compute the new state: $X \mapsto X \cup C \mapsto$ res $_{\mathcal{A}}(X \cup C)$, for some $X, C \in \mathcal{P}(S)$.

In this paper, we focus on the result function, res ${ }_{\mathcal{A}}$, the second part of the computational step. It describes the aggregate change induced by all of the reactions in a state, as opposed to the partial contributions, res ${ }_{a}$, made by the individual reactions $a$. Given a reaction system $\mathcal{A}$ over $S$, its result function res $\mathcal{A}$ is a mapping from $\mathcal{P}(S)$ to $\mathcal{P}(S)$. It can be represented as a directed graph, the vertices of which are the states of the system. The target of an outgoing directed edge at each state, represents the result of the system at that state. Hence, this is a one-out graph, i.e. there is exactly one outgoing edge from each vertex. We assume that, at every state (vertex) no further context will be added. The following notion is from [9].

Definition 3 The 0 -context graph of a reaction system $\mathcal{A}$ is the graph $G_{\mathcal{A}}^{0}=(\mathcal{P}(S), E)$ with edge set $E=\left\{\left(X, \operatorname{res}_{\mathcal{A}}(X)\right) \mid X \in \mathcal{P}(S)\right\}$.

Observe that, $(X, Y) \in E\left(G_{\mathcal{A}}^{0}\right)$ if and only if $Y=\operatorname{res}_{\mathcal{A}}(X)$.
Example 4 Consider the reaction system from Example 2. The 0-context graph for it, $G_{\mathcal{A}}^{0}$, is presented in Figure 1. The edges of the graph represent the result function res $\mathcal{A}_{\mathcal{A}}$. Thus, $\left(X_{1}\right.$, res $\left._{\mathcal{A}}\left(X_{1}\right)\right)=(\{2,3\},\{1\})$ is an edge on the graph from $\{2,3\}$ to $\{1\}$. Also, $\left(X_{2}\right.$, res $\left.\mathcal{A}_{\mathcal{A}}\left(X_{2}\right)\right)=(\{1,3,4\}, \varnothing)$ and $\left(X_{3}\right.$, res $\left.{ }_{\mathcal{A}}\left(X_{3}\right)\right)=(\{1,2\},\{2,3\})$ are edges in the graph. $\lrcorner$

Based on the result function $\operatorname{res}_{\mathcal{A}}$, different types of equivalences of reaction systems were defined and studied, such as enabling equivalence, process equivalence, etc. [7,

12]. The first and most fundamental one is the functional equivalence defined in [6]. Two reactions $a$ and $b$ are functionally equivalent, if res ${ }_{a}(X)=\operatorname{res}_{b}(X)$, for every $X \subseteq S$. It was proved in [6], that this equivalence coincides with equality for individual reactions. When extended to sets, however, the notion of functional equivalence is not trivial, in general.

Definition 5 Let $A, B$ be sets of reactions over background set $S$. Then $A$ and $B$ are functionally equivalent, denoted $A \sim B$, if $\operatorname{res}_{A}(X)=\operatorname{res}_{B}(X)$, for every $X \subseteq S$.

Extending this further to reaction systems, we say that two reaction systems $\mathcal{A}=(S, A)$ and $\mathcal{B}=(S, B)$ are functionally equivalent, denoted $\mathcal{A} \sim \mathcal{B}$, if their sets of reactions are functionally equivalent, i.e. if $A \sim B$. Whereas checking the equivalence of single reactions is a simple syntactic check, the equivalence of sets of reactions is computationally hard, see Corollary 12 below.

The following proposition states that every function on the subsets of a finite set, can be translated into a reaction system, thus, showing how powerful these systems are. The construction of a reaction system uses maximally inhibited reactions defined in [18], i.e., reactions where the reactant set and inhibitor set are complementary, a trick also used in Section 5 in [6].

Proposition 6 Let $S$ be a finite set. For every function $f: \mathcal{P}(S) \rightarrow \mathcal{P}(S)$, there exists a reaction system $\mathcal{A}=(S, A)$, such that $f=\operatorname{res}_{\mathcal{A}}$.

Proof Let $S$ be a finite set and $f: \mathcal{P}(S) \rightarrow \mathcal{P}(S)$. Consider an ordered pair $(X, Y) \in f$, i.e., $X, Y \subseteq S$ and $Y=f(X)$. Construct the maximally inhibited reaction $a_{X}=(X, S \backslash X, Y)$, let $A=\left\{a_{Z} \mid Z \subseteq S\right\}$, and set $\mathcal{A}=(S, A)$. Since $a_{X}$ is the only reaction enabled in $X$, res $\mathcal{A}_{\mathcal{A}}(X)=\operatorname{res}_{a_{X}}(X)=Y$. Thus, every pair $(X, Y) \in f$ is represented by res $\mathcal{A}^{( }(X)=Y$ and vice versa.

From the above proposition, it becomes clear that we can identify any function on the power set of a given finite set with the result function of a reaction system. Equivalently, since such functions can also be identified with one-out graphs, every one-out graph with vertices that are the subsets
of a finite set can be identified with a reaction system whose 0 -context graph equals the given graph.

In the next section, we discuss how these structures can be specified with Boolean functions.

## 3 Boolean functions and reaction systems

In this section, we take reaction systems to the digital domain, translating sets into bit-vectors. This has two motivations. First, as it was already illustrated in [6], bit-vectors (bit-strings) can be used to obtain complexity results for various computational or decision problems concerning reaction systems. Second, we will use bit-vectors to apply various tools to minimize the number of reactions in a reaction system, or construct reactions for a given res function behavior.

Boolean functions and logical formulas. In general, a Boolean function $H:\{0,1\}^{n} \rightarrow\{0,1\}$ can be specified with a Boolean formula. We will use $n$ Boolean variables, $v_{1}, v_{2}, \ldots, v_{n}$, whose truth value assignments will be represented by the strings in $\{0,1\}^{n}$. (We do not distinguish between the boolean vector $\left(b_{1}, \ldots, b_{n}\right)$ and the $n$-bit string $b_{1} \ldots b_{n} \in\{0,1\}^{n}$ and we use both terms interchangeably.) A literal, $\ell$, is a variable $v$ or its negation $\bar{v}$ (or $v^{\prime}$ ). A term is a product, i.e., a conjunction ( $\wedge$ or $\cdot$ ), of literals. A term is a minterm, if each of the variables is used exactly once. That is, every minterm is of the form $\ell_{1} \wedge \ldots \wedge \ell_{n}$ (or simply $\ell_{1} \ldots \ell_{n}$ ), where $\ell_{i}=v_{i}$ or $\ell_{i}=\bar{v}_{i}$, for $1 \leq i \leq n$. A Boolean formula $\varphi$ is in disjunctive normal form (DNF), if it is a sum of products, i.e., a disjunction ( $\vee$ or + ) of terms.

Given the Boolean function $H:\{0,1\}^{n} \rightarrow\{0,1\}$, construct a Boolean formula in DNF $\varphi_{H}$ (or simply $\varphi$, when $H$ is understood) as follows. For each Boolean vector $x=b_{1} \ldots b_{n} \in\{0,1\}^{n}$, such that $H(x)=1$, construct the minterm $\gamma(x)=\ell_{1} \ldots \ell_{n}$, such that for each $i, 1 \leq i \leq n$, the literal $\ell_{i}=v_{i}$ if and only if $b_{i}=1$ and $\ell_{i}=\bar{v}_{i}$, otherwise. Then, take $\varphi$ to be a disjunction of all these $\gamma(x)$. Then, $H(x)=1$ if and only if $\varphi(x)=1$. Note that if $H$ has $k$ input strings $x$ that map into 1 , then $\varphi$ will have $k$ minterms $\gamma(x)$, each representing one such string.

In the context of reaction systems, we need multi-valued Boolean functions $F:\{0,1\}^{n} \rightarrow\{0,1\}^{n}$ to represent functions $f: \mathcal{P}(S) \rightarrow \mathcal{P}(S)$. To handle a multi-valued function, one usually considers the partial functions $F_{i}:\{0,1\}^{n} \rightarrow\{0,1\}$, which are the projections onto the $i^{t h}$ coordinate of the output, defined as $F_{i}\left(b_{1} \ldots b_{n}\right)=c_{i}$, if $F\left(b_{1} \ldots b_{n}\right)=\left(c_{1} \ldots c_{n}\right)$. Then, we represent each singlevalued $F_{i}$ by a Boolean formula $\varphi_{i}$, as described above, such that $F_{i}(x)=1$ if and only if $\varphi_{i}(x)=1$.

Given $F:\{0,1\}^{n} \rightarrow\{0,1\}^{n}$, define its logical representation $\Phi_{F}$ (or simply $\Phi$, if $F$ is understood), to be the
collection $\varphi_{i}$, for $1 \leq i \leq n$, where $\varphi_{i}$ is in DNF, and represents the partial function $F_{i}$ of $F$.

Sets as bit-vectors. Let $S=\left\{u_{1}, \ldots, u_{n}\right\}$ be an ordered set. The characteristic function, $\chi$, maps every subset $X \subseteq S$ onto a Boolean vector $x$, i.e. $\chi(X)=x=\left(b_{1}, \ldots, b_{n}\right)$ such that $b_{i}=1$ if and only if $u_{i} \in X$ and $b_{i}=0$, otherwise. This establishes a bijection between $\mathcal{P}(S)$ and $\{0,1\}^{n}$ and, by extension, between functions $f$ from $\mathcal{P}(S) \rightarrow \mathcal{P}(S)$ and functions $F$ from $\{0,1\}^{n} \rightarrow\{0,1\}^{n}$, where $\bar{f}$ is the characteristic version of $f$, defined by $\bar{f}=\chi \circ f \circ \chi^{-1}$. In particular, $\overline{\operatorname{res}}_{\mathcal{A}}$ is the characteristic version of the result function res $\mathcal{A}_{\mathcal{A}}$, with res $\mathcal{A}^{(X)}=Y$ if and only if $\overline{\operatorname{res}}_{\mathcal{A}}(\chi(X))=\chi(Y)$. Thus, $\overline{\operatorname{res}}_{\mathcal{A}}:\{0,1\}^{n} \rightarrow\{0,1\}^{n}$ is defined by $\overline{\operatorname{res}}_{\mathcal{A}}=\chi \circ \operatorname{res}_{\mathcal{A}} \circ \chi^{-1}$.

Relating terms and reactions. Here, we study the relation between the size (number of terms) of the logical representation $\Phi_{F}$ describing a Boolean function $F:\{0,1\}^{n} \rightarrow\{0,1\}^{n}$ and the number of reactions in the system $\mathcal{A}$ implementing $F=\overline{\operatorname{res}}_{\mathcal{A}}$.

In Section 7 of [6], the authors show how Boolean formulas in DNF can be transformed into reaction systems, where the value of the formula is translated into generating a specific entity (or not).

This connection turns out to be crucial in our considerations. Apart from the output of the reaction, it shows that reactions behave like terms. Each reaction is enabled on the subset of the Boolean variables that are positive in the term and inhibited on the Boolean variables that are negated in the term.

The following lemma captures this correspondence.

Lemma 7 For every logical term $\gamma$ over $n$ Boolean variables, there exists a reaction a $(\gamma)$ over a background set $S$ of $n$ entities, such that for every $X \subseteq S, a(\gamma)$ is enabled in $X$ if and only if $\gamma(\chi(X))=1$.

Proof Given a term $\gamma$ over the Boolean variables $v_{1}, \ldots, v_{n}$, choose $n$ entities and order them to form the background set $S=\left\{u_{1}, \ldots, u_{n}\right\}$ such that $u_{i}$ corresponds to $v_{i}$, for $1 \leq i \leq n$. Designate a specific entity $u_{s}$ as an output entity. We construct a reaction $a(\gamma)$, such that whenever this reaction is enabled, it will produce $u_{s}$.

Consider the literals in $\gamma$. Let $P_{\gamma}$ be the set of indices of those literals that are variables $v_{i}$ and $N_{\gamma}$ be the set of indices of the literals that are negations of variables $\bar{v}_{j}$. Thus, $\gamma=\bigwedge_{i \in P_{\gamma}} v_{i} \cdot \bigwedge_{j \in N_{\gamma}} \bar{v}_{j}$. Then, $\gamma\left(b_{1} \ldots b_{n}\right)$ is true if and only if each $b_{i}=1, i \in P_{\gamma}$, while each $b_{j}=0, j \in N_{\gamma}$.

For a set of indices $I \subseteq\{1, \ldots, n\}$, let $S_{I}=\left\{u_{i} \mid i \in I\right\}$ be the corresponding set of entities. Then, $a(\gamma)=\left(S_{P_{\gamma}}, S_{N_{\gamma}},\left\{u_{s}\right\}\right)$ satisfies the requirement, as it is enabled in a state $X$ if and only if each of the $u_{i}$, for $i \in P_{\gamma}$ is present in $X$, while none of the $u_{j}$, for $j \in N_{\gamma}$ is present in $X$. That is, $a(\gamma)$ is enabled in $X$ if and only if $\gamma(\chi(X))=1$.

The construction used in the proof of the above lemma can be used to transform a logical representation $\Phi$, i.e., a set of formulas $\varphi_{1}, \ldots, \varphi_{n}$ in DNF, into a reaction system, by converting the terms occurring in the formulas into reactions. To define a reaction system from $\Phi$, we will make the convention that the entity $u_{i}$ is produced when $\varphi_{i}$ is true, for $i=1, \ldots, n$. The following example illustrates this, for one output value.

Example 8 Suppose we are given the Boolean formula $\varphi_{1}=\bar{v}_{1} v_{2}+\bar{v}_{1} \bar{v}_{2} v_{3}+\bar{v}_{3} v_{4}$ with variables $\left\{v_{1}, \ldots, v_{4}\right\}$ and terms $\gamma_{1}, \gamma_{2}$ and $\gamma_{3}$, respectively. Let $S=\left\{u_{1}, \ldots, u_{4}\right\}$ and we necessarily choose for output value $u_{1} \in S$. Then, for $\gamma_{1}, P=\{2\}$ and $N=\{1\}$. Hence, $a\left(\gamma_{1}\right)=\left(\left\{u_{2}\right\},\left\{u_{1}\right\},\left\{u_{1}\right\}\right)$. Similarly, for $\gamma_{2}, P=\{3\}$ and $N=\{1,2\}$. Thus, $a\left(\gamma_{2}\right)=\left(\left\{u_{3}\right\},\left\{u_{1}, u_{2}\right\},\left\{u_{1}\right\}\right)$. Finally, $\left.a\left(\gamma_{3}\right)=\left(\left\{u_{4}\right\},\left\{u_{3}\right\},\left\{u_{1}\right\}\right) . \quad\right\lrcorner$

If a term $\gamma$ occurs in several formulas of the logical representation $\Phi$, then when $\gamma$ is satisfied, according to the construction above, the output entities corresponding to each of these formulas must be generated by the reaction system implementing $\Phi$. Rather than generating each entity with a separate reaction, these output entities can be combined in the product set of a single reaction. Hence, we have a direct correspondence between the number of distinct terms and the number of reactions.

Corollary 9 Let $F:\{0,1\}^{n} \rightarrow\{0,1\}^{n}$ be a Boolean function, with a logical representation $\Phi$ in $n$ variables, and with a total number of $k$ distinct terms. Then, there exists a reaction system $\mathcal{A}$ over $n$ background entities $S=\left\{u_{1}, \ldots, u_{n}\right\}$, with $k$ reactions, such that $\overline{\operatorname{res}}_{\mathcal{A}}=F$.

Proof Let $\Phi=\varphi_{1}, \ldots, \varphi_{n}$. Consider a term $\gamma$ that occurs in $\Phi$. Define the index set $O_{\gamma}=\left\{i \mid \gamma\right.$ occurs in $\left.\varphi_{i}\right\}$ of $\gamma$ occurrences in $\Phi$.

As in the proof of Lemma 7, for a set of indices $I \subseteq\{1, \ldots, n\}$, let $S_{I}=\left\{u_{i} \mid i \in I\right\}$ be the corresponding set of entities. Now define $a(\gamma)=\left(S_{P_{\gamma}}, S_{N_{\gamma}}, S_{O_{\gamma}}\right)$, where (again as in the proof of Lemma 7) the $P_{\gamma}$ and $N_{\gamma}$ are the indices of the variables occurring positively and negated in $\gamma$, respectively. As in the proof of Lemma 7, we argue that $a(\gamma)$ generates $u_{i}$ in state $X$ if and only if $\varphi_{i}$ is true for $\chi(X)$.

So, let $F$ be a multi-valued Boolean function. If there exists a logical representation $\Phi$ of $F$ with a total of $k$ distinct terms, then there exists a reaction system implementation $\mathcal{A}$ with $k$ reactions for $F$, such that $\overline{\operatorname{res}}_{\mathcal{A}}=F$. It can easily be verified that the result also holds in reverse, by walking the construction backwards: the result function of a
reaction system with $k$ reactions can be logically represented using $k$ distinct terms.

A reaction system $\mathcal{A}=(S, A)$ is called minimal, if for every reaction system $\mathcal{B}=(S, B)$, such that $\mathcal{A} \sim \mathcal{B},|A| \leq|B|$. That is, a reaction system $\mathcal{A}$ is minimal if it has the smallest number of reactions of all reaction systems equivalent to it. A set $\Phi=\left\{\varphi_{1}, \ldots, \varphi_{n}\right\}$ of logical formulas in DNF is minimal if its total number of distinct terms over all its formulas is minimal among all logically equivalent sets of formulas.

Theorem 10 For every Boolean function $F:\{0,1\}^{n} \rightarrow\{0,1\}^{n}$ there exists a reaction system $\mathcal{A}$, such that, $\mathcal{A}$ is minimal if and only if the corresponding logical representation $\Phi$ of $F$ is minimal.

Note that, the proof of Proposition 6 already indicates a way to translate Boolean functions to reaction systems, if as before, we equate sets with bit-vectors via their characteristic function. That construction yields maximally inhibited reactions, which correspond to minterms, rather than the more general terms, as all entities are present in the reactant or inhibitor sets. The size of the reaction system is $2^{n}$, where $n$ is the number of entities of the system. Its logical representation consists of almost the same number of minterms, except that we can omit states (minterms) that map into the empty set. The minterms corresponding to these reactions will not occur in any of the formulas, as the reactions do not contribute any entities.

Example 11 Consider the reaction system $\mathcal{A}$ from Example 2, as depicted by its 0 -context graph in Figure 1. The edge ( $\{2,4\},\{1,2,3\}$ ) is translated into the maximally inhibited reaction $(\{2,4\},\{1,3\},\{1,2,3\})$. In the logical representation of $\overline{\operatorname{res}}_{\mathcal{A}}$ this corresponds to the minterm $\bar{v}_{1} v_{2} \bar{v}_{3} v_{4}$ (specifying when the reaction is enabled) that occurs in the formulas $\varphi_{1}, \varphi_{2}$, and $\varphi_{3}$ (specifying when the corresponding entity is produced).

The problem of deciding the equivalence of Boolean formulas has a known complexity, and by the strong correspondence between formulas and reaction systems, this can be translated to the complexity of the equivalence of reaction systems. It is well known that the problem of deciding satisfiability for formulas in conjunctive normal from is NP-complete. Dually, deciding whether a formula in DNF is satisfiable is co-NP-complete. As we can easily construct a reaction system representing a tautology (always produce an entity) one obtains the following result, stated in [6].

Corollary 12 Functional equivalence of reaction systems is co-NP-complete.

Minimization of reaction systems turns out to be a harder problem. The complexity of the related problem of minimization of Boolean formulas in DNF was obtained in [19].

Problem (min dNF) Given a DNF formula $\varphi$ and an integer $k$, is there a DNF formula equivalent to $\varphi$ with $k$ or fewer occurrences of literals?

This is not exactly the problem we are looking for, counting literals instead of terms, but gives an indication of the complexity. As reported in [19, Theorem 4] problem MIN DNF is $\Sigma_{2}^{P}$-complete. (Compare: NP equals $\Sigma_{1}^{P}$, a lower level in the polynomial hierarchy [14].)

Corollary 13 Minimization of reaction systems (counting the number of entities in reactants and inhibitors) is $\Sigma_{2}^{P}$ -complete.

## 4 Extracting reactions from the total result function

In Section 2, we demonstrated how given a reaction system $\mathcal{A}$ (specified by its set of reactions $A$ ), we can obtain its global behaviour, res ${ }_{\mathcal{A}}$, represented by the 0 -context graph $G_{\mathcal{A}}^{0}$ (see Examples 2 and 4). Also in that section, we described the reverse process, i.e., how given a function $f: \mathcal{P}(S) \rightarrow \mathcal{P}(S)$, which may be represented by a one-out graph $G$ with vertices $\mathcal{P}(S)$, we can construct a reaction system $\mathcal{A}^{\prime}=\left(S, A^{\prime}\right)$ using a set of maximally inhibited reactions $A^{\prime}$, such that res $\mathcal{A}^{\prime}=f$, or equivalently, such that $G_{\mathcal{A}^{\prime}}^{0}=G$ (see Proposition 6).

In this section, we take the reverse process one step further: we minimize the set $A^{\prime}$ to obtain $B$, such that $\mathcal{B}=(S, B) \sim \mathcal{A}^{\prime}$ and, consequently, res $_{\mathcal{B}}=\operatorname{res}_{\mathcal{A}^{\prime}}$. For that, we use the equivalence of reaction systems to Boolean formulas, as discussed in Section 3, and well-known methods for minimizing Boolean formulas like Karnaugh maps and the Espresso algorithm, see [11, 15, 16].

The Problem Assume the global res ${ }_{\mathcal{A}}$ function of a reaction system $\mathcal{A}=(S, A)$ is given, presumably by a one-out graph $G_{\mathcal{A}}^{0}$ on vertices $\mathcal{P}(S)$, and assume further that the set $A$ of individual reactions that produced the result function is not known. We want to decompose the result function res $\mathcal{A}_{\mathcal{A}}$ into a (preferably) minimal number of reactions $b_{1}, \ldots, b_{k}$, comprising a set of reactions $B$, which in turn, defines a reaction system $\mathcal{B}(S, B)$, such that, res $\mathcal{B}_{\mathcal{B}}=$ res $_{\mathcal{A}}$, or equivalently, $G_{\mathcal{B}}^{0}=G_{\mathcal{A}}^{0}$.

Input A one-out graph $G_{\mathcal{A}}^{0}$ with $V(G)=\mathcal{P}(S)$ for some finite set $S=\left\{u_{1}, \ldots, u_{n}\right\}$, representing the result function $\operatorname{res}_{\mathcal{A}}$ of a reaction system $\mathcal{A}$.

Output A minimal reaction system $\mathcal{B}$ such that $G_{\mathcal{B}}^{0}=G_{\mathcal{A}}^{0}$.

Step 1 For each $(X, Y)$ edge, construct the (maximally inhibited) reaction $a_{X}=(X, S \backslash X, Y)$, as in Proposition 6, and consider the set $A^{\prime}=\left\{a_{X} \mid X \subseteq S\right\}$ of the $2^{|S|}$ reactions describing $G_{\mathcal{A}}^{0}$ and the result function res $\mathcal{A}_{\mathcal{A}}$ that it represents. Thus, we obtain $\mathcal{A}^{\prime}=\left(S, A^{\prime}\right)$ with $G_{\mathcal{A}^{\prime}}^{0}=G_{\mathcal{A}}^{0}$ and $\operatorname{res}_{\mathcal{A}^{\prime}}=\operatorname{res}_{\mathcal{A}}$, i.e. $\mathcal{A}^{\prime} \sim \mathcal{A}$.

Step 2 For every reaction $a_{X} \in A^{\prime}$ construct the corresponding minterm $\gamma(x)=\ell_{1}, \ldots, \ell_{n}$, using the bijection between terms and reactions as in Lemma 7, as follows. Let $x=\chi(X)$, and for $1 \leq i \leq n$, we choose the literal $\ell_{i}=v_{i}$ if and only if $u_{i} \in X$ and $\ell_{i}=\bar{v}_{i}$ otherwise. (At this point, we have $2^{n}$ minterms $\gamma$, one for each $X \subseteq S$.)

From our example, for $X=\{1,2\}, x=1100$ and we set $\gamma(x)=v_{1} v_{2} \bar{v}_{3} \bar{v}_{4}$.

Step 3 We consider the elements of the domain. For each $u_{i} \in S$, construct a Boolean formula $\varphi_{i}$ as a disjunction over all $\gamma(x)$ where $x=\chi(X)$ and $(X, Y)$ is an edge such that $u_{i} \in Y$.

Note that, in this step, if $a_{X}$ does not contain $u_{i}$ in its third component $Y$, it will not be represented by the minterm $\gamma(x)$ in $\varphi_{i}$, where $x=\chi(X)$.

Example 14 The logical formulas $\varphi_{i}$ for our example are as stated below. Consider for instance the first background entity $u_{1}=1$. In Figure 1, we see that there are nine edges leading into a set that contains 1 , like $\{1,4\} \rightarrow\{1,2\}$ and $\{2\} \rightarrow\{1,3\}$, which correspond to nine maximally inhibited reactions, like ( $\{1,4\},\{2,3\},\{1,2\}$ ) and ( $\{2\},\{1,3,4\},\{1,3\}$ ). and thus, to nine minterms in $\varphi_{1}$, like $v_{1} \bar{v}_{2} \bar{v}_{3} v_{4}$ and $\bar{v}_{1} v_{2} \bar{v}_{3} \bar{v}_{4}$.

In a similar way, we collect the edges where output value $u_{i}=i$ is generated, to obtain formula $\varphi_{i}$, for $i=2,3,4$.

$$
\begin{aligned}
\varphi_{1}= & v_{1} v_{2} \bar{v}_{3} v_{4}+v_{1} \bar{v}_{2} \bar{v}_{3} v_{4}+\bar{v}_{1} v_{2} v_{3} v_{4}+\bar{v}_{1} v_{2} v_{3} \bar{v}_{4}+\bar{v}_{1} v_{2} \bar{v}_{3} v_{4}+\bar{v}_{1} v_{2} \bar{v}_{3} \bar{v}_{4} \\
& +\bar{v}_{1} \bar{v}_{2} v_{3} v_{4}+\bar{v}_{1} \bar{v}_{2} v_{3} \bar{v}_{4}+\bar{v}_{1} \bar{v}_{2} \bar{v}_{3} v_{4} \\
\varphi_{2}= & v_{1} v_{2} \bar{v}_{3} v_{4}+v_{1} v_{2} \bar{v}_{3} \bar{v}_{4}+v_{1} \bar{v}_{2} v_{3} \bar{v}_{4}+v_{1} \bar{v}_{2} \bar{v}_{3} v_{4}+v_{1} \bar{v}_{2} \bar{v}_{3} \bar{v}_{4}+\bar{v}_{1} v_{2} \bar{v}_{3} v_{4} \\
& +\bar{v}_{1} \bar{v}_{2} v_{3} v_{4}+\bar{v}_{1} \bar{v}_{2} v_{3} \bar{v}_{4}+\bar{v}_{1} \bar{v}_{2} \bar{v}_{3} v_{4} \\
\varphi_{3}= & v_{1} v_{2} \bar{v}_{3} v_{4}+v_{1} v_{2} \bar{v}_{3} \bar{v}_{4}+v_{1} \bar{v}_{2} v_{3} \bar{v}_{4}+\bar{v}_{1} v_{2} \bar{v}_{3} v_{4}+\bar{v}_{1} v_{2} \bar{v}_{3} v_{4} \\
\varphi_{4}= & \bar{v}_{1} \bar{v}_{2} v_{3} v_{4}+\bar{v}_{1} \bar{v}_{2} v_{3} \bar{v}_{4}
\end{aligned}
$$

」

Step 4 This is the minimization step, which can proceed in one of the following ways: Step 4.1 Minimize the number of terms (and the total number of literals in them) for each individual $\varphi_{i}$ separately, or Step 4.2 Minimize the number of common terms for all $\varphi_{i}$ in $\Phi$ taken together, or Step 4.3 Minimize the system when some states are disregarded (don't care states).

Each of these minimization problems is discussed in a separate subsection below.

Fig. 2 (1) The 0-context graph, depicted in Karnaugh map style, see Example 2. (2) A minimal number of reactions generating entity 1. (3) Large clusters (most of the clusters) generating entity 2


### 4.1 Minimizing Reactions Producing a Single Entity

If we are considering a collection of biochemical reactions that produce a certain set of entities, we may be interested to control (or minimize), e.g. due to "cost", only the number of reactions that produce a specific entity, say $u_{j}$. Such minimization will also result in a minimal total number of literals, counting multiplicities, related to this output entity $u_{j}$, which means that we will use a minimal total number of reactants and inhibitors (resources) in the set of reactions producing that entity. When the cost considerations of using smallest number of reactants and inhibitors in the reactions producing a certain entity are more important than the minimal number of reactions producing all entities, then we use Step 4.1. Problems concerning reactions with minimal and almost minimal resources have been studied in [8, 17].

We illustrate our minimization approach using wellknown methods for minimizing Boolean formulas, heuristic Karnaugh maps, and automatic minimization. Of course, the algorithmic approach is open for large scale models, but the Karnaugh approach will give us some additional insight.

Karnaugh maps. Karnaugh maps are a popular heuristic method to minimize single-valued Boolean functions [11]. We can represent the 0 -context graph of a background set of limited size in Karnaugh map style, by identifying each edge ( $X, Y$ ) with a single cell (square) in the Karnaugh map, see Figure 2 (1). The entities of each of the sixteen possible states $X \subseteq S$ are listed in the top left corner of each cell. The 16 states are organized in such a way that each fixed Boolean combination of entities forms a consecutive strip when the diagram is viewed as a torus. For example, if " 1 and 2 " are in $X$, the states (cells) are in the third row, while "not 1 and not 3" in $X$ means the states are in the four corner cells. The result (output) $Y$ of the system, for each of the sixteen states, is given inside the cells. Hence, each edge $(X, Y)$ is represented by $X$ in the top left corner and $Y$ in the middle of the respective cell.

In this way, the diagram in Figure 2 (1) represents the graph $G_{\mathcal{A}}^{0}$ from Figure 1.

Let the designated output entity be $u_{1}=1$ and disregard other output entities in the cells for the moment, see Figure 2 (2). The nine cells that contain output 1 (i.e., $u_{1}$ ) are already represented by the nine minterms in the formula $\varphi_{1}$. We minimize that formula to a smaller number of terms, using "clustering" or glueing together neighboring cells, as many as possible, to form strips on the torus (when the Karnaugh map is folded and glued like a torus). This leads to the (blue, purple, and gray) regions described by the terms $\bar{v}_{1} v_{2}$, $\bar{v}_{3} v_{4}$, and $\bar{v}_{1} v_{3}$, respectively. All together, these regions cover all 1's and hence describe $\varphi_{1}$ perfectly. That is, $\varphi_{1}$ reduces to $\varphi_{1}^{\prime}=\bar{v}_{1} v_{2}+\bar{v}_{3} v_{4}+\bar{v}_{1} v_{3}$, equivalent to the following three reactions $(\{2\},\{1\},\{1\}),(\{4\},\{3\},\{1\})$, and $(\{3\},\{1\},\{1\})$.

For the output entity $u_{2}=2$, we immediately observe two large clusters corresponding to the terms $v_{1} \bar{v}_{3}+\bar{v}_{3} v_{4}$, see Figure 2 (3). The remaining three cells can be recombined in several ways (partially over lapping with other 2 where possible), but we cannot do better than two 'domino's', for example $v_{1} \bar{v}_{2} \bar{v}_{4}+\bar{v}_{1} \bar{v}_{2} v_{3}$ or $\bar{v}_{2} v_{3} \bar{v}_{4}+\bar{v}_{1} \bar{v}_{2} v_{4}$. The last two entities are simple.

We summarize.
$\varphi_{1}^{\prime}=\bar{v}_{1} v_{2}+\bar{v}_{3} v_{4}+\bar{v}_{1} v_{3}$
$\varphi_{2}^{\prime}=v_{1} \bar{v}_{3}+\bar{v}_{3} v_{4}+v_{1} \bar{v}_{2} \bar{v}_{4}+\bar{v}_{1} \bar{v}_{2} v_{3}$
$\varphi_{3}^{\prime}=v_{2} \bar{v}_{3}+v_{1} \bar{v}_{2} v_{3} \bar{v}_{4}$
$\varphi_{4}^{\prime}=\bar{v}_{1} \bar{v}_{2} v_{3}$
Note that we have 'accidentally' chosen the term $\bar{v}_{1} \bar{v}_{2} v_{3}$ in formula $\varphi_{2}^{\prime}$ (we had several options) which also occurs in $\varphi_{4}^{\prime}$. This means that we can join the two corresponding reactions ( $\{3\},\{1,2\},\{2\}$ ) and $(\{3\},\{1,2\},\{4\})$ into ( $\{3\},\{1,2\},\{2,4\}$ ). Note that choosing another option, might not give us this reduction. This is exactly one of the events that make minimizing multiple outputs hard.

Note that, the logical 'rule' behind finding larger Karnaugh blocks uses distributive law to combine two terms differing only in opposite literals, e.g., $\gamma \cdot v+\gamma \cdot \bar{v}=\gamma \cdot(v+\bar{v})=\gamma$. This is similar to replacing the two reactions $(R \cup\{e\}, I, P)$ and $(R, I \cup\{e\}, P)$ by $(R, I, P)$.

Table 1 Retrieving reactions from terms, Espresso minimization, separate outputs

| term | used in | corresponding reaction |
| :---: | :---: | :---: |
| $\mathrm{C}^{\prime} \mathrm{D}$ | FA, FB | $b_{1}=(\{4\},\{3\},\{1,2\})$ |
| $A^{\prime} \mathrm{C}$ | FA | $b_{2}=(\{3\},\{1\},\{1\})$ |
| $A^{\prime} \mathrm{B}$ | FA | $b_{3}=(\{2\},\{1\},\{1\})$ |
| $A^{\prime} B^{\prime} \mathrm{C}$ | FB, FD | $b_{4}=(\{3\},\{1,2\},\{2,4\})$ |
| $B^{\prime} C D^{\prime}$ | FB | $b_{5}=(\{3\},\{2,4\},\{2\})$ |
| A $C^{\prime}$ | FB | $b_{6}=(\{1\},\{3\},\{2\})$ |
| A $B^{\prime} C D^{\prime}$ | FC | $b_{7}=(\{1,3\},\{2,4\},\{3\})$ |
| B $\mathrm{C}^{\prime}$ | FC | $b_{8}=(\{2\},\{3\},\{3\})$ |

Espresso. As minimization is an important facet of digital design, several tools are available, from small scale to industrial strength. We have chosen the heuristic minimizer Espresso [15], together with Logic Friday ${ }^{1}$, a free Windows program that provides a graphical interface to Espresso. Adhering to the syntax of Espresso, we use A to D to represent the variables $v_{1}$ to $v_{4}$ for the entities 1 to 4 . The four logical formulas $\varphi_{1}, \ldots, \varphi_{4}$ from Step 3 are entered as FA, $F B, F C$, and FD, listed below.

One feature of this minimization to notice is that for each individual $i, \varphi_{i}^{\prime}$ not only contains the smallest number of terms, but also, the smallest number of total literals used in these terms, which of course, is related to the fact that we aimed at maximal clusters or cells with output $i$ in the Karnaugh map. This is due to maximizing the separate blocks of $i$ to cover as many as possible, even if they overlap. That minimizes the variables used. Also, every term in such a formula $\varphi_{i}^{\prime}$ is essential, i.e. contains a cell that is not contained in any of the other clusters already used in the formula.

Hence, to minimize the number of reactions we will minimize the number of terms for the combined set of Boolean functions $F_{i}$.

### 4.2 Minimizing the number of reactions considering all output entities

In other cases, we will need to obtain the multiple outputs with a minimal total number of reactions. In other words, we start with the maximally inhibited set of reactions $A^{\prime}$ and find a set of reactions of minimal cardinality $B$, such that $\operatorname{res}_{A^{\prime}}=$ res $_{B}$. Hence, to minimize the number of reactions, we will minimize the total number of distinct terms for the combined set of Boolean functions $F_{i}$.

```
FA = A B' C' D + A' B' C' D + A' B C D' + A' B C D + A' B C' D'
    + A' B C' D + A B C' D + A' B' C D + A' B' C D' ;
FB = A B' C' D + A' B' C' D + A B C' D' + A B' C D' + A B' C' D'
    + A' B C' D + A B C' D + A' B' C D + A' B' C D' ;
FC = A B C' D' + A B' C D' + A' B C' D' + A' B C' D + A B C' D ;
FD = A' B' C D + A' B' C D' ;
```

We now use this tool with settings that "minimize each output separately" and we obtain the following equations:

```
FA = D C' + A' C + A' B ;
FB = A' B' C + D' B' C + A C' + D C';
FC = A D' B' C + B C';
FD = A' B' C;
```

One can see that Espresso returned mostly the same individually minimized formulas FA through FD, just as applying the Karnaugh heuristic did, where we obtained $\varphi_{1}^{\prime}, \varphi_{2}^{\prime}$, $\varphi_{3}^{\prime}$ and $\varphi_{4}^{\prime}$. The difference is that we made a different choice for $\varphi_{2}^{\prime}$ vs. FB.

Translating the individually minimized formulas back into reactions is done in Table 1.

Again, we input our original FA, FB, FC, and FD from the end of Step 3 and our tool finds the following minimized set of equations. We have set the parameters of Espresso such that, rater than using a heuristic approach, the global minimum is obtained (at the cost of a longer computation, of course).

```
FA = A' B' C + C' D + A' B ;
FB = A' B' C + C' D + A B' C D' + A C';
FC = A B' C D' + B C';
FD = A' B' C;
```

[^1]Fig. 3 Six reactions generating the original 0-context graph, see Example 2. Also terms as retrieved by Espresso minimization, see Section 4.2

The terms represent reactions, where terms common to one or more functions, can be combined in generating the corresponding entities. Translating this solution into reactions, we obtain our original reaction system $\mathcal{A}$ from Example 2 back, see Table 2. However, note that we did not start with the $\mathcal{A}$, because we assumed we do not know $A$. Rather, we started with its global result function res $\mathcal{A}_{\mathcal{A}}$, built a maximally inhibited set of reactions $A^{\prime}$ that is functionally equivalent to it, and then, minimized $A^{\prime}$ to obtain a set $B$ functionally equivalent to it. This process confirmed that the original set $A$ was minimal.

It is important here to note that if, in general, we know the original set of reactions $A$, which is used to define res ${ }_{A}$, we do not have to go through $A^{\prime}$ to find a minimal $B$ (or verify that $A$ is minimal). Espresso has an option to input the original reactions $A$ (by coding them into logical formulas $\varphi_{i}$ similar to the above) and obtain a functionally equivalent minimal set of reactions $B$ (which may be the same as $A)$. In this case, the initial $\varphi_{i}$ will not necessarily consist of minterms, but of terms (possibly fewer than the maximum).

Comparison of the two models. We now compare the group minimization with the individual minimization. The individual minimization obtained in Step 4.1 of our example produces the terms and the corresponding reactions presented in Table 1. We notice that the group minimization algorithm used in Step 4.2 produces a smaller set of reactions, as seen in Table 2. However, the individual minimization algorithm from Step 4.1 produces a smaller (or the same) total number of entities (counting multiplicities) necessary for producing each output entity.

For example, to produce the entity 1 , the reactions $b_{j}$ (namely $b_{1}, b_{2}$, and $b_{3}$ ) use six entities (counting multiplicities) in their combined reactant and inhibitor sets,

Table 2 Retrieving reactions from terms, Espresso minimization, multiple outputs, Section 4.2

| term | used in | corresponding reaction |
| :---: | :---: | :---: |
| $A^{\prime} B^{\prime} \mathrm{C}$ | FA, FB, FD | $a_{4}=(\{3\},\{1,2\},\{1,2,4\})$ |
| $\mathrm{C}^{\prime} \mathrm{D}$ | FA, FB | $a_{5}=(\{4\},\{3\},\{1,2\})$ |
| $A^{\prime} \mathrm{B}$ | FA | $a_{2}=(\{2\},\{1\},\{1\})$ |
| $\mathrm{A} \mathrm{B}^{\prime} \mathrm{C} \mathrm{D}^{\prime}$ | FB, FC | $a_{6}=(\{1,3\},\{2,4\},\{2,3\})$ |
| A $\mathrm{C}^{\prime}$ | FB | $a_{1}=(\{1\},\{3\},\{2\})$ |
| B $\mathrm{C}^{\prime}$ | FC | $a_{3}=(\{2\},\{3\},\{3\})$ |

that is, $\{4\},\{3\},\{3\},\{1\},\{2\},\{1\}$, while the reactions $a_{i}$ (namely $a_{2}, a_{4}$, and $a_{5}$ ) use reactant and inhibitor sets $\{3\},\{1,2\},\{4\},\{3\},\{2\},\{1\}$, i.e. seven entities (counting multiplicities). This difference can be seen in the Karnaugh maps in Figure 2 (2) and Figure 3. In the individual case, represented in Figure 2 (2), the cluster consisting of the top middle and the bottom middle cells is bigger and, thus, defined by less literals, whereas the top middle cells only, in Figure 3, contribute more literals, as they form a smaller cluster. Such a minimization may be desirable in certain biological settings, when using less reactants and inhibitors is more cost effective, than having a smaller number of reactions.

### 4.3 Minimizing the number of reactions for a subset of the states

Often, there are situations where one wants to design a (biological) system where only a subset of all possible states are considered. The behavior of the system at the other states is irrelevant, because it is assumed that those states will not occur during the execution of the system.

Ignoring a part of the state space is very common in the design of digital systems. For example, if we want to design a system with ten states, we represent the state set with four bits. This will give sixteen available states, of which only ten will be used. When implementing the digital design by an electronic circuit, the output value for the superfluous states is specified as don't care. The output of these states can then be taken arbitrarily, and is chosen so that the implementation can be optimized.

The Karnaugh map approach is particularly suited for situations like this. Cells that are marked as do not care can be
combined with surrounding cells, if that helps to obtain less, and thus larger, covering rectangles (clusters). Translated in the realm of reaction systems, this means that we will obtain less reactions with a smaller set of reactants or inhibitors.

We use an example from [12] to illustrate situations with do not care states. A Gray code is an ordering of the elements in $\{0,1\}^{n}$ such that the successive bitstrings differ by at most one bit. Example 2.3 from [12] implements a reaction system that mimics the forward and backward generation of a Gray code. Its six reactions are as follows.

Translating the 'gates' into reactions as before, we obtain six reactions, see Table 3.

Note that, if we look at the reactions, we see that the two do not care columns are just copied from their neighbors in the final solution. Also, observe that these reactions do not adhere to the 'modern' requirement that reactant and inhibitor sets must be nonempty. In the example, this is easily resolved. As entities 3 and 4 are complementary in the states for the Gray code, they can also be added in a complementary fashion to the reactant and inhibitor sets. This
$a=(\{4\},\{2,3\},\{1,4\}) b=(\{1,4\},\{3\},\{2,4\}) c=(\{2,3\},\{4\},\{1\})$
$d=(\{2\},\{1\},\{2,3\}) \quad e=(\{1,3\},\{4\},\{3\}) \quad f=(\{3\},\{1,2\},\{4\})$

As in our exposition above, the two bits are represented by the presence of two elements 1,2 in the state space. Moreover, the Gray code is repeated and travelled twice, to obtain the state space below. The presence of elements 3 or 4 signals the forward or backward traversal of the Gray code.


Note that exactly one of the elements 3,4 is present in each state of this design. Thus, half of the state space remains unspecified. Hence, using our Karnaugh map style presentation of the state space for the Gray code example, we obtain the diagram from Figure 4, where $x$ denotes do not care states. ${ }^{2}$

After entering the required state transitions as a multivalued function truth table to Espresso, minimization yields the following proposed implementation:

$$
\begin{aligned}
& F A=B D^{\prime}+B^{\prime} D ; \\
& F B=A^{\prime} B+A D ; \\
& F C=A D^{\prime}+A^{\prime} B ; \\
& F D=A^{\prime} B^{\prime}+A D ;
\end{aligned}
$$

[^2]will change the global behavior of the system, but not in the eight state subspace we are interested in.


Fig. 4 The Gray code example with don't care states marked by ' $x$ '

Table 3 Reactions obtained for the Gray code example from Section 4.3

| product | used in | representative reaction |
| :--- | :--- | :--- |
| $\mathrm{B}^{\prime} \mathrm{D}^{\prime}$ | FA | $b_{1}=(\{2\},\{4\},\{1\})$ |
| $\mathrm{B}^{\prime} \mathrm{D}$ | FA | $b_{2}=(\{4\},\{2\},\{1\})$ |
| A $^{\prime} \mathrm{B}$ | FB, FC | $b_{3}=(\{2\},\{1\},\{1,3\})$ |
| A D | FB, FD | $b_{4}=(\{1,4\}, \varnothing,\{2,4\})$ |
| A D | FC | $b_{5}=(\{1\},\{4\},\{3\})$ |
| A $^{\prime} B^{\prime}$ | FD | $b_{6}=(\varnothing,\{1,2\},\{4\})$ |

## 5 The Espresso Minimization Algorithm

```
Algorithm 1: ESPRESSO pseudocode for the minimization of the
combined set \(F\) of functions \(F_{i}\) (adapted from [15])
    input : 0-context graph \(G_{\mathcal{A}}^{0}\) of a reaction system \(\mathcal{A}=(S, A)\)
    output: A minimum number of reactions to obtain a functionally equivalent reaction
                system \(\mathcal{B}=(S, B)\)
    begin
        // \(P\) is the set of \(2^{n}\) possible truth value assignments for the set
                of \(n\) variables, \(v_{1}, v_{2}, \ldots, v_{n}\)
        // Str is an array of binary strings \(x_{i} \in\{0,1\}^{n}\) to hold the elements
            of \(P\)
        // \(F\) is the ON-set of the multiple-output function
        // \(D\) is the DC-set of the multiple-output function
        // \(R\) is the OFF-set of the multiple-output function
        // cost( \(F\) ) first considers the number of cubes in \(F\) and then the
            number of literals to implement \(F\)
        Strings \(\leftarrow G E T S T R I N G S(P)\); // Initialize the array
        \(\operatorname{COMPUTECOVERS}(S t r) ; \quad / /\) Get \(F\) and \(D\) from \(G_{\mathcal{A}}^{0}\) vertices
        \(F_{o l d} \leftarrow F ; \quad / /\) Save original cover for verification
        \(R \leftarrow C O M P L E M E N T(F+D) ; \quad / /\) Compute the complement
        \(F \leftarrow E X P A N D(F, R) ; \quad / /\) Initial expansion
        \(F \leftarrow I R R E D U N D A N T(F, D) ; \quad / /\) Initial irredundant
        \(E \leftarrow E S S E N T I A L(F, D) ; \quad / /\) Detect essential primes
        \(F \leftarrow F-E ; \quad\) // Remove essentials from \(F\)
        \(D \leftarrow D+E ; \quad / /\) Add essentials to \(D\)
        while \(\operatorname{cost}(F)<\phi_{2}\) do
            \(\phi_{2} \leftarrow \operatorname{cost}(F) ;\)
        while \(|F|<\phi_{1}\) do
            \(\phi_{1} \leftarrow|F| ;\)
            \(F \leftarrow R E D U C E(F, D)\);
            \(F \leftarrow E X P A N D(F, R\);
            \(F \leftarrow I R R E D U N D A N T(F, D) ;\)
        \(F_{i} \leftarrow L A S T G A S P(F, D, R) ;\)
        \(F \leftarrow F+E ; \quad\) // Return essentials to \(F\)
        \(D \leftarrow D-E\);
        if ! \(V E R I F Y\left(F, D, F_{\text {old }}\right)\) then
            exit(verify error);
        return \(F\);
        return \(B ; \quad / /\) The set of reactions in \(\mathcal{B}=(S, B)\);
        // This last step is the result of postprocessing of each term from
            the set of returned minimized functions \(F\) to record each reaction
            in \(B\)
```

In this section, we briefly review the basic execution steps in Espresso MV, a multiple-input, multiple-output variant of the Espresso algorithm. The relevant pseudocode is shown in Algorithm 1. For further details regarding the description and operation of each execution step, the reader is referred to [15].

The set of binary strings $x \in\{0,1\}^{n}$ for which $\varphi(x)=1$ is labeled as the on-set in Espresso. Note that for a multipleoutput function, the oN-set of the combined set of functions $F_{i}$ is the combined set of the on-sets for each function, where each string is labeled as $x_{i}$ and the index $i$ corresponds to the
respective function index. Similar labels, off-set and dc-set, are used in an analogous way when the function values for a minterm are 0 , and 0 or 1 respectively.

Pre-processing steps are performed first over the input, the 0 -context graph $G_{\mathcal{A}}^{0}$ of a reaction system $\mathcal{A}=(S, A)$. As the total effect of the result function res $\mathcal{A}_{\mathcal{A}}$ is represented by the edges in the 0 -context graph $G_{\mathcal{A}}^{0}$, the total function res ${ }_{a}(X)$, for every $X \subseteq S$, is directly used to assign the $2^{n}$ states of the power set $\mathcal{P}(S)$ of the maximally inhibited reactions in $\mathcal{A}^{\prime}$ to the set of binary strings in the three covers: the on-set cover, the off-set cover, as well as the dc-set cover.

Note that to reduce the number of preprocessing operations, only two of the three covers could be produced in this way and complement can be used afterwards to compute the third set cover at the expense of adding processing complexity. Other heuristic algorithms have been proposed to mitigate that issue for functions with large complement size [10].

The Espresso algorithm uses a heuristic approach to reduce the original function cover with the help of a cost function that minimizes the number of cubes and the number of literals in each of the currently considered covers of the multiple output function that is viewed as the combined set of functions $F_{i}$. A cost function is used to minimize the number of cubes in the current cover and the total number of literals, where $|F|$ represents the number of 1 s in the function cover.

The key processing steps include: expand, irredundant, essential, and reduce as follows. An implicant of the function is a term (a.k.a. cube), as shown in Figure 2, that does not contain any minterm representing a multiplication of the literals in string $x_{i} \in$ off-set of the function. A prime implicant of the function is an implicant that is not contained by any other implicant. Before processing begins, essential prime implicants, or implicants which contain some $\gamma$ not contained in any other implicant, are identified using ESSENtial and are excluded. expand is used to maximize the size of each implicant, so that other (smaller) implicants become covered and can be deleted. expand is used to "expand" each cube (analogous to the color-coded clusters depicted in Figure 2) of the on-set cover into a prime implicant.

In multiple-output function mode of operation, Espresso always 'expands' to multi-output prime implicants whenever applicable. The cubes are labeled with multiple indices accordingly: e.g. cube ${ }_{i j p}$, to indicate that the prime implicant spans across the outputs of functions $F_{i}, F_{j}$, and $F_{p}$. EXPAND is followed by execution of irredundant to select a minimal subset of this set of prime implicants that constitutes a function cover. IRREDUNDANT makes a cover irredundant by deleting a maximum number of redundant implicants. Note that an irredundant cover is minimal. This step can be implemented using a containment test, which in turn can be implemented using a tautology test.

As already noted in Section 2, the functional equivalence problem for reaction systems has been previously shown to be co-NP-complete [4, Section 7]. The proof presented in [4] reduces it to the tautology problem for Boolean formulas, which coincidentally comprises the core of the execution iterations in essential. The main idea is to iterate over the cover until no improvement in the cost function is seen and the solution is moved away from the local minimum without increasing the number of cubes in the cover. The latter goal is achieved by the processing inside the reduce module. The reader should note that an improvement in the cost function
does not guarantee that a global minimum is reached. The optional execution of LASTGASP ensures that no implicant can replace any implicant in the cover to reduce the cardinality of the cover. When the outer loop terminates, an irredundant cover of prime implicants is found. At the end, essential prime implicants are returned to the cover before processing of the cover is completed.

Additional steps, not shown in Algorithm 1 can be added to find a better minimization solution at the expense of potentially adding excessive processing delays. The basic idea is to rely on generating the set of all prime implicants, then executing irRedundant over that set, and finally, solving the covering problem.

A variant of the Espresso MV algorithm, referred to as Espresso EXACT [15], presents an improvement over this strategy. Espresso EXACT is an approximate algorithm of polynomial complexity that can confirm the optimality of the solution in some of the input cases.

## 6 Concluding remarks

Reaction systems arose as a theoretical model of biochemical reactions. Due to various considerations for producing certain biomolecular products or biomolecules, we may be concerned with minimizing the number of reactions producing a single entity, or some of the entities, or all of the entities. In this paper, we explained how our approaches will vary regarding each of these different goals. In all cases, we converted the problem of minimizing the number of reactions to minimizing Boolean functions (single-valued or multi-valued) or, else, minimizing Boolean formulas.

By reducing this reaction systems problem to a Boolean function or a Boolean formula counterpart, we essentially reduce this problem to logic optimization for the purposes of logic synthesis in electronics, where many well-known approaches for such minimization exist.

Future directions of research include developing applications for the three types of minimization discussed here both in biochemical reactions and logic circuits, as well as, expanding the theoretical investigations of minimization of reaction systems.
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