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Abstract
The detection of hate speech in social media is a crucial task. The uncontrolled spread of hate has the potential to gravely 
damage our society, and severely harm marginalized people or groups. A major arena for spreading hate speech online is 
social media. This significantly contributes to the difficulty of automatic detection, as social media posts include paralin-
guistic signals (e.g. emoticons, and hashtags), and their linguistic content contains plenty of poorly written text. Another 
difficulty is presented by the context-dependent nature of the task, and the lack of consensus on what constitutes as hate 
speech, which makes the task difficult even for humans. This makes the task of creating large labeled corpora difficult, and 
resource consuming. The problem posed by ungrammatical text has been largely mitigated by the recent emergence of deep 
neural network (DNN) architectures that have the capacity to efficiently learn various features. For this reason, we proposed 
a deep natural language processing (NLP) model—combining convolutional and recurrent layers—for the automatic detec-
tion of hate speech in social media data. We have applied our model on the HASOC2019 corpus, and attained a macro F1 
score of 0.63 in hate speech detection on the test set of HASOC. The capacity of DNNs for efficient learning, however, also 
means an increased risk of overfitting. Particularly, with limited training data available (as was the case for HASOC). For 
this reason, we investigated different methods for expanding resources used. We have explored various opportunities, such 
as leveraging unlabeled data, similarly labeled corpora, as well as the use of novel models. Our results showed that by doing 
so, it was possible to significantly increase the classification score attained.
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Introduction

The debate around the regulation of hate speech is still 
ongoing [9, 25, 34, 51]. It is still not clear whether the best 
response to it is through legal measures, or other methods 
(such as counter-speech and education [13]). Regardless of 
the means of countering it, the evident harm of hate speech 
[29, 58, 72] makes its detection crucial. Both the volume of 
content generated online, particularly in social media, and 

the psychological burden of manual moderation [33] sup-
ports the need for the automatic detection of offensive and 
hateful content.

Related Work

The Internet enables the access and sharing information at 
an unprecedented rate. This potential combined with the 
opportunity to remain anonymous [102] also makes it an 
effective vehicle for the spread of hateful or offensive con-
tent. Because of this, many researchers have examined the 
task of automatically detecting this phenomenon [48, 98], 
and there were also many competitions dedicated to solving 
problems like that (e.g. detecting insults [37], aggression 
[43], or hateful/offensive content in German [89], Spanish 
[10], or English [49, 95]). A basic approach is using simple 
templates (e.g. I [intensity] [userintent] [hate target]) [57] 
or keywords [48] (advocated for by Gröndahl et al. [32]). A 
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more popular approach is the combination of feature extrac-
tion and classical machine learning algorithms. Kwok and 
Wang [44], used the Bag-of-Words (BoW) approach com-
bined with a Naïve Bayes classifier. While Grevy et al. [31] 
applied BoW in conjunction with Support Vector Machines 
(SVMs). But due to the high false positive rates of BoW 
[19], others applied more sophisticated methods to provide 
features for classical machine learning methods (e.g. SVM, 
Naïve Bayes and Logistic Regression) [14, 19, 85, 87, 101]. 
Salminen et al. [73] experimented with more classes (e.g. 
accusation, humiliation, etc.) along with hate/non-hate clas-
sification. SVM with linear kernel was suggested by them.

After its success in computer vision, pattern recogni-
tion, and speech processing, Deep Learning has also gained 
significant traction in NLP as well during the last decade 
[92], propelling it forward [64]. One important step in this 
direction was the introduction of embeddings [56], which 
proved useful combination with classical machine learn-
ing algorithms for hate speech detection [54, 93], highly 
outperforming the BoW approach [23]. Other Deep Learn-
ing methods in the subject include the use of Convolutional 
Neural Networks (CNNs) [6, 26, 65, 103], Recurrent Neural 
Networks (RNNs) [6, 20, 24, 84], and a combination of the 
two [36, 88, 99]. Another important step was the introduc-
tion of transformers, particularly BERT [21], which in a 
recent competition for hate speech detection provided seven 
out of the ten best performing models in a subtask [95]. It is 
also possible to use an ensemble of the above methods [59, 
61]. In fact, such an approach has recently provided the best 
performance (based on the average performance on all sub-
tasks) in a competition among more than fifty participating 
teams [77].

Challenges of Detecting Hateful and Offensive 
Speech

There are many layers to the difficulty of automatically 
detecting hateful and/or offensive speech, particularly in 
social media. Some of these difficulties being closely related 
to the shortcomings of keyword-based approaches. For one, 
words can be obfuscated in many different ways, both in an 
intentional attempt to avoid automatic content moderation 
[60], or as a consequence of the use of social media for 
communication (consider, for example the tendency in some 
posts to replace letters with similar looking numbers, e.g. 
“E”s with 3s, or “l”s with 1s, and so on).

Furthermore, there are many expressions that are not 
inherently offensive, however they can be so in the right con-
text [70, 81]. But even in the case of slurs, not only different 
slurs hold a different degree of offense [69], the offense can 
also vary based on different time (as previously innocuous 
words may become slurs in time), as well as different use 
of the same word, different users, and different audience 

members [35]. One example of this is the difference in the 
use of slurs by in-group speakers, and out-group speakers 
[11]. This factor, when disregarded can contribute to the bias 
in hate speech detection corpora (in particular against Afri-
can Americans [18], and more specifically, against African 
American men [41]), and in turn, the bias in hate speech 
detection [75] (a strong argument for the transparency and 
explainability of hate speech detection models).

One recommendation to mitigate bias is explicitly prepar-
ing annotators for it [75]. This leads to another difficulty, 
namely the availability (or lack thereof) of reliably annotated 
data. A factor that contributes to this problem is that there 
is no universally accepted definition of hate speech (a state-
ment many publications would agree on [1, 2, 28, 38, 62, 63, 
80, 81]), let alone one that is productive. One can point at a 
United Nations report for definition [5], we would however 
argue that it does not satisfy the criteria of being a univer-
sally accepted productive definition on several accounts. For 
one, the recommendations in said document are not legally 
binding [82], thus their implementation in all member coun-
tries is not a given. Furthermore, the recommendation here 
is only to “draw [...] from the guidance and definitions” [5], 
not to apply them as it is, thus even if the recommendations 
were binding, or all member countries would decide by their 
own volition to accept them, different countries could still 
arrive at different definitions implemented in their domestic 
legal frameworks. Moreover, even if the definitions were 
used “as is”, the question still remains whether they would 
be applicable for large scale data annotation, considering the 
contextual nature of their terms (“First, one should realize 
that the question of distinguishing those forms of expres-
sion that should be defined as incitement to hatred and thus 
prohibited is contextual and the individual circumstances 
and the individual circumstances of each case, such as local 
conditions, history, cultural and political tensions, must be 
taken into account” [5]), and the complexity of definitions 
that could necessitate annotators having a background in law.

One benefit of a universally agreed upon productive defi-
nition for hate speech could be important for more reliable 
annotation, with higher inter-annotator agreement [71]. For 
example the 2019 HASOC hate speech and offensive con-
tent evaluation task [50] had an interrater agreement rate 
that is between 69 and 77 percent for different task, despite 
the fact that “many texts recommend 80% agreement as the 
minimum acceptable interrater agreement” [52]. According 
to Mandl et al. [50] (the organizers of the 2019 HASOC hate 
speech and offensive content evaluation task), one difficulty 
in annotation (an issue that may have contributed to the low 
interrater agreements) was the use of language registers, 
such as youth talk.

The difficulty of annotating youth talk is exemplified 
by the annotation of some example tweets (see Table 1) 
where the name of India’s prime minister (Narendra Modi, 



SN Computer Science (2021) 2:95	 Page 3 of 15  95

SN Computer Science

or Modi Ji) was used in various pop-cultural references 
(or ”memes”). The first being a paraphrase of the chorus 
(“Never gonna give you up // Never gonna let you down // 
Never gonna run around and desert you...”) from the 1987 
Rick Astley hit, Never Gonna Give You Up (that gained a 
considerable reputation in recent years, due to its use in 
the phenomenon called ”rickrolling”). The second being 
a reference to a popular beverage that is well known for 
the company’s secrecy regarding its recipe. While the third 
referencing a much quoted part of a recent movie, and the 
last one making a reference to a 1998 song from Baha Man 
(Who let the dogs out). Despite the similar nature of the 
tweets (particularly the last three tweets, as all three of them 
allude to Modi Ji knowing something that in general con-
sidered impenetrable - as mentioned before, the ingredients 
of Coca Cola are considered a well-kept secret; part of the 
comedic effect of Drax the destroyer asking the question 
“Why is Gamorra” is derived from the fact that this ques-
tion itself is considered unanswerable; and not only the song 
does not answer the question, who let the dogs out, but two 
of the artists contributing to the song also refused to do so 
in recent interviews1), however, two were labelled as hate-
ful or offensive, while the other two were not. Here, it is 
important to note that our argument is not that all of these 
tweets should be annotated as hate speech, but rather that 
these tweets should have a uniform annotation. And in our 
opinion, given the innocuous nature of the references, they 
would be annotated as not hateful, given an annotator who 
is aware of the cultural context.

Another example that may result from the annotation of 
hateful or offensive speech being subjective is that of the 
labeling of tweets containing the word fuck (subsequently 
referred to as the “f-word”). Particularly, the difference in 
labeling between the case when the word is used as part of a 
hashtag, as opposed to when it is used outside of a hashtag. 
To showcase this, we have examined the first subtask of the 
English task in the HASOC 2019 competition. In the train-
ing set of corpus [49] there are 1159 tweets that contain 

the “f-word” within a hashtag, and 215 tweets that contain 
it outside of a hashtag. After eliminating those tweets that 
contain both forms, these numbers decrease to 1072 and 
128, respectively. We find that these two categories of tweets 
are annotated very differently. When the f-word is used out-
side of a hashtag, alone in a tweet, more than 97% of the 
tweets were considered hateful or offensive. However, for 
the version that is used within a hashtag, this number is only 
approximately 41% (this value for tweets that do not contain 
the word at all is approximately 38% ). This indicates that 
while the use of the “f-word” in and of itself highly increases 
the probability of a tweet deemed as hateful or offensive, 
tweets that contain it in a hashtag are only slightly more 
likely to be labeled hateful or offensive than any other tweet.

Another challenge to consider is that of imbalanced data. 
While the spread of hateful and offensive content is a seri-
ous problem in social media, it is fortunately still true that 
this content only constitutes a small fraction of all content. 
Part of this imbalance manifests in hate speech corpora as 
well [98]. In the HASOC 2019 training set for example, less 
than forty percent of tweets was categorized as hateful or 
offensive [49]. There are, however, standard methods avail-
able to tackle this issue [15], and thus we would not discuss 
it any further.

Contribution

In the previous section we have outlined some of the major 
challenges of automatic detection of hate speech and offen-
sive content. In this paper, we focus on the challenge that 
is posed by the limitation of available data. We do so by 
extending our previous work [66] on the first English sub-
task of the 2019 HASOC task. As the training data pro-
vided for this challenge was limited in less than six thousand 
tweets, we contend that it provides an ideal pilot for the 
examination of data scarcity, and the effect of leveraging 
external resources. One could argue that the benefits of more 
data are already well established, but that is not always the 
case [27, 100]. Furthermore, what we consider an important 
contribution here, is the systematic examination of leverag-
ing additional data.

We consider three external resources to leverage. First, as 
many competitions have been organized that are similar to 
HASOC [10, 37, 43, 49, 89, 95], and many researchers com-
piled their own corpora as part of their studies [17, 19], we 
sought out similarly labeled, self-contained corpora. Second, 
we considered pretrained word representations [30]. Lastly, 
we also considered models pretrained on more generic NLP 
tasks.

Table 1   Tweets where the name of the Indian prime minister is used 
in pop-cultural references, and their annotations

Tweet Annotation

Modi Ji will never give you up Modi ji will 
never give you down

Not hateful/offensive

Modi Ji knows Coca Cola’s secret ingredient Not hateful/offensive
Modi Ji knows why is Gamora Hateful/offensive
Modi Ji knows who let the dogs out Hateful/offensive

1  https​://www.huffp​ost.com/entry​/who-let-the-dogs-out-no-reall​
y-who-did-it_n_578d3​36ae4​b0a0a​e97c2​fee4?secti​on=weird​-news.

https://www.huffpost.com/entry/who-let-the-dogs-out-no-really-who-did-it_n_578d336ae4b0a0ae97c2fee4?section=weird-news
https://www.huffpost.com/entry/who-let-the-dogs-out-no-really-who-did-it_n_578d336ae4b0a0ae97c2fee4?section=weird-news
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Delimitations

Although we consider our paper to be beneficial for all who 
are interested in the subject of hate speech detection, to best 
understand its context, it is important to note that our work 
reported here is an extension of the work Alonso et al. car-
ried out for the HASOC 2019 competition [66]. One con-
sequence of this fact is that our main focus remained on the 
very same dataset. It would thus be the subject of a further 
study to examine whether our findings reported here general-
ize to other hate speech detection datasets too.

Furthermore, as discussed in Sect. 1.3, our focus here 
was on one particular problem, that is the challenge posed 
by the limitations of available labeled data. This means that 
our experiments and suggestions address this problem. This 
also means that our discussion of other problems regarding 
hate speech detection are limited, and the purpose of this 
discussion is mostly to provide proper context. This also 
means that further comments on efforts towards introducing 
universally accepted hate speech definitions, handling bias, 
or dealing with unbalanced data (particularly in terms of the 
difficulty it introduces to data collection and annotation [68]) 
are outside of the scope of this paper.

Lastly, we approach the problem of hate speech detection 
from the perspective of deep learning. This decision was 
motivated by the recent success of deep learning in various 
text classification2 [78] and sentiment analysis3 tasks. Thus 
the methods we examine here will be deep learning methods 
that learn their representation not from manually selected 
features, but from raw text data by statistical means. This 
means that we also did not carry out pos tagging, stemming, 
or lemmatisation.

Structure

Following the introduction, the discussion regarding the 
subject of hate speech detection in this paper will be as fol-
lowed. First, in Sect. 2 we discuss the external data sources 
to leverage in more detail. Then, in Sect. 3 we describe 
the different machine learning methods we applied on the 

resulting data. After which, we present and discuss our 
experimental results in Sect. 4, then close this study with 
conclusions and future work in Sect. 5.

Materials

In this section we discuss in detail the challenge (that is 
automatic hate speech detection on the HASOC 2019 dataset 
[50]) we undertake (including the task of the challenge and 
the database), and the resources outside of the challenge that 
we examined.

Labeled Corpora

As we consider the automatic detection of hateful or offen-
sive speech as a supervised classification task, an important 
resource to discuss is labeled corpora. Below, we detail three 
such corpora that we used in our experiments, including the 
corpus used in the HASOC 2019 challenge we primarily 
target to solve. Here, for the sake of repeatability, as tweets 
(especially those that are offensive in nature) may be erased 
from twitter [68] we only considered self-contained data-
sets, where tweets are also made available for download (as 
opposed to only ids being uploaded). This means that some 
popular datasets had to be excluded from our examination 
[86, 87].

HASOC 2019

What we consider our main challenge in this paper is the 
first sub-task of the “Hate Speech and Offensive Content 
Identification in Indo-European Languages” challenge [50] 
(HASOC 2019). For this task a corpus4—that will serve 
as our primary resource—was created consisting of social 
media posts in three languages (English, German, Hindi) 
from Twitter and Facebook. The English language data con-
sisted of 7551 instances: 6358 (approximately 85 percent), 
for training, and 1153 for testing purposes. Some examples 

Table 2   Samples from the 
English language training data 
of HASOC 2019 along with 
their ground truth labels (for a 
more detailed explanation of 
the labels used in this sub-task, 
please read Sect. 2.1.1)

Post Ground Truth

@TajinderBagga @fawadchaudhry 2uat @cricketworldcup is doing they have objection on 
#DhoniKeepsTheGlove

NOT

@brooklynmarie @PressSec @realDonaldTrump Amen to that! #fucktrump NOT
#FuckTrump ANOTHER ONERY DEM..... https​://t.co/vXVoZ​RATpX​ HOF
@republic Then shouldn’t all who made memes n gave gaalis to PM Modi, also apologise?! HOF

2  https​://paper​swith​code.com/task/text-class​ifica​tion.
3  https​://paper​swith​code.com/task/senti​ment-analy​sis.

4  Available for download at: https​://hasoc​fire.githu​b.io/hasoc​/2019/
datas​et.html.

https://t.co/vXVoZRATpX
https://paperswithcode.com/task/text-classification
https://paperswithcode.com/task/sentiment-analysis
https://hasocfire.github.io/hasoc/2019/dataset.html
https://hasocfire.github.io/hasoc/2019/dataset.html
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of the training set (along with their ground truth labels) are 
shown in Table 2.

The HASOC 2019 task description [49, 50] defines the 
first sub-task in the hate speech detection challenge as fol-
lows: The task here is a more general binary classification of 
social media posts into two categories, namely the “Hate and 
Offensive” category (HOF) and the “Non- Hate and offen-
sive” category (NOT). Posts here are annotated as follows:

–	 NOT: These are posts without sentences considered to be 
hate speech or offensive in content.

–	 HOF: These posts are considered to contain hateful, 
offensive or profane language.

OLID

The first external data source we examined was the OLID5 
corpus (discussed in more detail in [94]), that has been used 
in one of the 2019 SemEval tasks [95]. We did so motivated 
by the similarity of the two corpora. As both corpora con-
tained mainly English language tweets, and were labeled 
similarly, applying a three-level hierarchical annotation 
schema, with the first level being a decision whether a tweet 
is offensive or not. One also finds very close similarity when 
looking at the definition of the two labels in the first level of 
annotation. In the case of OLID, posts that are deemed not 
offensive are ”Posts that do not contain offense or profan-
ity”, while posts labeled as offensive are ”Posts containing 
any form of non-acceptable language (profanity) or a tar-
geted offense, which can be veiled or direct. This includes 
insults, threats, and posts containing profane language or 
swear words” [94]. Here, the corpus contains 13240 tweets, 
4400 (approximately 33 percent) labeled as hateful or offen-
sive (Table 3).

The use of labeled data from other sources can be par-
ticularly interesting, given that the generalization capability 
of models for the task has been quite low even in the case 

of similar datasets [4]. Thus it was unclear to what degree 
similarly labeled datasets, collected and annotated at differ-
ent times by different people can be helpful in classification 
of HASOC data.

HateBase

Davidson et al. also created their corpus when working on 
the automatic detection of hateful and offensive content [19], 
and made it available on Github [17]. The labeled data we 
downloaded contained 24783 tweets annotated into three 
classes, namely hate speech (1430 tweets), offensive lan-
guage (19190 tweets), and neither (4163). Here, to limit the 
use of additional data, we only used tweets from the first and 
third category. An advantage of this database was that not 
only the final labels are available, but one can also learn how 
many annotators labeled a given tweet, and how many votes 
each label got before the final decision. Thus one could also 
limit training to those instances where all annotators agreed.

Pretrained Models

One popular method for leveraging further data sources is 
that of transfer learning, particularly the case where a model 
trained on a more general task, for which there is an abun-
dance of data available, is then fine-tuned on a specific task 
with limited training data. Here, we also applied this method 
using a BERT variant, namely RoBERTA [47], that we dis-
cuss in more detail in Sect. 3.3.2.

Word Embeddings

Another option to leverage large amounts of unlabeled data 
is through the use of pre-trained word representations. A 
prominent example is Word embeddings, that are mappings 
of words from natural language to a real vector space (e.g. 
FastText [12], GloVE [67]). These mappings have become 
crucial in NLP for a variety of tasks, including machine 
translation, and sentiment analysis. In our experiments, 
we used wiki-news-300d-1M, a 300 dimensional word 

Table 3   Samples from the HateBase corpus along with their ground truth labels

Post Annotators Ground

No. Hate Offensive Neither Truth

Speech Language Label

“Subtweet me one more time, you dirty chink whore” 3 3 0 0 Hate Speech
Switcharoo on yo main bitch me and my NIGGGA hell naw 

we don’t date hoes
6 1 5 0 Offensive Language

Stayin up late to watch #Ichiro #Yankees 3 0 0 3 Neither
Taco Bell is super trash when you’re sober 3 0 1 2 Neither

5  Available for download at: https​://schol​ar.harva​rd.edu/malma​si/
olid.

https://scholar.harvard.edu/malmasi/olid
https://scholar.harvard.edu/malmasi/olid
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embedding of 1 million word vectors trained on Wikipe-
dia 2017, UMBC webbase corpus and the statmt.org news 
dataset [55].

Methods

In this section we discuss our methodology. First, the text 
preprocessing methods applied are described in Sect. 3.1. 
Then, we discuss the cross-validation method used to train 
and evaluate our models (Sect. 3.2). Lastly, we discuss the 
models we trained in more detail in Sect. 3.3.

Text Preprocessing

The mentioned datasets/corpora were preprocessed before 
they were fed into the model. The preprocessing involves 
replacements/removal of certain tokens types. Each tweet 
was tokenized into words. Extra spaces were removed. The 
@− words , and URLs were replaced with @USER, URL 
respectively. Hash characters (#) and emoticons were also 
removed from the tweets.

We investigated the contribution of emojis to hatefulness. 
To measure this, we calculated the Pearson correlation coef-
ficient [42] between scores of hatefulness/offensiveness and 
emojis on the training set published for the OffensEval 2020 
competition [96]. For this, we checked the correlation coeffi-
cient between the emoji-count (number of emojis in a tweet) 
and the scores. We found out that emojis were not really 
correlated with tweet scores based on the 9 million tweets 
available in OffensEval, as the correlation was very close to 
zero ( −0.046 ). Similarly, the correlation between the facial 
emotion emojis and the tweet scores was also investigated. 
It was found that the facial emotion emojis and the tweet 
scores were also not correlated.

Based on the results of our experiments on correlation, 
all emojis were removed from the tweets in our preprocess-
ing step. We also removed emoticons from the tweets. We, 
however, did not remove any other special character. Fur-
thermore, no spelling correction was done. We also did not 
use stemming or lemmatization. We followed minimal pre-
processing to investigate the effectiveness of the proposed 
model. In the end, the processed tweets were generated with 
only one space character between the words/tokens in each 
tweet. Thus, the input to the network were the tweets after 
the above-mentioned preprocessing steps. The whole pre-
processing was done with the NLP toolkit of MATLAB.6

Cross‑Validation

Here, training for all the machine learning methods we uti-
lized was carried out using a form of fivefold cross-valida-
tion, as follows. First, we partitioned the training set of the 
HASOC data into five development sets without overlap, in 
a manner that preserved the class distribution of the train-
ing set as closely as possible. In each case, the remaining 
training data (data not included in the development set) was 
used as the training set. Then, for each machine learning 
method (that we applied here), we trained five separate mod-
els, each using a training set for parameter-optimization, and 
a development set for validation purposes. The final deci-
sion for each method was then attained by calculating the 
predicted probabilities using all five models, then averaging 
these probabilities, and lastly classifying each instance using 
the label with the higher predicted probability. When using 
further corpora, we added the new training data to all five 
training folds.

Deep Learning Methods

Given the success of deep learning approaches for text clas-
sification in general [78], in the task of hate speech detection 
[6, 103], and more particularly, in recent competitions in 
the subject [50, 84, 95]7, we decided to focus in our experi-
ments on deep learning methods. First, similar to Do et al. 
[36], we used a combination of Convolutional and Long 
Short-Term Memory (LSTM) layers (CNN-LSTM), then 
we also conducted experiments with a popular transformer 
model (RoBERTa). Following this, we also experimented 

Input Layer
(BatchSize, 128)

Conv1D layer
(FilterNo_2, 6)

Ac�va�on = tanh

MaxPool layer
(PoolSize)

Bi­LSTM layer
(LSTMSize_1)

Bi­LSTM layer 
(LSTMSize_2)

Bi­LSTM layer 
(LSTMSize_3)

Dense layer
(DenseSize_3)

Ac�va�on=ReLU

Dropout layer
(DropOut)

Dense layer
(DenseSize_2)

Ac�va�on=ReLU

Dropout layer
(DropOut)

Dense layer
(DenseSize_1)

Ac�va�on=ReLU

Dropout layer
(DropOut)

Classifica�on
So�Max (2)

Embedding layer
(VocabSize, EmbedDim, 128)

Conv1D layer
(FilterNo_1, 8)

Ac�va�on=tanh

one_hot func�on
(VocabSize, 128)

MaxPool layer
(PoolSize)

Fig. 1   Architecture of the CNN-BiLSTM model used in our experi-
ments

6  https​://in.mathw​orks.com/disco​very/natur​al-langu​age-proce​ssing​
.html

7  In the 6th task of the 2019 SemEval competition, 70% of the con-
tributions (including those of the top 3 teams) applied a deep learning 
method

https://in.mathworks.com/discovery/natural-language-processing.html
https://in.mathworks.com/discovery/natural-language-processing.html
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with RoBERTa as a feature extractor for classical machine 
learning methods. Lastly, we also carried out experiments 
using the FastText classification model. These models are 
discussed below in more detail.

CNN‑LSTM

In their contribution to the 2019 HASOC challenge, Alonso 
et al. [66] introduced a simple CNN-LSTM architecture. For 
this study we have used a similar architecture as a basis for 
hyper-parameter optimisation. As can be seen in Fig. 1, the 
model begins with an input layer with dimensions defined 
by the batch size parameter, and the maximum tweet length 
(in terms of tokens) we considered, that in our case is 128. 
For this layer to be able to handle text input, the Keras 
one_hot function had to be applied, that hashes tokens (with 
the exception of punctuation) without unicity being guar-
anteed, to a number, in the range of the vocabulary size 
parameter. The input layer is followed by an embedding layer 
defined by the vocabulary size and the embedding dimension 
parameters, with the input truncated (or padded depending 
on the number of tokens in the original tweet) to a hundred 
dimensional vector. Then (similar to the works of [6] and 
[99]), we used up to two convolutional layers (applying the 
tanh activation function) with a MaxPooling layer after each. 
The kernel size of these convolutional layers was 8 and 6 
respectively, while the number of filters was another hyper-
parameter to be optimized for both layers. After the pool-
ing layer, based on our preliminary experiments, up to three 
bidirectional LSTM (Bi-LSTM) layers were deployed. The 
recurrent layers were followed by up to three dense layers 
each coupled with a dropout layer applying the same dropout 
rate parameter. The last layer was a Softmax layer containing 

two neurons, corresponding to the two target classes (not 
hateful or offensive/hateful or offensive).

To optimize these hyper-parameters, for each setting we 
trained independent networks on the five folds three separate 
times, and used the average macro F1-score on the develop-
ment set to choose the best performing parameter set out 
of a hundred different, randomly selected parameter sets. 
The potential values for the various parameters are listed 
in Table 4.

RoBERTa

Another method we used in our study is one of the many 
variants of the recently introduced BERT architecture [22], 
a member of the transformer family. Transformers were first 
described by Vaswani et al. [83], as a proof that the atten-
tion mechanism introduced for recurrent encoder-decoder 
architectures [7] does not require recurrent cells. To do 
so, Vaswani et al. in their paper [83] attained an improve-
ment in the task of translation with the use of the attention 
mechanism without relying on recurrent neural networks, 
paving he way for further transformer architectures, such 
as BERT [22]. The success of which lead to the appearance 
of many variants, including DistilBert [74], AlBERT [45], 
TinyBERT [39], and RoBERTa  [47]. Here, based on our 
preliminary experiments with DistillBERT and RoBERTa 
on the OffensEval 2020 hate speech detection task [96], we 
decided on the use of RoBERTa (that is part of the Simple-
Transformers library [90]).

In our experiments we have fine-tuned the RoBERTa 
model using the cross-validation method described in 
Sect. 3.2. As training data we used both the HASOC train-
ing data only, as well as the combination of OLID data and 
the HASOC training data. We did so by using the default 
meta-parameters presented in [90], with the exception of 
the number of epochs (that was set to maximum 20, but 
as we also applied early stopping using the development 
set, we have never reached this limit), and the learning rate, 
which was equal to 1e-5. Results of these experiments are 
presented in Sect. 4.

RoBERTa as Feature Extractor for Classical Machine 
Learning Methods

The features needed for these methods can be extracted 
from the data manually, but one can also do so automati-
cally. Here, we used representations from a deep architec-
ture for the purpose of extracting the necessary input fea-
tures from the text data. More specifically, the inputs to the 
classification layer of the RoBERTa model served as the 
features in our experiments with classical machine learning 
methods. As our models, the MATLAB implementation of 
K-nearest neighbours (K-NN) [16], AdaBoost [76], linear 

Table 4   Architectural parameters

Parameter name Parameter value

vocabulary_size 5000, 10000, 20000, 30000, 40000, 50000
batch size 32, 64
CNN layer 1 64, 128
CNN layer 2 0, 32, 64
Pooling size 2, 4
LSTM layer 1 600, 800, 1000
LSTM layer 2 0, 400, 600, 800
LSTM layer 3 0, 100, 200, 400
Dense layer 1 200, 400, 600
Dense layer 2 0, 100, 200, 400
Dense layer 3 0, 100, 200
dropout 0.2, 0.3, 0.4, 0.5
embedding dimension 100, 150, 200, 250, 300, 350, 400
learning_rate 0.0005, 0.001, 0.002
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discriminant [53], logistic regression [91], random forest 
[46], and support vector machine [8] were used in this paper. 
Brief descriptions of these methods are given below.

The K-NN [16] is a method that assigns a class to exam-
ples based on the class of their neighbours. K-NN searches 
over all train examples and finds the k nearest neighbours 
to a test example. Then, it chooses the most common class 
among these neighbours, and assigns it to the test example.

Adaptive boosting (AdaBoost) [76] combines the out-
puts of many weak learners (e.g. decision stumps) through 
weighting to produce the final weighted output. This method 
focuses more on the examples that are misclassified by 
the learners and adjusts the weights in order to improve 
classification.

Linear discriminant [53] assumes that different classes 
generate data based on different Gaussian distributions and 
attempts to distinguish them linearly. It maximizes the ratio 
of between-class variance and within-class variance. It [97] 
attempts to find an optimal linear transformation, which can 
retain the class separablility while reducing the variation 
within each class.

Simplest logistic regression [91] is a binary classifier that 
classifies the examples into two classes. It models the prob-
ability using the sigmoid function:

parameterized by � where P represent training examples.
Random forest [46] is an ensemble learning method that 

uses bagged trees. It fits several decision trees by select-
ing random examples from a given set of training examples. 
Each tree votes a class for a test example. Finally, the test 
example is assigned the class with highest votes.

The two-class Support Vector Machine (SVM) [8] finds 
the hyperplane associated with the maximum margin of 
separation of two classes. It treats the classes as positive 
and negative ( Si = {−1, 1} ). Given a set of training examples 
P = {Pi}i=1,2,... and their labels Si , it evaluates the following 
expression (eq. 2) to predict the class ( ̂S ) of a test sample T.

(1)
1

1 + e−�
TP
,

(2)f (T) = b +
∑

i

�iSiK(T ,Pi),

(3)Ŝ = sign(f (T)),

where �i, b are SVM parameters and K is an (in our case 
linear) SVM kernel.

The results of our experiments with the six different clas-
sical machine learning methods are also described in Sect. 4.

FastText

We have also taken use of the FastText text classification 
models introduced by Joulin et al. [40], using the code made 
freely available online.8 When using this method, we carried 
out model training and evaluation as follows. First, we used 
the automatic parameter optimization method to train each 
model. During this process we used the current development 
set, and ran the parameter optimization in a way that those 
parameters should be selected that optimize the F1-score on 
this development set.

We fixed only two parameters. One was the autotune-
duration, which limited the time to 10 minutes. The other 
was the dimensionality of word embeddings. In case we used 
the 1 million word vectors trained on the Wikipedia 2017 
corpus, the UMBC webbase corpus and statmst.org news 
dataset that is the Wikinews 300 dimensional word embed-
ding,9 we set the embedding dimension to be 300. Results of 
these experiments are also presented in Sect. 4.

Results and Discussion

In this section we present the results of our experiments 
we attained using different models. As our primary goal is 
to compare the performance of models in different circum-
stances, the results for each model are presented in separate 
subsections. Moreover, for each model we would present 
our results using the same structure. First, we would pre-
sent those results where (besides the additional data already 
inherent to the model) we only used the HASOC data for 
training. Then, each subsequent result reported is with the 
use of more and more additional resources. We chose this 
method of presentation, so as to further emphasize the effect 
of using additional resources on the resulting classification 
scores.

Table 5   Performance of the 
CNN-LSTM model (reported 
scores are the average of five 
models; the best result in each 
column is emphasized in bold)

No. of parameters Databases F-scores and deviations

(In millions) OLID HASOC Macro-F1 STDEV Weighted-F1 STDEV

15 - ✓ 0.6557 0.0118 0.7217 0.0148
20 ✓ ✓ 0.7486 0.0135 0.8063 0.0118

8  https​://githu​b.com/faceb​ookre​searc​h/fastT​ext.
9  Available for download at: https​://fastt​ext.cc/docs/en/engli​sh-vecto​
rs.html.

https://github.com/facebookresearch/fastText
https://fasttext.cc/docs/en/english-vectors.html
https://fasttext.cc/docs/en/english-vectors.html
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Lastly, following the practice of the overview paper 
reporting the results of the HASOC 2019 challenge [50], 
for each model we present the macro F1-score, and the 
weighted F1-score, and where applicable, the standard devia-
tion of these scores as well.

CNN‑LSTM

Here, we report our results obtained with a modified version 
of the model used by Alonso et al. in the HASOC competi-
tion [66]. In this case we carried out the cross-validation five 
times, thus reported results are the average scores attained 
by five separate models, which also allowed us to carry out 
significance tests (a two-tailed heteroscedastic t-test). We 
should also note that while majority voting attained bet-
ter scores in many cases, in future experiments we opted 
for the average of probability predictions, so as not to lose 
information.

Results attained with the CNN-LSTM model are listed in 
Table 5. As can be seen in Table 5, the addition of OLID data 
significantly increased both F-scores (with p < 0.00002 ). It 
should also be noted, that for the two different settings we 
ended up with two different models after the hyper-parame-
ter optimization. Furthermore, the model applied in the sec-
ond case had five million more parameters than the previous 
one. To make sure that the increase in performance is not 
entirely due to these factors, we also trained the same model 
we used for HASOC data only on OLID and HASOC data. 
The resulting scores were 0.7146 and 0.7784 for macro F1

-score and weighted F1-score respectively. An increase com-
pared to the models using HASOC data only, that is in both 
cases significant again (with p < 0.0005).

RoBERTa

We have repeated the above experiments using a pretrained 
RoBERTa model as well. The results of these experiments 
are listed in Table 6. As can be seen in Table 6, in this case 
the addition of further data (beyond the data used in pretrain-
ing RoBERTa) did not lead to an increase in classification 
score. One can also see that the use of RoBERTa markedly 
increased our results, in fact the F1-scores attained are better 
than those reported as the best results in the first sub-task of 
the HASOC 2019 competition (a macro F1-score of 0.7882, 
and a weighted F1-score of 0.8395 [50]). This means that our 

results reported here not only compare favorably to those 
reported in [84], but also to those reported in the 11 other 
papers whose results are aggregated in [50].

RoBERTA as Feature Extractor for Classical Machine 
Learning Methods

The training of the classical machine learning methods 
applied in our study was carried out following the same 
5-fold cross-validation scheme as discussed in Sect. 3.2. 
Here (as discussed in Sect. 3.4), before being used as fea-
tures, text data is first fed as input to the pretrained RoB-
ERTa network we downloaded from the Huggingface reposi-
tory. For each classifier, the performance was measured in 
two modes, namely by averaging the probability scores pre-
dicted by the five different versions and by majority voting.

Table 7 shows the results of the experiments carried out 
with different classical machine learning methods when only 
the HASOC data was made available for them. As can be 
seen in in Table 7, the Linear Discriminant had the best per-
formance, however, even aided by the representative power 
of RoBERTA, these results are below those we got with our 
CNN-LSTM model.

Table 6   Performance of the RoBERTa model (the best result in each 
column is emphasized in bold)

OLID HASOC Macro-F1 Weighted-F1

– ✓ 0.7945 0.8426
✓ ✓ 0.7779 0.8197

Table 7   Performance of classical machine learning methods when 
trained on HASOC data (the best result in each column is emphasized 
in bold)

Probability summation Majority voting

Macro-F1 Weighted-F1 Macro-F1 Weighted-F1

K-NN 0.5572 0.6560 0.5674 0.6868
AdaBoost 0.5764 0.6850 0.5622 0.6911
Linear Discrimi-

nant
0.6366 0.7231 0.6394 0.7269

Logistic Regres-
sion

0.5757 0.7125 0.5985 0.7180

Random Forest 0.5571 0.7014 0.5481 0.6974
SVM 0.6011 0.6946 0.5932 0.6877

Table 8   Performance of classical machine learning methods when 
trained on both HASOC and OLID data (the best result in each col-
umn is emphasized in bold)

Probability summation Majority voting

Macro-F1 Weighted-F1 Macro-F1 Weighted-F1

K-NN 0.5281 0.6585 0.5213 0.6690
AdaBoost 0.5608 0.7097 0.5596 0.7094
Linear Discrimi-

nant
0.6413 0.7448 0.6420 0.7455

Logistic Regres-
sion

0.5715 0.7109 0.5531 0.7052

Random Forest 0.5244 0.6936 0.5084 0.6840
SVM 0.6268 0.7353 0.6242 0.7323
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Table 8 shows the results of the experiments carried out 
with different classical machine learning methods when both 
OLID and HASOC training data was made available for the 
models. One can see in Tables 7 and 8 that in both cases 
linear discriminant outperforms the other methods. It should 
also be noted that the best overall scores were obtained when 
both OLID and HASOC data was used. What is more, the 
SVM classifier trained on the combination of OLID and 
HASOC data also markedly outperformed its counterpart 
that only had access to HASOC data. There were, however, 
also classifiers where this was not the case, and examining 
this can be a candidate for future work. Furthermore, we can 
also see that our CNN-LSTM model outperformed the best 
performing model here, even without the use of additional 
OLID data.

FastText

Results for our experiments carried out with the FastText 
classifier are listed in Table 9. As can be seen in Table 9, 
each model using additional data outperforms the model 
using only HASOC data. This improvement being sig-
nificant in almost all cases ( p < 0.05 ) with one exception, 
namely the addition of HateBase data only, in which case 
although the average F-scores attained were higher for both 
weighted F1-score and macro F1-score, this increase was 
only significant for the weighted F1-scores, but not for the 
macro F1-scores. This may be due to the limited amount of 
additional training data (5594 tweets) that we included from 
the HateBase database. This is a phenomenon that in a future 
study could be explored in more detail.

One can also see in Table 9 that the improvement in 
weighted F1-score was the smallest with the use of the 
WikiNews word embedding. Here, an additional difference 
between the two models was that as the word embeddings 
were of 300 dimensions, the dimension of vectors had to be 
fixed during training. This was not the case when the model 
only used HASOC data, thus it was possible that the lower 
performance attained without pretrained word embeddings 
was due to overfitting of the aforementioned parameter. To 

examine this possibility, we repeated the experiment using 
only the HASOC training data with a vector size fixed to 
300, and attained a classification performance that is lower 
(a macro F1-score of 0.6697, and a weighted F1-score of 
0.7389).

Another question we examined was whether the improve-
ment attained by adding the additional training data was 
due to the addition of labeled data, or due to the increased 
number of text that can be used for training word represen-
tations. For this, we trained a classifier on OLID training 
data only (using the HASOC development set for valida-
tion), and used the resulting word vectors in training new 
FastText models on the OLID data. Our results showed that 
while the use of these word representations increased the 
F-scores attained (we got a macro F1-score of 0.6973, and a 
weighted F1-score of 0.7740), the results attained using both 
OLID and HASOC labeled data was significantly higher 
(with p < 0.001).

Lastly, as a sanity check we also examined the question 
whether a significantly better performance could have been 
achieved had we eliminated punctuation in the preprocess-
ing step. For this we have repeated the experiments in the 
first two rows on HASOC data after eliminating punctua-
tion from the text. Results of these experiments when using 
only HASOC data suggest a decreased performance (with 
a macro F1-score of 0.6670, and a weighted F1-score of 
0.7363). This difference, however, is not significant. But we 
also see a similar decrease in performance when using both 
HASOC data and the WikiNews pretrained word representa-
tions (with a macro F1-score of 0.7045, and a weighted F1

-score of 0.7694). This difference, however is significant, 
with p < 0.05 in the case of macro F1-score, and p < 0.005 
in the case of weighted F1-score.

Table 9 also shows that the addition of pre-trained word 
representations lead to an improvement in all cases, regard-
less of the number of labeled datasets used. The improve-
ment in macro F1-score, however was only significant (with 
p < 0.05 ) in one case, namely when using only the OLID 
dataset. While the improvement in weighted F1-score was 
significant (with p < 0.05 ) in three out of four cases, with 

Table 9   Performance of the 
FastText model (reported scores 
are the average of five models; 
the best result in each column is 
emphasized in bold)

Datasets Word embedding F-scores and deviations

HateBase OLID HASOC WikiNews-300D Macro-F1 STDEV Weighted-F1 STDEV

– – ✓ – 0.6736 0.0282 0.7462 0.0293
– – ✓ ✓ 0.7107 0.0031 0.7825 0.0053
– ✓ ✓ – 0.7494 0.0115 0.8102 0.0113
– ✓ ✓ ✓ 0.7631 0.0072 0.8245 0.0072
✓ – ✓ – 0.6971 0.0069 0.7828 0.0048
✓ – ✓ ✓ 0.7064 0.0258 0.7925 0.0125
✓ ✓ ✓ – 0.7518 0.0044 0.8184 0.0030
✓ ✓ ✓ ✓ 0.7591 0.0092 0.8252 0.0043



SN Computer Science (2021) 2:95	 Page 11 of 15  95

SN Computer Science

the exception of the case when both HateBase and HASOC 
data was used in training.

We should also note here, that the resulting models in 
the case of FastText were much bigger (the binaries usually 
took between one and two GigaBytes after training) than 
those used by the CNN-LSTM (the binaries being smaller 
than 200 Mbytes), thus we find it promising that by only 
leveraging some additional training data, the CNN-LSTM 
model outperformed the FastText model that only used the 
HASOC data. Moreover, when both models use HASOC 
and OLID data for training, there is no significant difference 
between the performance of our CNN-LSTM model, and the 
FastText model. Given the difference in model size, and the 
limited time we had for hyper-parameter optimization, this 
also suggests that with a more extensive hyper-parameter 
optimization our method could potentially provide better 
results than those we got using FastText.

Ensemble of Classifiers

As the overall best performing model in task 6 of the 2019 
Semeval competition was an ensemble of different models 
[77], we also experienced an ensemble solution. For this 
experiment, to still incorporate additional data in RoBERTa, 
we combined the RoBERTa model trained on HASOC data 
with the FastText model trained on all databases, using 
pretrained word embeddings. We did so by averaging the 
predicted probabilities provided by the two different mod-
els. Using this ensemble, we attained an average macro F1-
score of �.���� , and an average weighted F1-score of �.���� . 
Achieving a slight improvement over the RoBERTa model in 
terms of macro F1-score, and a more marked improvement 
in terms of the weighted F1-score.

Error Analysis

To learn more about the models trained, we listed the 
instances from the test set that 

1.	 the RoBERTa model misclassified
2.	 all FastText models misclassified
3.	 all ensemble models misclassified

Although we did not perform a systematic analysis, we had 
some interesting findings. One was that our models were 
seemingly more sensitive to the #F*cktrump hashtag than 
annotators. As in the test set this occurred 50 times, with 
19 occurrences being labeled as not hateful or offensive. 
The Roberta model however, labeled 15 out of these 19 
as offensive, and only labeled 11 of the offensive occur-
rences as not offensive. For example, the following tweet 
was classified as hateful or offensive by both RoBERTa, 
as well as all ensembles: ”#MAGA??? #FUCKTRUMP! 

#FUCKYOUREPUBLICANS!”, and our opinion is that here, 
the automatic method classified this tweet correctly. And 
the same can be told about the following tweet: ”#Amer-
ica #hypocrites #FuckTrump #FuckICE #FuckYourFlag 
#FeedTheChristiansToTheLions #TrumpConcentration-
Camps #TrumpHasKidsInCages #trumpIsAKiller #Trum-
pHotels #trumpIsAKiller #LostTrumpHistory”.

Another interesting phenomena was that of mixed lan-
guage tweets, where the offensive content was seemingly 
in a foreign language. Figure 2 lists some of the tweets that 
contain text in Hindi, which we suspect to be labeled offen-
sive solely based on the Hindi text. This may suggest that 
the task of detecting hateful and offensive text should be 
considered as a multi-language problem. And even when the 
primary language of the examined text is English, additional 
languages should still be considered.

Conclusions and Future Work

In this study we examined the effect of leveraging additional 
data (both labeled and unlabeled) on the task of automatic 
detection of hateful and offensive speech through the exam-
ple of the HASOC 2019 challenge. We did so using several 
classical machine learning methods, as well as different deep 
learning models. Our results show that the use of additional 
labeled data was useful in most cases, even if it was from a 
different data collection. We have also found, that even in the 
cases where the additional labeled data failed to increase the 
recognition score, some form of additional data was helpful. 
We have also found, however, that not all types of labeled 
data was useful. It would however take a more thorough 
examination to draw conclusions regarding what types of 
labeled data can be successfully leveraged. Moreover, using 
a combination of RoBERTa and FastText we have attained 
results that were state-of-the-art at the time of submission. 
Lastly, it is important to note here, that while in these experi-
ments results attained with RoBERTa were not improved 
by the use of additional labeled training data, one can find 
opposing results in the literature. After the initial submission 
of this paper, Alonso et al. [3] used 1 million tweets from 
the OffensEval training set to fine-tune the same RoBERTa 
model, then fine-tuned the resulting model further using 
the same five folds that we applied in our experiments, and 

Tweet Explana�on
I am with my friend Amarprjt
kumar visvas भोसडीके भोसडीके (fucker) is a Hindi abusive word

It wont affect to alia but it will 
effect to your TRP...भोसडीके भोसडीके (fucker) is a Hindi abusive word

England won the match because 
तेरे जैसे रंडी के बीज ही गुलामी करते
थे उनकी #INDvENG

तेरे जैसे रंडी के बीज ही गुलामी करते थे उनकी means (son of a whore like 
you were servants of them)

Fig. 2   Hateful or offensive tweets where the hateful/offensive part is 
in Hindi
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found that the resulting ensemble performed better than the 
ensemble without fine-tuning. Furthermore, when compar-
ing the performance of the individual models using a paired 
t-test, they found that the additional fine-tuning significantly 
improved their performance.

Here, we focused on only one dataset, and one problem 
contributing to the difficulty of the task. In the future we 
would extend this focus to additional datasets. For example, 
a model can be pretrained on the larger OffensEval 2020 
corpus, and then fine-tuned using HASOC, or a different, 
smaller dataset. In this study this was not possible due to 
computational limitations. One may also consider the use 
of word embeddings that had been trained on twitter data. 
We also plan to experiment with data augmentation e.g. the 
introduction of typos or censoring in words, or the use of 
synonyms in tweets to increase the available training data. 
Finally, there are many issues that we have not considered 
here. The one that may be the most important is that of 
explainability and transparency. For this, in the future we 
plan to extend our experiments with the use of more explain-
able models, as well as a more thorough examination of the 
explainability of our current models (transformer models for 
example have been successfully examined using the Captum 
tool [79]).
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