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Abstract
While there is a growing effort towards AI for Sustainability (e.g. towards the sustainable development goals) it is time to 
move beyond that and to address the sustainability of developing and using AI systems. In this paper I propose a definition 
of Sustainable AI; Sustainable AI is a movement to foster change in the entire lifecycle of AI products (i.e. idea generation, 
training, re-tuning, implementation, governance) towards greater ecological integrity and social justice. As such, Sustain-
able AI is focused on more than AI applications; rather, it addresses the whole sociotechnical system of AI. I have suggested 
here that Sustainable AI is not about how to sustain the development of AI per say but it is about how to develop AI that is 
compatible with sustaining environmental resources for current and future generations; economic models for societies; and 
societal values that are fundamental to a given society. I have articulated that the phrase Sustainable AI be understood as 
having two branches; AI for sustainability and sustainability of AI (e.g. reduction of carbon emissions and computing power). 
I propose that Sustainable AI take sustainable development at the core of its definition with three accompanying tensions 
between AI innovation and equitable resource distribution; inter and intra-generational justice; and, between environment, 
society, and economy. This paper is not meant to engage with each of the three pillars of sustainability (i.e. social, economic, 
environment), and as such the pillars of sustainable AI. Rather, this paper is meant to inspire the reader, the policy maker, 
the AI ethicist, the AI developer to connect with the environment—to remember that there are environmental costs to AI. 
Further, to direct funding towards sustainable methods of AI.
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1  Introduction

There is little doubt that Artificial Intelligence (AI) is, and 
will continue to, transform the world. However, the power 
for positive change that AI brings holds the possibility for 
negative impacts on society. The recent explosion of AI, 
made possible by ever-rising amounts of data and comput-
ing power, has given rise to the field of AI ethics—the study 
of ethical and societal issues facing developers, produc-
ers, consumers, citizens, policy makers, and civil society 
organizations. The first wave of AI ethics focused on what 
AI might do (e.g. Superintelligence) and amounted to the 
ethics of fanciful scenarios of robot uprisings [6]. The sec-
ond wave of AI ethics addressed the practical concerns of 

machine learning (ML) techniques: the black-box algorithm 
and the problem of explainability [9, 16], the lack of equal 
representation in training data and the resulting biases in AI 
models [2, 7], and the increase in facial and emotion recog-
nition systems infringing on citizen’s rights (e.g. privacy) 
[4]. It is time to usher in the third wave of AI ethics, one that 
confronts the environmental disaster of our time head-on 
and actively seeks to engage academics, policy makers, AI 
developers and the general public with the environmental 
impact of AI.

This third wave must place sustainable development at its 
core. While there is a growing movement to direct AI usage 
towards ‘good’ uses (i.e. AI4Good), towards the sustainable 
development goals, for example, it is time to move beyond 
that and to address the sustainability of developing and using 
AI systems in and of themselves. A well-known study by 
Strubell et al. illustrated that the process of training a sin-
gle, deep learning, natural language processing (NLP) model 
(GPU) can lead to approx. 600,000 lb of carbon dioxide 
emissions [17]. Compare this to familiar consumption and 
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you’re looking at roughly the same amount of carbon dioxide 
emissions produced by five cars over the cars’ lifetime. Other 
studies have shown that ‘Google’s AlphaGo Zero generated 
96 tonnes of CO2 over 40 days of research training which 
amounts to 1000 h of air travel or a carbon footprint of 23 
American homes’ [1, 15]. In a time when the world must 
commit itself to reducing carbon emissions, one has to ask 
if the emissions from algorithms that can play games (or do 
other menial tasks) is really worth the cost.

Added to this, AI is not a technology that is restricted 
to manufacturing or healthcare alone. It promises to be as 
pervasive as the internet or smartphones. This is a technol-
ogy for which we cannot afford to ignore the environmental 
costs. For these reasons, I suggest we turn our attention to 
sustainable AI. I suggest we (AI ethicists) begin a move-
ment towards sustainable AI as a way of connecting the dots 
between AI (its production, development and usage) and 
the environment, for the general public, AI developers and 
policymakers alike.

In the following paper, I will outline the concept of Sus-
tainable AI as an umbrella term to cover two branches with 
different aims and methods; AI for sustainability vs sustain-
ability of AI. I will show that AI for sustainability holds 
great promise but is lacking in one crucial aspect; it fails to 
account for the environmental impact from the development 
of AI. Alternatively, the environmental impact of AI train-
ing (and tuning) sits at the core of the sustainability of AI. 
Sustainability of AI is focused on sustainable data sources, 
power supplies, and infrastructures as a way of measuring 
and reducing the carbon footprint from training and/or tun-
ing an algorithm. Addressing these aspects gets to the heart 
of ensuring the sustainability of AI for the environment. 
Finally, I argue that the study of Sustainable AI is immi-
nently needed with resources directed to its understanding 
and development.

2 � What is Sustainable AI?

The term, or phrase, ‘Sustainable AI’ is in its infancy. In 
fact, to my knowledge this is the first academic article with 
the explicit aim to propose a definition of Sustainable AI and 
to argue for its prominence. To begin, I suggest that ‘sustain-
able AI’ is a field of research that applies to the technology 

of AI (the hardware powering AI, the methods to train AI, 
and the actual processing of data by AI) and the application 
of AI while addressing issues of AI sustainability and/or 
sustainable development. I suggest further that Sustainable 
AI deals not exclusively with the implementation or use of 
AI but ought to address the entire life cycle of AI, the sus-
tainability of the: design, training, development, validation, 
re-tuning, implementation and use of AI.

Under this umbrella term, there is a crucial distinction 
to be made; AI for sustainability versus the sustainability 
of AI (see Fig. 1). The former branch—AI for sustainabil-
ity—is somewhat more developed with the well-known not-
for-profit organization “AI4Good”.1 In this branch, the goal 
is to explore the application of AI to achieve sustainability 
in some manner of speaking, for example, AI and machine 
learning (ML) to achieve the United Nations Sustainable 
Development Goals (SDGs). Here, AI/ML is a tool to make 
affordable and clean energy, SDG 7 for example, available 
for a greater segment of the global population. Seeing as 
approx 600 million people on this planet are currently lack-
ing access to modern electricity2 this is of course a ‘good’ 
goal to have. However, at what cost? It needs to be known 
that to train or tune (re-fine) an AI/ML model requires a 
considerable amount of energy and researchers have already 
posed the question if the “energy spent training a neural net-
work might better be allocated to heating a family’s home” 
[17]. Accordingly, Sustainable AI cannot restrict itself to the 
use of AI for sustainability.

Hence, I propose that sustainable AI encompass another 
branch of research, this branch is somewhat underdeveloped, 
under-researched and under-funded. This area deals with 
assessing the sustainability of AI or, the sustainable devel-
opment of AI/ML itself. Thus, the sustainability of AI is not 
solely focused on how to apply AI for sustainable banking, 
energy consumption or healthcare; rather, this branch of sus-
tainable AI is concerned with how to measure the sustain-
ability of developing and using AI models, e.g. measuring 
of carbon footprints, computational power for training algo-
rithms, etc. To be sure, Sustainable AI must address both of 

Fig. 1   Sustainable AI as 
sustainability of AI vs AI for 
sustainability

Sus�nability of AI (e.g. 
reuable data, reduce carbon 
emissions from training AI)

AI for Sustainability (e.g. 
AI4Good, AI4Climate)

Sustainable AI

1  https​://ai4go​od.org/ (accessed Jan 28, 2021).
2  See https​://ai4go​od.org/ai-for-sdgs/goal-7-affor​dable​-clean​-energ​y/ 
(accessed Jan 28, 2021).
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these branches. Put another way, it should be clear that AI 
for sustainability cannot be achieved without simultaneously 
addressing the sustainability of AI.

3 � What is the sustainable in ‘Sustainable AI’?

In an effort to clarify ambiguities found in the abundance 
of literature on sustainable development, Mensah [13] con-
ducted a systematic literature review on the topic and argues 
that “the entire issue of sustainable development centres 
around inter- and intragenerational equity anchored essen-
tially on three-dimensional distinct but interconnected pil-
lars, namely the environment, economy, and society” [13, 1].

Although first derived from economics [13, 14], sustain-
able development has more recently been defined by the 
World Commission on Environment and Development as 
“development that meets the needs of the present without 
compromising the ability of future generations to meet 
their own needs” [13, 8]. As such, sustainable development 
embodies the tension between innovation with the equitable 
distribution of resources across society from one generation 
to the next.

Further, sustainable development is a “development para-
digm as well as the concept that calls for improving living 
standards without jeopardising the earth’s ecosystems or 
causing environmental challenges such as deforestation and 
water and air pollution” [13, 6]. From this pervasive defini-
tion, it has been put forth that sustainable development is 
a mechanism through which ‘society can interact with the 
environment’ [13]. Thus, it is more than a concept but it is 
also appealed to as a movement of sorts.

Sustainable development has also been described as a 
‘visionary and forward-looking paradigm’ [13, 9] with the 
three pillars upon which the concept of sustainable devel-
opment rests: economic sustainability, social sustainability, 
and environmental sustainability. Thus sustainable develop-
ment embodies not only the tension between innovation and 
equitable resource distribution but also the tension between 
serving the needs of the environment, economy and society.

Given what we have just read about sustainable develop-
ment and the literal translation of sustainability being “a 
capacity to maintain some entity, outcome or process over 
time [5] then what could sustainable AI mean? I suggest that 
‘Sustainable AI’ carry with it the complexities of sustainable 
development as it relates to AI. Thus, sustainable AI must 
also embody the tension between innovation in AI for sus-
tainable development goals as well as explicitly targeting the 
sustainability of AI training and usage. Furthermore, I sug-
gest that the global discussion on AI explicitly address, not 
only human rights and/or ethical issues, but also the tension 
between serving the needs of the environment, economy, 
and society.

In short, the AI which is being proposed to power our 
society cannot, through its development and use, make our 
society unsustainable. This thought should cause us to real-
ize that society’s use of AI is a choice. It is not predeter-
mined that AI must be developed and/or used for any- and 
everything; rather, it is a choice that society (e.g. developers, 
industry leaders, consumers, citizens, policy makers) make. 
This latter point, against technological determinism, also 
means that societies must choose carefully about the values 
they wish to safeguard (e.g. privacy, dignity, fairness, jus-
tice) and must work to ensure that AI is not developed in a 
way that renders those values unsustainable.

4 � Environmental sustainability of AI

Renowned AI ethicist Mark Coeckelbergh proposes ‘AI for 
Climate’ suggesting that we use AI “for dealing with envi-
ronmental and climate problems” [8, 5]. Given my earlier 
distinction of sustainable AI, I would label this as AI for sus-
tainability. And while I couldn’t agree more, I also believe it 
is necessary to focus our attention on the sustainability of AI. 
This change in framing is paramount as it means that one can 
no longer talk about AI for Climate or AI4Good without at 
the same time addressing the impact that developing a par-
ticular AI model will have on environmental sustainability.

Thankfully there are a select few studying and developing 
AI models who are already bringing attention to the issue 
and outlining areas in need of further study. In a 2019 paper 
by Strubell et al. [17], it is argued that there are both finan-
cial and environmental costs to Deep Learning (DL) models 
for natural language processing (NLP). The financial costs 
were attributed to hardware and electricity or cloud compute 
time (which raised ethical issues as to who has access to 
such hardware etc.) whereas the environmental costs were 
attributed to “the carbon footprint required to fuel modern 
tensor processing hardware” [17, 1]. The authors acknowl-
edge the energy required to power the hardware for training 
such models is considerable given that training happens over 
the course of weeks or even months [17].

The authors also point out that while it is possible to 
obtain some of the required energy from “renewable or 
carbon credit-offset resources, the high energy demands of 
these models are still a concern since (1) energy is not cur-
rently derived from carbon–neutral sources in many loca-
tions, and (2) when renewable energy is available, it is still 
limited to the equipment we have to produce and store it, 
and energy spent training a neural network might better 
be allocated to heating a family’s home” [17, 1]. This last 
point should strike a chord for all of us; as said before, there 
are approx  600 million people in the world without access 
to modern electicity and instead of prioritizing the provision 
of electricity to these homes, we are prioritizing the training 
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of AI models that can beat the world champion at the game 
of Go (AlphaGo). It is time for such calculations to be made 
explicit and to be evaluated in an open forum.

The Strubbel et al. [17] paper goes on to show that ‘tun-
ing’ (aka re-purposing or refining) an AI model is more 
expensive than training a model to begin with. This kind 
of finding is crucial for the policy makers to understand to 
make decisions concerning the proportionality of certain AI 
methods compared with its intended application. Meaning, 
it is time for policy makers to govern AI at a more detailed 
level and suggest that certain methods, for example tuning 
a deep learning NLP model, should not be permitted for 
ethically charged tasks like recruitment of new employees 
or prediction of employees who may be on the verge of quit-
ting. The reason being that the costs to environmental sus-
tainability are simply too great to justify such a menial (not 
to mention ethically problematic) application. This could 
also cause society to pause when a particular AI model will 
be used in an application context which will require constant 
tuning. As society evolves in its communication, transpor-
tation, and social habits, old AI models will need constant 
tuning to continue to be effective. These costs must be added 
to any proportionality calculation.

One of the final recommendations from Strubbel et al.3 
is that “authors should report training time and sensitivity 
to hyperparameters” as “this will enable direct comparison 
across models” (Strubell, Ganesh, and McCallum 2019, 5). 
To date, there are two possible tools available for calculating 
emissions: the ‘Machine Learning Emissions Calculator’ for 
estimating the carbon footprint of GPU compute through 
specifying hardware type, hours used, cloud provider, and 
region [12], Anthony et al. [3]; and, the ‘experiment-impact-
tracker’ framework “for tracking real-time energy consump-
tion and carbon emissions, as well as generating standard-
ized online appendices” [10, 1]. Each of these approaches 
aims at the ‘mitigation of carbon emissions and reduction 
of energy consumption’ to facilitate the sustainable develop-
ment of ML [10].

If we recall from the introduction, studies have shown 
that ‘Google’s AlphaGo Zero generated 96 tonnes of CO2 
over 40 days of research training which amounts to 1000 h 
of air travel or a carbon footprint of 23 American homes’ [1, 
15]. Or, training one large NLP model (aka a transformer), 
with neural architecture search, resulted in over 600,000 
CO2e(lbs), roughly the equivalent of carbon emissions of 
five cars (over the lifetime of the car) [17]. These numbers 
are overwhelming to read. What’s worse is that we have only 

a few studies to call on to learn numbers like this. In other 
words, we need more studies to fully grasp the extent to 
which these findings can be supported or refuted. With tools 
like the ‘machine learning emissions calculator’ [12] and the 
‘experiment-impact-tracker’ [10] this should no longer be 
the case. This means the tools to track carbon emissions are 
there, however, greater incentives are needed to encourage 
researchers and industry developers to measure and report 
such findings.

Building on the work of Henderson et al., Anthony et al. 
propose ‘carbontracker’, “a tool for tracking and predict-
ing the energy consumption and carbon emissions of train-
ing DL models” [3, 2]. Not only does the ‘carbontracker’ 
tool allow for the generation of carbon impact statements 
but it also allows for the model training to be “stopped, at 
the user’s discretion, if the predicted environmental cost is 
exceeded” [3, 2]. Thus, the ‘carbontracker’ provides the pos-
sibility that if a training exceeds a responsible use of energy 
consumption, or generation of carbon emissions, training 
of the model can be stopped. Again, this is the kind of tool 
that should be known to policy makers to create governance 
mechanisms for limiting the amount of carbon emissions, 
with the tools to end the training when emissions reach an 
unacceptable threshold.

In short, while the use of AI for achieving sustainability 
is to be applauded there are many reasons for which the 
environmental costs of AI, the sustainability of AI, need 
to be studied and made transparent to the AI community, 
consumers, and policy makers. More to the point, “the car-
bon emissions that occur when training DL models are not 
irreducible and do not have to simply be the cost of progress 
within DL” [3, 3].

5 � Towards Sustainable AI

Distinguished authors such as Klein [11] write about the 
dangers of climate change and the need for consumer and 
industry habits to change. Climate activists such as Greta 
Thunburg work tirelessly to raise awareness of the need 
for systematic political reform to repair the damage to our 
planet. Politicians are taking note and acting. The European 
Commission has enacted ‘A European Green Deal’4 and 
the United States has re-joined the Paris Climate Agree-
ment5 with plans for greater commitments to tackle climate 
change. Environmental resilience is a global issue at the 
heart of many policy and industry decisions so why not at 

3  To be sure, the other two recommendations in the paper are: “aca-
demic researchers need equitable access to computation resources”, 
and “researchers should prioritize computationally efficient hardware 
and algorithms”. (Strubell, Ganesh, and McCallum 2019, 6).

4  See https​://ec.europ​a.eu/info/strat​egy/prior​ities​-2019-2024/europ​
ean-green​-deal_en (accessed Jan 28, 2021).
5  See https​://www.white​house​.gov/brief​ing-room/state​ments​-relea​
ses/2021/01/20/paris​-clima​te-agree​ment/ (accessed Jan 28, 2021).

https://ec.europa.eu/info/strategy/priorities-2019-2024/european-green-deal_en
https://ec.europa.eu/info/strategy/priorities-2019-2024/european-green-deal_en
https://www.whitehouse.gov/briefing-room/statements-releases/2021/01/20/paris-climate-agreement/
https://www.whitehouse.gov/briefing-room/statements-releases/2021/01/20/paris-climate-agreement/
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the heart of every AI ethics discussion, or every AI discus-
sion, period? While the world argues over which principles 
to adopt, out of more than 200 sets of AI ethics principles, 
large tech companies are increasing their use of computa-
tional power and are increasing their demand for data and its 
storage in data centres across the world that require energy 
and cooling systems.

At the time of this paper, early 2021, it is unquestionable 
that any pervasive global production of products (or innova-
tion) demands attention for its impact on the environment. 
Mass farming has shown to have an impact on biodiversity; 
mass clothing production has shown to have an impact on 
the water supplies of the world; and, electronic waste has 
shown to leak chemicals and poison into the water and soil 
where it is dumped (often in poorer countries). If we are 
to believe the promises from industry and policy makers, 
that AI/ML will be used on a global scale across public 
and private sectors, then AI/ML promises to be pervasive 
across sectors. Already we see applications to aid medical 
practitioners in their diagnoses, to assist legal officials in 
their judgements, to assume a portion of tasks in human 
resources for recruiting new employees. The list goes on 
and on. Hence, this is not a technology that we can afford to 
ignore the environmental impacts of. When it comes to AI, 
attention to the environmental impact is mandatory.

To do this, first, AI must be conceptualized as a social 
experiment conducted on society [18]. This is a technology 
we still have much to learn about. With the experimental 
nature of AI made explicit it is then imperative that ethical 
safeguards are put in place to protect people and planet.

Second, we need sustainable AI taskforces in govern-
ments who are actively engaged in seeking out expert opin-
ions of the environmental impact of AI. From this, appro-
priate policy to reduce emissions and energy usage can be 
put into effect. Governance schemes to facilitate sustain-
able development of AI should be put in place: companies 
and public institutions should be required to provide carbon 
emissions reports for all training and tuning of AI systems; 
and, funding directed to SMEs actively pursuing sustainable 
AI innovation—and not just AI for sustainability but the 
sustainability of AI approaches.

Third, public and private Institutions, for example the 
European Commission as part of their regulatory options for 
AI,6 should create a ‘proportionality framework’ to assess 
whether training or tuning of an AI model for a particu-
lar task is proportional to the carbon footprint, and general 
environmental impact, of that training and/or tuning. This is 

especially true with AI projects used by the state. We must 
require tech companies developing (training, re-training) AI 
models to use tools such as the ‘Carbon Tracker’ proposed 
by Anthony et al. [3] not only to track the carbon footprint 
of training a certain model but to predict the carbon footprint 
of training a certain DLM so as to stop model training if the 
predicted environmental cost is exceeded.

6 � Conclusion

In this paper I propose a definition of Sustainable AI; Sus-
tainable AI is a movement to foster change in the entire 
lifecycle of AI products (i.e. idea generation, training, re-
tuning, implementation, governance) towards greater eco-
logical integrity and social justice. As such, Sustainable AI 
is focused on more than AI applications; rather, it addresses 
the whole sociotechnical system of AI. I have suggested here 
that Sustainable AI is not about how to sustain the develop-
ment of AI per say but it is about how to develop AI that is 
compatible with sustaining environmental resources for cur-
rent and future generations; economic models for societies; 
and societal values that are fundamental to a given society.

I have articulated that the phrase Sustainable AI be under-
stood as having two branches; AI for sustainability and sus-
tainability of AI. The former has received a great deal of 
attention in recent years, the latter appears to be a hidden 
part of the development process.

I proposed that Sustainable AI takes sustainable develop-
ment at the core of its definition with three accompanying 
tensions between AI innovation and equitable resource dis-
tribution; inter and intra-generational justice; and, between 
environment, society, and economy. This paper is not meant 
to engage with each of the three pillars of sustainability (i.e. 
social, economic, environment), and as such the pillars of 
sustainable AI. Rather, this paper is meant to inspire the 
reader, the policy maker, the AI ethicist, the AI developer to 
connect with the environment—to remember that there are 
environmental costs to AI.
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