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Abstract
The diversity of consumer demand makes the manufacturing industry shift from the production mode of small variety and 
large batch to the production mode of multi-variety and small batch, which leads to the increase of production cost and the 
decrease of production efficiency, especially the increase of energy consumption. In this paper, the energy-aware scheduling 
problem of two-stage flexible flow shop based on group technology is studied, in which the process differences of jobs in the 
two stages are inconsistent. To solve the problem of unbalanced load of machines caused by group technology, this paper 
uses a dynamic splitting strategy to balance the load of machines on the basis of increasing the setup energy consumption 
as little as possible. Considering that the research problem is a multi-objective optimization problem, this study develops 
an improved multi-objective scatter search algorithm. According to the characteristics of the problem, the coding scheme, 
decoding scheme, diversity generation method and combination method are designed. The experimental results show that 
the group technology can effectively reduce energy consumption, and the dynamic split strategy can balance the load of 
machines effectively. Moreover, the results show the proposed method is better than the existing methods in terms of obtain-
ing better solutions.

Keywords Energy-aware scheduling · Flexible flow shop · Group technology
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Oi,j  Binary function
U

p

i,j
  Processing power of group i on machine j

T
p

k,j
  Processing time of group k or job k on 

machine j
Qi,j,h  Binary function
Ps
i,j,h

  Power of group i switching to group j on 
machine h

Ts

i,j,h
  Setup time of group i switching to group j on 

machine h
Bj,h  Start time of the group j or job j on machine h
Ref  Reference set
Ref1  Part of reference set
Ref2  Part of reference set
Subset1  Subset of solution
Subset2  Subset of solution
popn  A new population
Ref1_num  Size of Ref1
Ref2_num  Size of Ref2
popu  Merger of Ref and popn
popu_num  Size of popu

1 Introduction

Processing energy consumption and setup energy consump-
tion are the most important two parts of energy consump-
tion in production activities. Processing energy consump-
tion refers to the energy consumption in the process of job 
processing. Due to the differences in the machines, there 
are differences in processing energy consumption generated 
by jobs processed in different machines. Setup energy con-
sumption refers to the energy consumption of the machine 
in the production switching process. When the processing 
processes of two consecutive processing jobs are inconsist-
ent, the machine needs to be readjusted to process subse-
quent jobs, and the machine adjustment process will produce 
energy consumption that cannot be ignored. Energy-aware 
scheduling (energy efficiency scheduling) is one of the effec-
tive ways to reduce these two-part energy consumptions, 
which has been widely studied [1–5]. With the development 
of science and technology and the improvement of living 
standards, consumers are not satisfied with the products 
that provide standard functions. Personalized customization 
has become more and more popular. Facing the demand of 
large-scale personalized customization, the manufacturing 
industries have changed from the traditional mass production 
model to the multi-variety and small batch manufacturing 
model. In the multi-variety and small batch manufacturing 
mode, a large number of production switching lead to the 
increase of manufacturing cost and the decrease of produc-
tion efficiency. In the process of scheduling, group technol-
ogy is used to combine the jobs with the same process to 

produce together, so as to reduce production switching and 
production costs, which is an effective way to solve the prob-
lem of multi-variety and small batch manufacturing mode. 
There are two main grouping strategies in group technology 
[6]. The first one is to combine all jobs of the same process 
into a group for processing. This strategy can minimize pro-
duction switching, but may increase the makespan and lead 
to the imbalance of machine load. The second is to allow 
multiple setups in jobs of the same process, that is, jobs of 
the same process can be divided into multiple groups. This 
strategy will reduce the makespan and balance the machine 
load, but may increase the production switching.

The group scheduling problem is more complex than the 
traditional scheduling problem. When the first group strategy 
is adopted, the group scheduling problem needs to solve two 
subproblems: (i) the traditional scheduling problem; and (ii) 
the jobs sorting problem within a group. When the second 
grouping strategy is adopted, group scheduling needs to 
solve three subproblems. In addition to the above two prob-
lems, it also needs to solve the jobs grouping problem of the 
same process (how many groups of jobs of the same process 
are divided into and what jobs each group contains). Flexible 
flow shop is a type of flow shop, which is a manufacturing 
system that exists widely in the real world. Jobs need to 
be processed in multiple stages in order to form the final 
product, and there are multiple parallel machines in each 
stage. In the study of group scheduling in flow shop, the first 
grouping strategy is used in most literature [7–17]. There are 
few studies on the second grouping strategy, Shahvari and 
Logendran [18] optimized the completion time and tardiness 
simultaneously in the group scheduling of flexible flow shop, 
they abandoned the assumption that each group has single 
setup, allowing multiple setups for each type of job. Feng 
et al. [19] allowed multiple setups in the group scheduling 
of flexible flow shop, the makespan and preventive mainte-
nance were considered simultaneously in their study. Jain 
et al. studied the group scheduling problem of flow shop 
with sequence-dependent setup time (SDST), which con-
sidered SDST among groups and among part types within 
a group [20].

At present, most of the researches on group scheduling in 
flow shop consider that the process differences of jobs are 
consistent in all stages [21–24]. However, there are many 
manufacturing systems in reality, and the differences of jobs 
process are not consistent [6, 25]. For example, jobs may 
have the same process in the first stage, but may not have 
the same process in the later stages. There are few studies 
on group scheduling of flow shop considering inconsistency 
of the process differences of jobs. Andrés et al. [26] studied 
the group scheduling problem of tile industry, which is a 
three-stage flexible flow shop. They defined similarity coef-
ficient for each job, and grouped jobs based on similarity 
coefficients to reduce setup time. Among the existing studies 
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on group scheduling, most of them use group technology 
to reduce the setup time, makespan, earliness and tardiness 
and so on [27–37]. However, setup time minimization is not 
the same as setup energy consumption minimization. Up 
to now, the research on group scheduling to reduce energy 
consumption is rare. He et al. studied the group scheduling 
problem of flow shop, which optimized makespan, total flow 
time and total energy consumption at the same time [38].

Inspired by the production scheduling of tissue paper 
enterprises, this paper studies the problem of energy-aware 
scheduling of two-stage flexible flow shop considering 
inconsistency of the process differences of jobs, which 
intends to reduce the energy consumption by using group 
technology. The studied manufacturing system consists of 
two processing stages. The jobs with the same processing 
technology in the second stage must have the same process-
ing technology in the first stage. On the contrary, jobs with 
the same processing technology in the first stage may not 
have the same processing technology in the second stage. 
By combining group technology with scheduling, this study 
not only improves production efficiency by optimizing the 
makespan, but also optimizes processing energy consump-
tion and setup energy consumption to improve energy effi-
ciency. The main contributions of this paper are as follows:

1. A new energy-aware scheduling method based on group 
technology is proposed for the two-stage flexible flow 
shop considering inconsistency of the process differ-
ences of jobs.

2. An improved multi-objective scatter search algorithm is 
proposed. According to the characteristics of this prob-
lem, a three-layer chromosome encoding scheme is pro-
posed, and a dynamic split strategy is used to split the 
jobs dynamically in the process of chromosome decod-
ing, which ensures the load balance between machines. 
In order to ensure the diversity of population, a method 
of generating population diversity and a method of 
updating reference set are designed. In addition, accord-
ing to the characteristics of encoding scheme, a com-
bination method and a local improvement method are 
designed.

3. A case study is carried out based on the real data from 
a tissue paper enterprise to evaluate performance of the 
proposed method.

The rest of the paper is arranged as follows: Sect.  2 
describes the proposed problem and establishes the math-
ematical model of the problem; Sect. 3 describes the pro-
posed multi-objective scatter search method in detail; Sect. 4 
analyzes the performance of the proposed method through 
a case study; The last section is the conclusion, which sum-
marizes the content of this study from many aspects.

2  Problem Description and Modeling

2.1  Problem Description

This study is inspired by the production scheduling of tissue 
paper enterprises, which belongs to two-stage flexible flow 
shop manufacturing system, including papermaking stage 
and conversion stage. There are many parallel production 
lines in the papermaking stage and the conversion stage, 
each production line can process many types of products. 
Any job needs to be processed in any production line in the 
papermaking stage first, and then in any production line in 
the conversion stage. In the papermaking stage, the pulp 
board, water, chemicals, etc. are mixed, and the base paper 
is produced through pulping, refining, forming, pressing, 
drying and reeling. In the conversion stage, the base paper is 
processed by the rewinder to produce the rewinder strip, then 
cut into small rolls, and finally packaged by the packaging 
machine to get the final product. In the production process, 
various accessories, such as paper core, packaging film and 
perfume, are needed. For the same type of finished prod-
ucts, they must use the same base paper. However, different 
types of finished products may also use the same base paper. 
According to the characteristics of the products produced in 
the papermaking stage and the conversion stage, the types 
of jobs of tissue paper enterprises may appear as shown 
in Fig. 1. Figure 1 shows the processing technology of J1 
and J2 is the same in papermaking stage and conversion 
stage. The J3 and J4 have the same processing technology 
in the papermaking stage, while the processing technology 
in the conversion stage is different. Among the tissue paper 
enterprises, there are hundreds type of finished products and 
dozens type of base paper. In production scheduling of tis-
sue paper enterprises, jobs with the same type of processing 
technology in the papermaking stage are often arranged to 
be produced together, and the same type of processing tech-
nology in the conversion stage are arranged to be produced 
together as far as possible. However, due to the differences 
between the machine, the two jobs of continuous produc-
tion in the papermaking stage are not necessarily continuous 
production in the conversion stage, which makes it difficult 
to reduce production switching.

Tissue paper enterprises are energy intensive manufactur-
ing industries. Processing energy consumption and setting 
energy consumption are the two parts that account for the 
largest proportion of total energy consumption. The pro-
cessing energy consumption of the job is not only related to 
the process of the product, but also to the machine. In the 
papermaking stage, the grammage of the product is one of 
the most important factors affecting the energy consump-
tion. The larger the grammage, the greater the energy con-
sumption. The processing energy consumption of conversion 
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stage is mainly related to the height and length of the small 
roll. The speed of the machine varies greatly according to 
the height and length of the small roll, which leads to the dif-
ference of energy consumption between products. In the tis-
sue paper enterprises, setup time and setup energy consump-
tion are related to the processing sequence and machine. 
For example, in the papermaking stage, there is a difference 
between the energy consumption of the conversion from 
low grammage products to high grammage products and the 
energy consumption of the conversion from high grammage 
products to low grammage products. In addition, accord-
ing to the characteristics of production scheduling in tissue 
paper enterprises, this paper has the following assumptions:

1. Each product can be produced in any production line.
2. The second operation can only be started after the first 

operation is completed.
3. Any production line can only process one job at a time.
4. Once a job starts production, it cannot be interrupted.
5. A job can no longer be divided into multiple jobs.

2.2  Modeling

In the two-stage flexible flow shop, it is assumed that there 
a re  n  jobs  J =

{

J1, J2,… , Jn
}

 and  m  machines 
M =

{
M1,M2,… ,Mm

}
 .  There  a re  m1 machines 

Mp =
{
M

p

1
,M

p

2
,… ,M

p

m1

}
 in the first stage and m2 machines 

Mc =
{
Mc

1
,Mc

2
,… ,Mc

m2

}
 in the second stage. According to 

the process characteristics of jobs in the first stage, jobs can 
be divided into p types, according to these p types of jobs, 
all jobs can be divided into p′ groups G� =

{
G�

1
,G�

2
,… ,G�

p�

}
 . 

The Group G′
i
 contains p′′

i
 jobs, each group contains jobs of 

the same type, different groups may have the same type of 
jobs. �G′

i
 represents the sequence of jobs in group G′

i
 , �G�

i
(j) 

represents the j-th job in group G′
i
 . According to the process 

characteristics of jobs in the second stage, jobs can be 
divided into c types, according to these c types of jobs, all 
jobs can be divided into c′ groups G�� =

{
G��

1
,G��

2
,… ,G��

c�

}
 . 

The Group G′′
i
 contains c′′

i
 jobs, each group contains jobs of 

the same type, different groups may have the same type of 
jobs. Each G′

j
 is consist of multiple G′′

i
 . �G′′

i
 represents the 

sequence of jobs in group G′′
i
 , �G��

i
(j) represents the j-th job 

in group G′′
i
 . Because jobs of the same process can be 

divided into multiple groups, so p ≤ p′ and c ≤ c′ . Because 
of the jobs with the same process in the second stage, they 
must have the same process in the first stage. On the con-
trary, jobs with the same process in the first stage, they may 
not have the same process in the second stage. Therefore, 
p ≤ c , but p′ may not be less than c′ . Combined with group 
technology, the energy-aware scheduling model of two-stage 
flexible flow shop can be represented by the following 
formula:

(1)

{
min (C)

min (E)
,

(2)E = Ep + Es
,

(3)C = max
(
Ci,h

)
∀i ∈ J; ∀h ∈ M,

Fig. 1  The example of types of 
jobs in tissue paper enterprises
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where C is the makespan, E is the total energy consumption, 
Ci,h represents the complete time of group i or the complete 
time of job i on machine h. Ep represents the processing 
energy consumption, Es represents the setup energy con-
sumption. Oi,j={0, 1} , it equals one means that group i or job 
i is processed on machine j, it equals zero means that group 
i or job i is not processed on machine j. Because the jobs of 

(4)

Ep =
�
i∈G�

�
j∈Mp

⎛
⎜⎜⎝
Oi,j ⋅ U

p

i,j
⋅

�
k∈G�

i

T
p

k,j

⎞
⎟⎟⎠
+
�
i∈G��

�
j∈Mc

⎛
⎜⎜⎝
Oi,j ⋅ U

p

i,j
⋅

�
k∈G��

i

T
p

k,j

⎞
⎟⎟⎠
,

(5)

Es =
∑
i∈G�

∑
j∈G�

∑
h∈Mp

Qi,j,h ⋅ P
s
i,j,h

⋅ Ts
i,j,h

+
∑
i∈G��

∑
j∈G��

∑
h∈Mc

Qi,j,h ⋅ P
s
i,j,h

⋅ Ts
i,j,h

,

(6)Qi,j,h

(
Bj,h − Ci,h − Ts

i,j,h

)
= 0 ∀i, j ∈ G�

; ∀h ∈ Mp
,

(7)

⎧
⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

�
h∈Mc

Oj,hBj,h =
�
k∈Mp

O
�G��

j
(1),kC�G��

j
(1),k

if j is the first job group on the machine ∀j ∈ G��

Qi,j,h

�
Bj,h −max

�
Ci,h,

�
k∈Mp

O
�G��

j
(1),kC�G��

j
(1),k

�
− Ts

i,j,h

�

= 0 else ∀i, j ∈ G��;∀h ∈ Mc

,

(8)B
�G�

i
(k+1),h − C

�G�
i
(k),h = 0 ∀i ∈ 1, 2,… , p�; ∀k ∈ 1, 2,… , p��

i
−1; ∀h ∈ Mp

,

(9)B
�G��

i
(k+1),h −max(C

�G��
i
(k),h,

∑
j∈Mp

O
�G��

i
(k+1),j ⋅ C�G��

i
(k+1),j) = 0 ∀i ∈ 1, 2,… , c�; ∀k ∈ 1, 2,… , c��

i
−1; ∀h ∈ Mc

,

(10)T
p

i,j
=
∑
k∈i

T
p

k,j
∀i ∈ G�,

(11)T
p

i,j
=
∑
k∈i

T
p

k,j
∀i ∈ G��,

(12)Ci,h − Bi,h = T
p

i,h
∀i ∈ G� ∪ J; ∀h ∈ Mp

,

(13)Ci,h − Bi,h = T
p

i,h
∀i ∈ G�� ∪ J; ∀h ∈ Mc

,

(14)
∑
j∈Mp

Oi,j = 1∀i ∈ J,

(15)
∑
j∈Mc

Oi,j = 1∀i ∈ J,

the same group have the same process, the processing power 
of the jobs of the same group on the same machine is the 
same, Up

i,j
 is the processing power of group i on machine j. 

T
p

k,j
 represents the processing time of group k or job k on 

machine j. Qi,j,h = {0, 1} , when group i and group j are two 
consecutive processing job groups of machine h, Qi,j,h = 1 , 
otherwise, Qi,j,h = 0 . Ps

i,j,h
 represents the power of group i 

switching to group j on machine h, it equals the power of last 
job of group i switching to the first job of group j on machine 
h. Ts

i,j,h
 represents the setup time of group i switching to group 

j on machine h, it equals the setup time of the last job of 
group i switching to the first job of group j on machine h.

Formulas (6) and (7) ensure that the machine can only 
process one group at the same time, where Bj,h represents 
the start time of the group j or job j on machine h. In stage 
one, the start time of the next group is the end time of the 
previous group plus the setup time. In stage two, the start 
time of the next group is equal to the maximum value of 
the completion time of the first operation of first job of the 

group and the completion time of the previous group plus 
the setup time. In addition, formulas (8) and (9) indicate the 
jobs in each group must not be preempted, that means the 
start of the next job must wait until the end of the previous 
job. Moreover, in stage two, the start of the job must wait 
until the completion of the previous operation of the job. 
Equations (10) and (11) show that the processing time of 
each group is equal to the total processing time of all jobs 
in the group. Formulas (12) and (13) indicate that each job 
cannot be interrupted once it is started. Formulas (14) and 
(15) indicate that each job must and can only be processed 
once in each stage.

3  The Improved Multi‑objective Scatter 
Search Algorithm

The scatter search algorithm was first proposed by Glover 
[39] to solve the integer programming problem. The scat-
ter search algorithm defines a flexible framework, which 
contains multiple modules, including diversity generation 
module, solution improvement module, reference set update 
module, subset generation module, solution combination 
module, etc. The scatter search algorithm forms high-quality 



 International Journal of Computational Intelligence Systems           (2022) 15:60 

1 3

   60  Page 6 of 20

and diverse solutions in the reference set, and then generates 
new solutions through the subset generation and combina-
tion methods, and improves the new solutions by the solu-
tion improvement method, and then renews the reference 
set, and obtains the global optimal solution or satisfactory 
solution by continuously cycling the above steps. The Fig. 2 
is the flow chart of the scatter search algorithm. Accord-
ing to the characteristics of the problem, combined with the 
fast non-dominated sorting algorithm, this paper develops an 
improved multi-objective scatter search algorithm (IMSS). 
First, a three-layer chromosome coding scheme is proposed, 
and a dynamic split strategy is used to split the job group 
dynamically in the process of chromosome decoding to 
ensure the load balance between machines. To ensure the 
diversity of population, a method of population diversity 
generation is developed and applied to the reference set 
updating method. In addition, according to the characteris-
tics of encoding, a combination method and a local improve-
ment method are designed. Each step of the proposed algo-
rithm is shown in Fig. 2.

3.1  Encoding and Decoding

According to the research problem, in the first stage, the 
problems of processing sequence of job groups 

G� =

{
G�

1
,G�

2
,… ,G�

p�

}
 and machine assignment need to be 

solved. Because the jobs in the same group are of the same 
type, the order of jobs in the same group does not affect the 
setup energy consumption and completion time. In addition, 
this paper uses the rule that the machine with the earliest 
available time is assigned first. When the order of job groups 
is determined, the problem of machine assignment is solved. 
Therefore, the processing sequence of job groups 
G� =

{
G�

1
,G�

2
,… ,G�

p�

}
 can be represented by a vector. To 

reduce setup energy consumption, we combine jobs with the 
same process in the first stage into a group. For example, 
when p� = 3 , it can use [1–3] to represent the processing 
sequence of groups in stage one. The first chromosome 
dete r mines  the  process ing  order  of  g roups 
G� =

{
G�

1
,G�

2
,… ,G�

p�

}
 , but it cannot determine the process-

ing order of groups G�� =
{
G��

1
,G��

2
,… ,G��

c�

}
 . As the job 

sequence of each group G′
i
 will affect the completion time 

and energy consumption of the second stage. Therefore, we 
use a chromosome to represent the jobs sequence of each 
group G′

i
 . To reduce switching, the minimum unit of 

sequencing for each group G′
i
 is set to a G′′

i
 . Suppose G′

1
 

consists of G′′
1
 , G′′

2
 and G′′

3
 , G′

2
 consists of G′′

4
 , G′′

5
 and G′′

6
 , G′

3
 

consists of G′′
7
 and G′′

8
 . Then, the second chromosome can be 

Fig. 2  The flow chart of scatter 
search algorithm
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represented by a vector [1–8]. In addition, the sequence of 
jobs in each group G′′

i
 does not affects energy consumption, 

but affects the completion time. Because the jobs of each 
group G′′

i
 are processed on the same machine in the first and 

second stages, to reduce the makespan, according to the 
NEH rule, the jobs of each group G′′

i
 are sorted according to 

the processing time from small to large. So, the third layer 
chromosome represents the jobs sequence of each group G′′

i
 , 

and it is fixed. Figure 3 shows a three-layer chromosome 
representation of jobs J1−J20 . Here, it is assumed that the 
processing time of jobs J1−J20 increase from small to large.

In the iteration process, chromosomes need to be decoded 
to form a feasible production schedule. The first layer of 
chromosomes represents sequence of G′ . Because the jobs 
of the same group G′

i
 have the same process in the first 

stage, in order to reduce the setup energy consumption, the 
jobs of the same group G′

i
 should be processed on the same 

machine in the first stage. Assume there are three machines 
Mp =

{
M

p

1
,M

p

2
,M

p

3

}
 in the first stage, Mp

1
 has the earliest 

available time, then Mp

2
 , and finally Mp

3
 . Assume there are 

three machines Mc =
{
Mc

1
,Mc

2
,Mc

3

}
 in the second stage, 

Mc
1
 has the earliest available time, then Mc

2
 , and finally 

Mc
3
 . According to the above chromosome coding, for the 

convenience of demonstration, it is assumed that the pro-
cessing time of all jobs is the same. The first layer chro-
mosome is [1–3], which means that the jobs of G′

3
 are first 

arranged to be processed in Mp

1
 . According to the second 

layer chromosome and the third layer chromosome, the job 
sequence of G′

3
 is [17–20], so the job processing sequence 

on Mp

1
 is [17–20]. Similarly, the processing sequence on Mp

2
 

is [1–7], and the processing sequence on Mp

3
 is [8–16]. Fig-

ure 4 is the job processing sequence diagram of the three 
machines. From the figure, it can be seen that the load of 
the machine is unbalanced, the load of Mp

1
 is much less than 

that of Mp

3
 . For this reason, a dynamic split strategy (DSS) is 

proposed, the J10 and J11 are moved to the Mp

1
 through DSS 

and thus balance the load of Mp

1
 and Mp

3
 . The detail of the 

DSS is described in Sect. 3.2. Although G′
2
 is split and the 

setup energy consumption is increased, but the load of the 
machine is balanced, the result is shown in Fig. 5.

According to the processing sequence of group 
G�� =

{
G��

1
,G��

2
,… ,G��

c�

}
 in the first stage, calculate 

the starting processing time of each group G′′
i
 , sort 

G�� =
{
G��

1
,G��

2
,… ,G��

c�

}
 from small to large according to 

the start processing time, then the processing sequence of 

Fig. 3  Three-layer chromosome scheme

Fig. 4  The jobs processing 
sequence in stage one
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G�� =
{
G��

1
,G��

2
,… ,G��

c�

}
 in the second stage can be obtained. 

For example, according to the processing sequence of 
the first stage, the order of G�� =

{
G��

1
,G��

2
,… ,G��

c�

}
 is 

[8,1,4,7,6,2,5_1,5_2,3], 5_1 consists of J10 and J11 , 5_2 
consists of J12 , J13 and J14 , 5_1 and 5_2 are part of G′′

5
 

and has the same process. According to the third layer chro-
mosome and [8,1,4,7,6,2,5_1,5_2,3], it can obtain the jobs 
processing sequence of Mc

1
 is [13, 14, 17–20], and the jobs 

processing sequence of Mc
2
 is [1–6], and the jobs processing 

sequence of Mc
3
 is [7–12, 15, 16]. Figure 5 shows the job pro-

cessing sequence of the machines in the second stage. It can 
be seen from the Fig. 6, although the setup energy consump-
tion is increased when move J14 from Mc

3
 to Mc

1
 via dynamic 

split strategy, but the load of the machines is more balanced, 
the result is shown as Fig. 7. In this paper, dynamic splitting 
strategy is used to achieve load balancing of the machines 

with the minimum increment of setup energy consumption. 
It should be noted that when adjusting the job in stage two, 
the completion time of the job in stage one should be con-
sidered to ensure that the processing of the job follows the 
constraints of processing sequence.

3.2  Dynamic Split Strategy

It is easy to cause the load imbalance of the machines by 
scheduling jobs in groups as described above. The imbalance 
referred to here can be understood as that there are some 
jobs that can be processed earlier when it is moved to other 
machines for processing, such as J14 in Fig. 6. Therefore, 
the machine load balance here refers to that no job can be 
processed earlier by moving jobs to other machines. In this 
paper, a dynamic splitting strategy is developed to balance 
the load of the machines. The specific steps are as follows:

Fig. 5  The adjusted job process-
ing sequence of stage one

Fig. 6  The jobs processing 
sequence in stage two
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Fig. 7  The adjusted job process-
ing sequence in stage two
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3.3  Method of Diversity Population Generation

Generating diverse population is one of the conditions to 
ensure the global search ability of scatter search algorithm. 
A diverse population means that each individual has a large 
distance. There are many indicators to measure individual 
distance, suppose D

(
x1, x2

)
 is the distance between indi-

vidual x1 and x2 , in this paper, D
(
x1, x2

)
 is set as the sum 

of different edges of two individuals. For example, given 
two individuals x1 = [1, 3, 5, 4, 2] and x2 = [5, 4, 1, 2, 3] . The 
edges of x1 are (1,3), (3,5), (5,4), (4,2), the edges of x2 are 
(5,4), (4,1), (1,2), (2,3), so D

(
x1, x2

)
= 3 . Because the third 

layer chromosome is fixed, only the first and second layers 
of chromosomes need to be generated. The proposed popula-
tion generation method is as follows.

3.4  The Solution Improvement Method

Apply the improvement method to the solution can further 
improve the quality of the solution. The solution improve-
ment method is generally designed based on the local search 
method. Although the complex method can improve the 
quality of the solution more effective, it will also increase 
the operation time. However, the too simple method is dif-
ficult to improve the quality of the solution. In this paper, a 
solution improvement method is designed based on variable 
neighborhood search algorithm. The key of variable neigh-
borhood search algorithm is neighborhood action. Accord-
ing to the characteristics of chromosome coding, three kinds 
of neighborhood actions are designed in this paper. The first 
neighborhood action is to use the exchange, inversion and 
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insertion operators to disturb the first layer chromosome, so 
as to generate new individuals. The second neighborhood 
action is to use the exchange, inversion and insertion opera-
tors to disturb a segment of the second layer chromosome, 
which the segment is the segment of the second layer chro-
mosome that correspond to the job group G′

i
 which is ran-

domly selected from G′ . The third neighborhood action is to 
combine the first two neighborhood actions. The following 
is the flow of the proposed solution improvement method.

3.6  The Solution Combination Method

According to the characteristics of coding, this paper 
designs three solution combination methods. In the first 
method, the first layer chromosome of the two solutions is 
crossed and the second layer and the third layer chromo-
some remain unchanged. In the second method, the second 
layer chromosome of the two solutions is crossed, and the 
first layer and third layer chromosome remain unchanged. 
The third method is to cross the first layer and second layer 

3.5  Subset Generation Method

In the scatter search algorithm, the reference set Ref con-
sists of two parts, Ref1  and Ref2 , respectively. Where Ref1 
stores high-quality solutions, while Ref2 stores diverse solu-
tions. In this paper, two subsets are generated, the first subset 
Subset1 =

{
p1, p2

}
 is composed of two solutions selected by 

the tournament selection mechanism from Ref1 . The second 
subset Subset2 =

{
p3, p4

}
 is also composed of two solutions, 

one is selected from Ref1 by the tournament selection mech-
anism, and the other is selected from Ref2 by the tournament 
selection mechanism.

chromosomes at the same time, and the third layer chromo-
some remain unchanged. The crossing method used in this 
paper is the linear order crossover (LOX) [40]. First, three 
methods are used to combine the solutions of subset one and 
subset two, and a total of six new solutions are obtained. 
Then the Pareto rank and crowding distance of each solu-
tion are calculated. Finally, according to the Pareto rank and 
crowding distance, the best one of the six new solutions is 
selected to inherit to the next generation.
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3.7  Reference Set Updating Method

Through the solution combination method and the solu-
tion improvement method, a new population popn will be 
obtained. Based on the old reference set and the new popu-
lation, the new reference set can be obtained using the ref-
erence set updating method. The developed reference set 
update method is as follows: (1) Merge the new popula-
tion popn and Ref , remove the repeated solution to get the 
remaining solution popu , and calculate the Pareto rank and 
crowding distance of each solution of popu . (2) Assume 
the size of Ref1 is Ref1_num , the size of Ref2 is Ref2_num , 
the size of popu is popu_num , if the popu_num less than 
Ref1_num  + Ref2_num  ,  then Ref1_num  + Ref2_num
-popu_num solutions are generated by diversity genera-
tion method and added to popu to obtain a new population 
popun , and calculate the Pareto rank and crowding distance 
of each solution of popun . Select Ref1_num best solutions 
as the new Ref1 and Ref2_num solutions with the largest 
distance as the new Ref2 from popun . Otherwise, select 
Ref1_num best solutions as the new Ref1 and Ref2_num 

solutions with the largest distance as the new Ref2 from 
popu.

4  Experiment

To prove the superiority of the proposed algorithm, this 
paper compares the proposed algorithm with NSGA-II, 
which is an outstanding multi-objective optimization algo-
rithm. All algorithms are written in MATLAB 2015b and the 
operating environment: Windows 10, 8G RAM, 2.11 GHz 
Intel Core i7-8650U.

4.1  Experiment Data

Because of the particularity of the problem, there is no 
standard data set available. In this paper, based on the real 
data of tissue paper enterprise, Monte Carlo method is used 
to generate the required experimental data. A total of 25 
scheduling problems are used to test the performance of 
the proposed algorithm, and the information contained in 
each problem is shown in Table 1. The number of process 
types indicates the process selection range of the jobs of the 
scheduling problem in each stage. For example, the num-
ber of process types in the first stage is 20, indicating that 
the process in the first stage of each job of the scheduling 
problem is randomly selected from 20 processes. Similarly, 
the number of process types in the second stage is 100, indi-
cating that the process in the second stage of each job of 
the scheduling problem is randomly selected from 100 pro-
cesses. The number of machines for both the first and second 
stages is set to five. The size of each job is randomly gener-
ated from [120,000,180,000], and the processing speed of 
each machine is randomly generated from [900,1200], where 
the machines have the same speed when processing the job 
with same processes. The processing energy consumption 
per unit time of machine in stage one and stage two is gen-
erated from [1200,1500] and [120,150], respectively. The 
machines have the same processing energy consumption per 
unit time when processing the jobs with the same processes. 
The setup energy consumption per unit time of machine 
stage one and stage two is generated from [800,1000] and 
[80,100], respectively. The setup time in stage one and stage 
two is generated from [10,60]. The setup energy consump-
tion per unit time and setup time relate to the processes of 
the two consecutive jobs and machine.

4.2  Evaluation Methods

The multi-objective optimization algorithm obtains the non-
dominated solution set. The quality of the non-dominated 
solution set can be measured from the uniformity, univer-
sality and the degree of approaching the optimal solution. 

Table 1  The details of 25 scheduling problems

Problems Number of jobs The number of 
process types in 
stage one

The number of 
process types in 
stage one

J1 200 20 100
J2 200 20 100
J3 200 20 100
J4 200 20 100
J5 200 20 100
J6 250 25 125
J7 250 25 125
J8 250 25 125
J9 250 25 125
J10 250 25 125
J11 300 30 150
J12 300 30 150
J13 300 30 150
J14 300 30 150
J15 300 30 150
J16 350 35 175
J17 350 35 175
J18 350 35 175
J19 350 35 175
J20 350 35 175
J21 400 40 200
J22 400 40 200
J23 400 40 200
J24 400 40 200
J25 400 40 200
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At present, many evaluation methods only evaluate one of 
the indexes of the solution. The hypervolume (HV) index 
is one of the rare indexes that can evaluate the uniformity, 
universality and the degree of approaching the optimal solu-
tion at the same time [41]. In this paper, hypervolume index 
is used to evaluate the quality of solution. The larger the 
hypervolume index is, the better the quality of solutions is. 
In addition, the evolutionary algorithm is stochastic, and it 
is not reliable to compare the differences between the algo-
rithms only through one run. In this paper, each algorithm 
is run 20 times, and t-test is used to test whether there is 
significant difference between the two algorithms. The sig-
nificance level is set to 95%, and the corresponding p value 
is 0.05, that is, when p value is less than 0.05, it can be con-
sidered that there is significant difference between the two 
algorithms. All algorithms have the same population size 
and number of iterations, that is, the population size is set 
to 100, and the maximum number of iterations is set to 100. 
In addition, the crossover and mutation rates of NSGA-II are 
set to 0.8 and 0.2, respectively.

4.3  Results and Discussion

To prove the effectiveness of group technology in reducing 
energy consumption, 25 scheduling problems are solved by 
NSGA-II without group technology, and then 25 schedul-
ing problems are solved by NSGA-II with group technology 
(NSGA-II-GT). Table 2 shows the average energy consump-
tion and the average makespan obtained by NSGA-II and 
NSGA-II-GT. It can be seen from Table 2 that not only the 
energy consumption of NSGA-II-GT is lower than that of 
NSGA-II, but also the makespan of NSGA-II-GT is smaller 
than that of NSGA-II. This is because after grouping the 
same type of jobs, a lot of setup time is reduced, thus the 
makespan is reduced. Figure 8 shows the energy consump-
tion and makespan reduction rate of NSGA-II-GT compared 
with NSGA-II, the energy consumption reduction rate can 
reach 20.25%, while the makespan reduction rate can reach 
13.68%. The average energy consumption reduction rate and 
makespan reduction rate are 19.23% and 13.06%, respec-
tively. It can be seen from Table 2 and Fig. 8 that group 

Table 2  The average energy 
consumption and the average 
makespan obtained by NSGA-II 
and NSGA-II-GT

"+" means NSGA-II-GT is better than NSGA-II, "−" means NSGA-II-GT is worse than NSGA-II, "=" 
means there is no significant difference between NSGA-II-GT and NSGA-II. Bold indicates the winner

Problems Energy consumption Metric Makespan Metric

NSGA-II NSGA-II-GT NSGA-II NSGA-II-GT

J1 834,450 666,911  + 7707 6728  + 
J2 830,510 671,116  + 7702 6698  + 
J3 841,519 672,746  + 7845 6828  + 
J4 826,057 658,766  + 7737 6721  + 
J5 837,281 668,368  + 7698 6701  + 
J6 1,042,808 847,716  + 9619 8350  + 
J7 1,049,222 845,061  + 9678 8459  + 
J8 1,057,701 857,602  + 9626 8359  + 
J9 1,064,636 863,027  + 9653 8332  + 
J10 1,054,478 855,426  + 9671 8440  + 
J11 1,251,866 1,011,555  + 11,488 9996  + 
J12 1,274,342 1,022,181  + 11,611 10,092  + 
J13 1,262,525 1,025,688  + 11,546 9996  + 
J14 1,270,066 1,022,274  + 11,577 10,039  + 
J15 1,263,347 1,019,270  + 11,588 10,093  + 
J16 1,489,374 1,209,501  + 13,524 11,779  + 
J17 1,484,925 1,212,374  + 13,513 11,726  + 
J18 1,495,354 1,210,407  + 13,632 11,868  + 
J19 1,479,235 1,195,657  + 13,487 11,709  + 
J20 1,478,787 1,198,872  + 13,527 11,798  + 
J21 1,700,021 1,383,907  + 15,349 13,331  + 
J22 1,700,846 1,374,400  + 15,411 13,364  + 
J23 1,688,963 1,362,222  + 15,411 13,382  + 
J24 1,721,091 1,401,151  + 15,507 13,462  + 
J25 1,704,244 1,371,262  + 15,420 13,421  + 
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technology has significant effect on reducing energy con-
sumption and makespan.

Group technology merges all kinds of the same jobs 
together, which may reduce the freedom of scheduling and 
leads to the imbalance of machine load. Figure 9 is the Gantt 
chart of a solution obtained by NSGA-II-GT. It can be seen 
from the figure that the load of both the first stage machine 
and the second stage machine is unbalanced, which means 
that some jobs can be processed in advance, such as job 147, 
139,130, etc. Besides, it can be seen that the load unbalance 
of stage one is higher than that of stage two. The reason is 
that there are more jobs in each group in stage one, which 
leads to lower freedom of scheduling. It should be noted 
that the process of the job is uniformly distributed in this 
study. If not, the size of each group is more different, which 
is more likely to lead to load imbalance. For this reason, a 
dynamic splitting strategy is designed to reduce the machine 
imbalance caused by group technology. Figure 10 shows 
the Gantt chart of the solution obtained by NSGA-GT with 
dynamic split strategy (NSGA-GTDSS), it can be seen from 
the figure that some jobs have been started earlier, and some 
additional setup time and setup energy consumption may 
be increased at the same time. To analyze the performance 
of the dynamic splitting strategy, for each problem, 1000 
individuals are randomly generated and then decoded by 
decoding scheme with dynamic splitting strategy (DS-DSS) 
and the decoding scheme with no dynamic splitting strat-
egy (DS-NDSS), respectively. Figures 11 and 12 show the 
average makespan and energy consumption of DS-DSS and 
DS-NDSS. Figure 11 shows that the makespan of DS-DSS 
is smaller than that of DS-NDSS, but Fig. 12 shows that 
the energy consumption of DS-DSS is higher than that of 

DS-NDSS. Figure 13 shows the degree of unbalance of DS-
DSS and DS-NDSS, it can be seen the degree of unbalance 
of DS-DSS less than 4%, while the degree of unbalance of 
DS-DSS greater than 10% and the highest is about 20%. 
From Fig. 13, it can be concluded that the dynamic splitting 
strategy can effectively balance the load of the machines. 
Although dynamic splitting strategy leads to the increase of 
energy consumption, but the makespan is reduced, and the 
machine load is more balanced.

To make a fair comparison between NSGA-II and IMSS, 
IMSS and NSGA-II adopt group technology and dynamic 
splitting strategy simultaneously (IMSS-GTDSS, NSGA-
II-GTDSS). Because the solutions obtained by NSGA-II-
GTDSS and IMSS-GTDSS are non-dominated solution sets, 
the HV index is used to measure the quality of the solutions 
of the two algorithms, and analyze the difference between 
the two algorithms through t-test. Table 3 lists the HV met-
rics of the solutions obtained by the two algorithms and the 
result of the t-test. From Table 3, it can be seen that the HV 
index of the solutions obtained by IMSS-GTDSS algorithm 
is larger than that of NSGA-II-GTDSS, indicating that the 
solutions obtained by IMSS-GTDSS have better quality. The 
p value of all t-tests is less than 0.05, which indicates that 
there is a significant difference between IMSS-GTDSS and 
NSGA-II-GTDSS. Table 4 shows the average energy con-
sumption and the average makespan of NSGA-II-GTDSS 
and IMSS-GTDSS, it can be seen from the table that the 
average makespan obtained by IMSS-GTDSS are less than 
those obtained by NSGA-II-GTDSS, and the most of aver-
age energy consumption obtained by IMSS-GTDSS are less 
than those obtained by NSGA-II-GTDSS. There is no energy 
consumption and makespan obtained by NSGA-II-GTDSS 
is less than that obtained by IMSS-GTDSS simultaneously. 
Figure 14 shows the energy consumption and makespan 
reduction rate of IMSS-GTDSS compared with NSGA-II. 
It can be seen from the figure that the energy consumption 
can be reduced by 20.18% and the makespan can be reduced 
by 15.64%. The average energy consumption reduction rate 
and makespan reduction rate are 19.24% and 15.07%. Com-
pared with NSGA-II-GT, the energy consumption reduction 
rate is similar, but the makespan reduction rate is increased 
by about 2%, and it is mentioned that the dynamic splitting 
strategy has a significant effect on the load balance of the 
machine. Thus, the dynamic splitting strategy can be consid-
ered in decoding. Moreover, in order to evaluate the robust-
ness of the proposed method, the coefficient of variation 
(CV) is used to evaluate the discrete degree of the solution. 
Figure 15 shows the CV of HV index of NSGA-II-GTDSS 
and IMSS-GTDSS. It can be seen from the figure that most 
of the CV of IMSS-GTDSS is smaller than that of NSGA-
II-GTDSS, indicating that the solutions of IMSS-GTDSS 
algorithm are less discrete and the IMSS-GTDSS has better 
robustness than NSGA-II-GTDSS.

Fig. 8  The energy consumption reduction rate and makespan reduc-
tion rate
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5  Conclusions

In this paper, the problem of energy-aware scheduling of 
two-stage flexible flow shop considering inconsistency of 
the process differences of jobs is studied. Group technology 
is used to reduce setup energy consumption, and dynamic 
split strategy is used to solve the problem of unbalanced 
machine load caused by group technology. According to the 

characteristics of the research problem, an improved multi-
objective scatter search algorithm is proposed to solve the 
problem. The experimental results show that the group tech-
nology can not only reduce the energy consumption, but 
also reduce the makespan, and the dynamic split strategy 
can effectively balance the load of the machine. Finally, by 
comparing with the existing excellent algorithms, it shows 

Fig. 9  The Gantt chart of the solution of NSGA-II-GT. a, b correspond to the Gantt chart of the first stage and the second stage, respectively
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that the improved multi-objective scatter search algorithm 
has better performance.

The personalized needs of consumers are constantly 
improving. The traditional manufacturing systems are 
bound to seek transformation and upgrading. The manufac-
turing system of enterprises must develop more advanced 

technology, which can effectively improve production effi-
ciency and reduce costs on the premise of meeting the needs 
of consumers. This study can provide a reference way for 
enterprises to reduce energy consumption cost and improve 
production efficiency in the operation level under the multi-
variety and small batch manufacturing mode.

Fig. 10  The Gantt chart of the solution of NSGA-II-GTDSS. a, b correspond to the Gantt chart of the first stage and the second stage, respec-
tively
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Job delivery time is one of the important factors affecting 
production scheduling, and future work will consider the 
group strategy with job delivery time. The energy consump-
tion cost is closely related to the electricity price, and the 
optimization of energy consumption cost under time-of-use 
electricity tariffs is also one of the future works. In addition, 
in practical applications, the speed of the algorithm is a non-
negligible problem, and how to speed up the algorithm in 
solving large-scale problems is a challenge.

Fig. 11  The average makespan of DS-DSS and DS-NDSS

Fig. 12  The average energy consumption of DS-DSS and DS-NDSS

Fig. 13  The degree of unbalance of DS-DSS and DS-NDSS

Table 3  The HV metrics obtained by NSGA-II-GTDSS and IMSS-
GTDSS and the result of the t-test

"+" means IMSS-GTDSS is better than NSGA-II-GTDSS, "−" 
means IMSS-GTDSS is worse than NSGA-II-GTDSS, "=" means 
there is no significant difference between IMSS-GTDSS and NSGA-
II-GTDSS. Bold indicates the winner

Problems NSGA-II- GTDSS IMSS-GTDSS Metric

J1 2.19E+07 2.87E+07 +
J2 2.25E+07 3.11E+07 +
J3 2.24E+07 3.03E+07 +
J4 1.36E+07 2.36E+07 +
J5 1.67E+07 2.52E+07 +
J6 2.99E+07 3.96E+07 +
J7 3.01E+07 4.42E+07 +
J8 2.87E+07 3.86E+07 +
J9 1.83E+07 2.74E+07 +
J10 3.60E+07 4.90E+07 +
J11 2.08E+07 2.77E+07 +
J12 2.35E+07 3.05E+07 +
J13 3.60E+07 5.15E+07 +
J14 2.25E+07 2.94E+07 +
J15 3.41E+07 4.80E+07 +
J16 4.70E+07 6.07E+07 +
J17 5.06E+07 7.25E+07 +
J18 3.38E+07 5.94E+07 +
J19 4.37E+07 5.72E+07 +
J20 4.10E+07 6.04E+07 +
J21 3.24E+07 5.70E+07 +
J22 5.74E+07 8.51E+07 +
J23 4.65E+07 7.01E+07 +
J24 5.57E+07 8.10E+07 +
J25 5.58E+07 8.43E+07 +
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Table 4  The average energy 
consumption and the average 
makespan obtained by NSGA-
II-GTDSS and IMSS-GTDSS

"+" means IMSS-GTDSS is better than NSGA-II-GTDSS, "−" means IMSS-GTDSS is worse than NSGA-
II-GTDSS, "=" means there is no significant difference between IMSS-GTDSS and NSGA-II-GTDSS. 
Bold indicates the winner

Problems Makespan Energy consumption

NSGA-II-GTDS IMSS-GTDSS Metric NSGA-II-GTDS IMSS-GTDSS Metric

J1 6714 6576  + 672,404 670,176  = 
J2 6672 6511  + 672,429 667,819  + 
J3 6817 6640  + 676,225 671,685  + 
J4 6715 6557  + 667,581 660,282  + 
J5 6692 6523  + 671,641 672,427  = 
J6 8335 8145  + 852,751 848,866  + 
J7 8419 8233  + 845,157 841,643  + 
J8 8348 8150  + 857,827 853,628  + 
J9 8328 8143  + 865,993 866,018  = 
J10 8403 8217  + 857,387 851,939  + 
J11 9949 9774  + 1,003,730 1,012,080 -
J12 10,080 9855  + 1,031,200 1,029,610  = 
J13 9984 9789  + 1,027,110 1,026,130  = 
J14 10,019 9826  + 1,027,650 1,030,270  = 
J15 10,106 9862  + 1,022,650 1,018,730  = 
J16 11,746 11,529  + 1,201,700 1,199,850  = 
J17 11,734 11,461  + 1,205,840 1,204,110  = 
J18 11,853 11,612  + 1,211,460 1,201,950  + 
J19 11,707 11,447  + 1,198,710 1,196,670  = 
J20 11,737 11,525  + 1,193,380 1,197,710  = 
J21 13,357 13,092  + 1,386,680 1,383,250  = 
J22 13,343 13,055  + 1,380,890 1,382,580  = 
J23 13,392 13,136  + 1,366,540 1,365,500  = 
J24 13,446 13,206  + 1,404,230 1,400,350  = 
J25 13,424 13,116  + 1,375,460 1,370,130  = 

Fig. 14  The energy consumption reduction rate and makespan reduc-
tion rate of IMSS-GTDSS Fig. 15  The CV of IMSS-GTDSS and NSGA-II-GTDSS
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