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# Statistical Analysis of An Eigendecomposition Based Method for 2-D Frequency Estimation* $\dagger$ 
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#### Abstract

An eigendecomposition based method for twodimensional frequency estimation is analyzed in this paper. This method, to be referred to as matrix pencil (MP) method, computes a smoothed data covariance matrix, then its eigendecomposition, and then the two-dimensional frequencies via a MP approach. The MP method is now known to be more efficient in computation than many other methods and able to provide a near optimum performance for relatively large signal-to-noise ratio (SNR). The aim of this paper is to provide a further analysis of the MP method assuming a moderate SNR. To make the problem tractable, a large two-dimensional data set is considered. In this paper, a number of fundamental relations inherent in the MP method are revealed which lead to a general expression of the large-sample covariances of the estimated twodimensional frequencies. The large-sample covariances are reduced to a very simple form for the single two-dimensional frequency case. The theoretical covariances are verified by the simulation results.


## 1. INTRODUCTION

The statistical analysis of multi-dimensional (M-D) frequency estimation techniques is an open research field. In the past two decades, a large number of algorithms have been developed for frequency estimation (or the related problem: array processing), and an increasing attention has been received for statistically analyzing these algorithms (see Stoica and Söderström (1991) and a list of references thereof). However, relatively little analytical work has been reported for M-D frequency estimation methods. This is partially due to the fact that most one-dimensional methods can be effectively used for the M-D problem and an

[^0]understanding of the one-dimensional methods can provide many insights we need to know. The second reason for a lack of analytical work for the M-D problem is the level of complexity involved in the M-D analysis which certainly has discouraged many researchers. On the other hand, however, the M-D analysis is very important in that (1) the M-D analysis can provide an insight that could not be obtained through one-dimensional analysis, and (2) the M-D analysis can allow us to see certain aspects of the M-D methods more easily than timeconsuming computer simulations. Note that most M-D frequency estimation methods are searching-type which can be very expensive in computation.
In this paper, we present a statistical analysis of an M-D frequency estimation method which is to be referred to as the matrix pencil (MP) method. We will consider the two-dimensional case instead of the general M-D case. The MP method recently shown in Hua (1992) is superior to many existing two-dimensional methods in computation, and can achieve a near optimum performance for large SNR. A statistical analysis of the MP method for large SNR is available in Hua et al. (1993). This paper focuses on the case of relatively moderate SNR. To make the problem tractable, a large data set will be assumed. This work incorporates the skill shown in Stoica and Söderström (1991). But the novelty here includes: (a) considering the twodimensional case instead of the one-dimensional, and (b) assuming unknown deterministic phases instead of the uniform random phases (the latter was assumed in Stoica and Söderström (1991) to make their problem simpler). As noted in Stoica and Söderström (1991), the frequency estimation problem where a single data set is available is unique from the array problem (e.g. in Ottersten et al., 1991) where a large number of data sets
are assumed. In fact, the former problem is more involved than the latter due to the need (in the former) to deal with correlated noise. Also unique for the two-dimensional frequency estimation is the pairing procedure required by the MP method. But due to the space limit, our work on the pairing analysis will be on a separate paper.

The paper is organized as follows. In Section 2, the data model of the two-dimensional frequency estimation problem is formulated. In Section 3, the MP method is summarized. Section 4 contains the original contributions of this paper, where a number of fundamental relations inherent in the MP method are shown in Sections 4.1-4.4, a general expression for the covariances of the estimated two-dimensional frequencies are provided in Section 4.5, an analysis of this general expression is carried out in Section 4.6, and then a simulation is illustrated to verify our theory in Section 4.7. In particular, a very simple form of the estimation covariances is given in Section 4.6 which clearly reveals how the accuracy of the MP method is affected by the data sizes, SNR, and the window sizes (explained in Section 3). Our expressions for the estimation covariances are valid for a median range of SNR.

## 2. DATA MODEL

We consider a two-dimensional data set $z\left(t, t^{\prime}\right)$ which consists of a sum of twodimensional complex exponentials and noise:

$$
\begin{gather*}
z\left(t, t^{\prime}\right)=s\left(t, t^{\prime}\right)+e\left(t, t^{\prime}\right) \\
t=0,1, \ldots, M-1  \tag{1}\\
t^{\prime}=0,1, \ldots, N-1
\end{gather*}
$$

where

$$
s\left(t, t^{\prime}\right) \triangleq \sum_{i=1}^{t} r_{i} \exp \left\{j\left(\phi_{i}+\omega_{1 i} t+\omega_{2 i} t^{\prime}\right)\right\}
$$

Note $j \wedge \sqrt{-1}, l$ is the number of the twodimensional complex exponentials, $\left\{r_{i}\right\}$ are (positive) amplitudes, $\left\{\phi_{i}\right\}$ are phases, and $\left\{\left(\omega_{1 i}, \omega_{2 i}\right)\right\}$ are the two-dimensional frequencies. All the parameters are assumed to be deterministic. Except $I$, they are also unknown. Let $y_{i} \triangleq e^{j \omega_{11}}$ and $z_{i} \wedge e^{j \omega_{2}}$ which are called poles. $\left\{\left(y_{i}, z_{i}\right)\right\}$ are assumed to be distinct pairs of poles.
It should be noted here that in the one-dimensional analysis shown in Stoica and Söderstrom (1991), $\left\{\phi_{i}\right\}$ are assumed to be independent uniform random variables which has simplified that analysis. But it appears to be a more natural model for $\left\{\phi_{i}\right\}$ to be unknown deterministic.

The two-dimensional noise component $e\left(t, t^{\prime}\right)$ is complex, white and Gaussian, and satisfies

$$
\begin{gathered}
E\left[e\left(t, t^{\prime}\right)\right]=0 \\
E\left[e\left(t, t^{\prime}\right) e^{c}\left(s, s^{\prime}\right)\right]=\sigma^{2} \delta_{t, s} \delta_{t^{\prime}, s^{\prime}} \\
E\left[e\left(t, t^{\prime}\right) e\left(s, s^{\prime}\right)\right]=0 \quad\left(\text { for all } t, t^{\prime}, s \text { and } s^{\prime}\right)
\end{gathered}
$$

where the superscript c denotes the complex conjugation, and $\delta_{t, s}$ is the Dirac delta function.

While only the case of single two-dimensional data set will be considered in this paper, a finite number of independent two-dimensional data sets could be treated similarly, But it should be noted that our analysis will assume a large data set which is opposed to the assumption of a large number of finite data sets. The latter assumption was treated by Ottersten et al. (1991).

## 3. TWO-DIMENSIONAL MATRIX PENCIL METHOD

The MP method was introduced in Hua (1992) for estimating the two-dimensional frequencies from the two-dimensional data $z\left(t, t^{\prime}\right)$, which can be summarized as follows just for the purpose of our analysis.

Step 1. Choose two integers (window sizes) $K$ and $L$ such that

$$
\begin{gathered}
M-I+1 \geq K \geq I+1 \\
N-I+1 \geq L \geq I+1
\end{gathered}
$$

Step 2. Compute the data covariance matrix
$\hat{R}_{\mathrm{c}} \xlongequal{\wedge} \frac{1}{c} \mathbf{Z}_{\mathrm{c}} \mathbf{Z}_{\mathrm{c}}^{\mathrm{H}} \quad$ with $c \triangleq(M-K+1)(N-L+1)$,
where the superscript $H$ denotes the conjugate transpose and

$$
\begin{aligned}
& \mathbf{Z}_{\mathrm{c}} \xlongequal[=]{ }\left(\begin{array}{cccc}
Z_{0} & Z_{1} & \cdots & Z_{M-K} \\
Z_{1} & Z_{2} & \cdots & Z_{M-K+1} \\
\cdots & \cdots & \cdots & \cdots \\
Z_{K-1} & Z_{K} & \cdots & Z_{M-1}
\end{array}\right) \\
&(K \times(M-K+1) \text { Hankel block matrix })
\end{aligned}
$$

with

$$
\begin{gathered}
Z_{t} \wedge\left(\begin{array}{cccc}
z(t, 0), & z(t, 1) & \cdots & z(t, N-L) \\
z(t, 1), & z(t, 2) & \cdots & z(t, N-L+1) \\
\cdots & \cdots & \cdots & \cdots \\
z(t, L-1), & z(t, L) & \cdots & z(t, N-1)
\end{array}\right) \\
(L \times(N-L+1) \text { Hankel matrix })
\end{gathered}
$$

Step 3. Compute the eigendecomposition of $\hat{R}_{\mathrm{c}}$, i.e. $\hat{R}_{\mathrm{c}}=\sum_{i=1}^{K L} \hat{\lambda}_{i} \hat{s}_{i} \hat{s}_{i}^{H}$. Estimate $I$ the number of the
two-dimensional frequencies from the eigenvalues $\hat{\lambda}_{1} \geq \hat{\lambda}_{2} \geq \cdots \geq \hat{\lambda}_{K L}$ by following a detection algorithm such as the one in Wax and Kailath (1985). But $I$ will be assumed to be known for our analysis. Then define
$\hat{U}_{s} \triangleq\left(\hat{s}_{1}, \ldots, \hat{s}_{l}\right) \quad$ (matrix of principal eigenvectors),
$\hat{U}_{1} \wedge \hat{U}_{s}$ with the last $L$ rows deleted,
$\hat{U}_{2} \triangleq \hat{U}_{s}$ with the first $L$ rows deleted,
$P \triangleq\left(e_{1}, e_{1+L}, \ldots, e_{1+(K-1) L}, \ldots, e_{L}, e_{L+L}, \ldots\right.$, $\left.e_{L+(K-1) L}\right)^{\mathrm{T}}$ (shuffling matrix), where $e_{i}$ is the $i$ th column of $K L \times K L$ identity matrix and the superscript T denotes the transpose, $\hat{U}_{s}^{\prime} \triangleq P \hat{U}_{s}$ (shuffled version of $U_{s}$ ),
$\hat{U}_{1}^{\prime} \triangleq \hat{U}_{s}^{\prime}$ with the last $K$ rows deleted, and $\hat{U}_{2}^{\prime} \triangleq \hat{U}_{s}^{\prime}$ with the first $K$ rows deleted.

Step 4. Find $\left\{\hat{y}_{i}\right\}$ by computing the generalized eigenvalues (GEs) of $\hat{U}_{2}-\lambda \hat{U}_{1}$ (matrix pencil), and $\left\{\hat{z}_{i}\right\}$ the GEs of $\hat{U}_{2}^{\prime}-\lambda \hat{U}_{1}^{\prime}$ (matrix pencil).

Step 5. Match $\left\{\hat{y}_{i}\right\}$ with $\left\{\hat{z}_{i}\right\}$ into $I$ pairs by minimizing the null spectrum function:

$$
\begin{aligned}
D\left(p, q, \hat{U}_{n}\right) \triangleq & \left(a^{\mathrm{H}}(p) \otimes b^{\mathrm{H}}(q)\right) \hat{U}_{n} \hat{U}_{n}^{\mathrm{H}} \\
& \times(a(p) \otimes b(q))
\end{aligned}
$$

where $\hat{U}_{n} \triangleq\left(\hat{s}_{l+1}, \ldots, \hat{s}_{K L}\right), \quad a(p) \wedge(1, p, \ldots$, $\left.p^{K-1}\right)^{\mathrm{T}}, b(q) \triangleq\left(1, q, \ldots, q^{L-1}\right)^{\mathrm{T}}$, and $p$ and $q$ are two complex variables associated with $y_{i}$ and $z_{i}$, respectively. $\otimes$ denotes the Kronecker product.

Step 6. Compute $\hat{\omega}_{1 i} \triangleq \operatorname{Im}\left[\log \hat{y}_{i}\right]$ and $\hat{\omega}_{2 i} \triangleq$ $\operatorname{Im}\left[\log \hat{z}_{i}\right]$ which are the MP estimates of $\omega_{1 i}$ and $\omega_{2 i}$.

## 4. STATISTICAL ANALYSIS OF MATRIX PENCIL METHOD

## 4. 1. Preparation

In this section, we first rewrite the data model into a matrix form to facilitate our analysis. A number of essential covariance matrices are then introduced.
The data model (1) can be rewritten as

$$
\begin{align*}
z\left(t+u, t^{\prime}+v\right)= & \sum_{i=1}^{\prime} x_{i}\left(t, t^{\prime}\right) y_{i}^{u} z_{i}^{\prime \prime} \\
& +e\left(t+u, t^{\prime}+v\right) \tag{2}
\end{align*}
$$

where $x_{i}\left(t, t^{\prime}\right) \triangleq r_{i} \exp \left\{j\left(\phi_{i}+\omega_{1 i} t+\omega_{2 i} t^{\prime}\right)\right\}$.
We define a sequence of data submatrices $\left\{Z\left(t, t^{\prime}\right)\right\}$ by moving a window of the size $K \times L$
in the $t-t^{\prime}$ plane. Each submatrix is given by

$$
\begin{gathered}
Z\left(t, t^{\prime}\right) \triangleq\left(\begin{array}{cc}
z\left(t, t^{\prime}\right) & z\left(t, t^{\prime}+1\right) \\
z\left(t+1, t^{\prime}\right) & z\left(t+1, t^{\prime}+1\right) \\
\cdots & \cdots \\
z\left(t+K-1, t^{\prime}\right) & z\left(t+K-1, t^{\prime}+1\right) \\
\cdots & z\left(t, t^{\prime}+L-1\right) \\
\cdots & z\left(t+1, t^{\prime}+L-1\right) \\
\cdots & \cdots \\
\cdots & z\left(t+K-1, t^{\prime}+L-1\right)
\end{array}\right)
\end{gathered}
$$

In the same way, we define a sequence of noise submatrices $\left\{\varepsilon\left(t, t^{\prime}\right)\right\}$ from $e\left(t, t^{\prime}\right)$.

Let $V(v, m)$ be a Vandermond matrix

$$
\left(\begin{array}{cccc}
1 & 1 & \cdots & 1 \\
v_{1} & v_{2} & \cdots & v_{l} \\
\cdots & \cdots & \cdots & \cdots \\
v_{1}^{m-1} & v_{2}^{m-1} & \cdots & v_{l}^{m-1}
\end{array}\right)
$$

where $m$ is an integer and $v=\left(v_{1}, v_{2}, \ldots, v_{t}\right)^{T}$ is a vector.

It can be shown that $Z\left(t, t^{\prime}\right)$ can be decomposed as

$$
\begin{align*}
Z\left(t, t^{\prime}\right)= & V(y, K) \operatorname{diag}\left(x_{1}\left(t, t^{\prime}\right), \ldots, x_{l}\left(t, t^{\prime}\right)\right) V^{\mathrm{T}} \\
& \times(z, L)+\varepsilon\left(t, t^{\prime}\right) \tag{3}
\end{align*}
$$

for $t=0,1, \ldots, M-K, \quad t^{\prime}=0,1, \ldots, N-L$, where $\quad y \triangleq\left(y_{1}, y_{2}, \ldots, y_{1}\right)^{\mathrm{T}} \quad$ and $\quad z \triangleq$ $\left(z_{1}, z_{2}, \ldots, z_{1}\right)^{\mathrm{T}}$.

The following notations and names will be used:
parameter matrix:

$$
\begin{align*}
A \triangleq & \left(a\left(y_{1}\right) \otimes b\left(z_{1}\right), a\left(y_{2}\right)\right. \\
& \left.\otimes b\left(z_{2}\right), \ldots, a\left(y_{t}\right) \otimes b\left(z_{1}\right)\right) \tag{4}
\end{align*}
$$

source covariance matrix (spatial varying):

$$
\begin{aligned}
B_{n, n}^{t^{\prime},}, \triangleq & \left(\begin{array}{c}
x_{1}\left(t, t^{\prime}\right) \\
\vdots \\
x_{1}\left(t, t^{\prime}\right)
\end{array}\right) \\
& \times\left(x_{1}^{c}\left(t-n, t^{\prime}-n^{\prime}\right), \ldots, x_{l}^{c}\left(t-n, t^{\prime}-n^{\prime}\right)\right)
\end{aligned}
$$

averaged source covariance matrix:

$$
B_{n, n^{\prime}} \triangleq \frac{1}{c} \sum_{t=0}^{M-K} \sum_{i=0}^{N-L} B_{n, n^{\prime},}^{\prime,}
$$

data covariance matrix (spatial varying):

$$
R_{n, n^{\prime}}^{t, \prime^{\prime}} \triangleq E\left[\operatorname{Vec}\left(Z\left(t, t^{\prime}\right)\right) \operatorname{Vec}^{\mathrm{H}}\left(Z\left(t-n, t^{\prime}-n^{\prime}\right)\right)\right]
$$

averaged data covariance matrix:

$$
R_{n, n^{\prime}} \triangleq \frac{1}{c} \sum_{t=0}^{M-K} \sum_{t^{\prime}=0}^{N-L} R_{n, n^{\prime}}^{t,}
$$

averaged sample data covariance matrix:

$$
\begin{align*}
& \hat{R}_{n, n^{\prime}}=\frac{1}{c} \\
& \frac{M}{c} \sum_{t=1}^{M-\kappa} \sum_{r^{\prime}=0}^{N-L} \operatorname{Vec}\left(Z\left(t, t^{\prime}\right)\right) V e c^{\mathrm{H}}  \tag{5}\\
& \times\left(Z\left(t-n, t^{\prime}-n^{\prime}\right)\right),
\end{align*}
$$

noise covariance matrix:

$$
\begin{equation*}
Q_{n, n^{\prime}} \triangleq E\left[\operatorname{Vec}\left(\varepsilon\left(t, t^{\prime}\right)\right) \operatorname{Vec}^{H}\left(\varepsilon\left(t-n . t^{\prime}-n^{\prime}\right)\right)\right], \tag{6}
\end{equation*}
$$

where $c=(M-K+1)(N-L+1)$ as defined before and $\operatorname{Vec}(\cdot)$ is the stretch operator which cascades the rows of the matrix under operation into one column vector. From the above definitions, the averaged data covariance is the expectation of the averaged sample data covariance, i.e. $R_{n, n^{\prime}}=E\left[\hat{R}_{n, n^{\prime}}\right]$.

For zero lags ( $n=0$ and $n^{\prime}=0$ ), the three matrices $B_{0,0}, R_{0,0}$ and $\hat{R}_{0,0}$ will be referred to as $B, R$ and $\hat{R}$. By the definition of $\mathbf{Z}_{\mathrm{c}}$ and $\hat{R}_{\mathrm{c}}$ in Step 2 of the MP method, it can be verified that $\hat{R}=\hat{R}_{\mathrm{c}}$. So $R=E[\hat{R}]=E\left[\hat{R}_{\mathrm{c}}\right]$. The structure of the data covariance $R_{n, n^{\prime}}$, the noise covariance $Q_{n, n^{\prime}}$ and the source covariance $B_{n, n^{\prime}}$ are essential in our analysis and discussed next.

### 4.2. Structure of data, source and noise covariances

The following result gives the structure of $R_{n, n^{\prime}}^{r, r^{\prime}}$, and $R_{n, n^{\prime}}$.

## Theorem 1.

$$
\begin{align*}
& R_{n, n^{\prime}}^{\prime, \prime^{\prime}}=A B_{n, n}^{\prime, r^{\prime}} \cdot A^{H}+Q_{n, n^{\prime}} .  \tag{7}\\
& R_{n, n^{\prime}}=A B_{n, n^{\prime}} A^{H 1}+Q_{n, n^{\prime}} . \tag{8}
\end{align*}
$$

## Proof. See Appendix A.

The noise covariances $\left\{Q_{n, n^{\prime}}\right\}$ are a sequence of $K L \times K L$ matrices with the properties (a) $Q_{n, n^{\prime}}=0$ for $|n| \geq K$ or $\left|n^{\prime}\right| \geq L \quad$ and (b) $Q_{n, n^{\prime}}^{\mathrm{H}}=Q_{-n,-n^{\prime}}$.
Define $J_{l, I^{\prime}} \triangleq \frac{1}{\sigma^{2}} Q_{I . I^{\prime}}$. Then $J_{I, I^{\prime}}$ is a sparse matrix and its elements are zero or one. The following lemma shows its exact structure.

Lemma 1. For all $l$ and $l^{\prime}$, we have the equality

$$
\begin{equation*}
J_{l, l^{\prime}}=J_{J^{(K)}} \otimes J_{l^{(L)}}^{(L)} \tag{9}
\end{equation*}
$$

where $\left.\{J\}^{(\kappa)}, l=0, \pm 1, \pm 2, \ldots\right\}$ is a sequence of $K \times K$ matrices. For $|l| \geq K, J_{l}^{\left({ }^{\prime}\right)}=0$, and for $-K<l<K$, the $(u, v)$-element of

$$
J_{l}^{(\mathcal{K})}= \begin{cases}1, & \text { if } v-u=l, \\ 0, & \text { otherwise. }\end{cases}
$$

The matrices $\left\{J_{l}^{(L)}\right\}$ are defined similarly.

## Proof. See Appendix B.

Note each source covariance $B_{n, n^{\prime}}$ is not diagonal for finite data sizes. The asymptotic structure of $B_{n, n^{\prime}}$ is given by the following Lemma 2 which tells us that the off-diagonal elements in $B_{n, n^{\prime}}$ are approximately equal to zero when the data sizes $M$ and $N$ are large.

We need the notation $O(\cdot)$. Let $O(1)$ denote a bounded quantity $|O(1)| \leq C_{0}$, where the constant $C_{0}$ does not depend on the data sizes $M$ and $N$. Also define

$$
O\left(\frac{1}{M}\right)=\frac{1}{M} O(1) \quad \text { and } \quad O\left(\frac{1}{M N}\right)=\frac{1}{M N} O(1)
$$

Using the assumption that $\left\{\left(y_{k}, z_{k}\right)\right\}$ are distinct two-dimensional poles and the fact that

$$
\sum_{m=0}^{M-1} z^{m}=\frac{1-z^{M}}{1-z}
$$

when $z \neq 1$, it is easy to prove the following lemma.

Lemma 2. $B_{n, n^{\prime}}$ is an $I \times I$ matrix. When the data sizes, $M$ and $N$, are large,

$$
\begin{align*}
B_{n, n^{\prime}}= & \operatorname{diag}\left(r_{1}^{2} y_{1}^{n} z_{1}^{\prime \prime}, \ldots, r_{1}^{2} y_{1}^{\prime \prime} z_{\prime}^{\prime \prime}\right) \\
& +O\left(\frac{1}{M}\right)+O\left(\frac{1}{N}\right)+O\left(\frac{1}{M N}\right) . \tag{10}
\end{align*}
$$

### 4.3. Results easy to get

From (8) in Theorem 1 and (9) in Lemma 1, we know that for $n=0$ and $n^{\prime}=0$

$$
\begin{equation*}
R=A B A^{\mathrm{H}}+\sigma^{2} I_{K L} \tag{11}
\end{equation*}
$$

where $I_{K L}$ denotes the $K L \times K L$ identity matrix. The properties of the eigendecomposition of the data covariance matrix $R$ are known in Stoica and Söderström (1991). But for easy reference in later analysis, they are reproduced below.

Define $U_{s} \wedge=\left(s_{1}, \ldots, s_{l}\right)$, consisting of the $I$ (orthonormal) principal eigenvectors of $R$; $U_{n} \triangleq\left(s_{++1}, \ldots, s_{K L}\right)$, consisting of the rest (orthonormal) eigenvectors of $R ; \Lambda \triangleq$ $\operatorname{diag}\left(\lambda_{1}, \ldots, \lambda_{I}\right)$, consisting of the $I$ largest eigenvalues of $R$; and $\bar{\Lambda} \triangleq \Lambda-\sigma^{2} I_{l}$. Note that given $A$ and $B$ which are of the rank $I$, the decomposition (11) implies $\lambda_{k}>\sigma^{2}$ for $k=$ $1, \ldots, I$, and $\lambda_{l+1}=\cdots=\lambda_{K L}=\sigma^{2}$. The conditions for $A$ to be of the rank $I$ are discussed in Hua (1992) and should be satisfied by Step 1 of the MP method. The full rankness of $B$ is easily understood.

Based on the equation $U_{s} \bar{\Lambda} U_{s}^{\mathrm{H}}=A B A^{\mathrm{H}}$ which follows from (11), we can show that

$$
\begin{equation*}
U_{s}=A C \tag{12}
\end{equation*}
$$

where $C$ is an $I \times I$ nonsingular matrix and given by $C=B A^{\mathrm{H}} U_{s} \bar{\Lambda}^{-1}$, and its inverse is

$$
\begin{equation*}
C^{-1}=U_{s}^{\mathrm{H}} A \tag{13}
\end{equation*}
$$

Also from $U_{s} \tilde{\Lambda} U_{s}^{\mathrm{H}}=A B A^{\mathrm{H}}$, we have

Lemma 3. Let $X \xlongequal[\wedge]{\wedge} U_{s} \bar{\Lambda}^{-1} U_{s}^{\mathrm{H}} A$. Then

$$
\begin{equation*}
X=A\left(A^{\mathrm{H}} A\right)^{-1} B^{-1} \tag{14}
\end{equation*}
$$

It follows from (10) and (14) that

$$
x_{k} \rightarrow \frac{1}{r_{k}^{2}} a_{k}, \quad k=1, \ldots, I
$$

as

$$
\begin{equation*}
M \rightarrow \infty \text { and } N \rightarrow \infty . \tag{15}
\end{equation*}
$$

where $x_{k}$ and $a_{k}$ are the $k$ th column of the matrix $X$ and the $k$ th column of the matrix $A\left(A^{\mathrm{H}} A\right)^{-1}$, respectively.
The following equality will be used to simplify some expressions in later sections.

Lemma 4. For $u \in \operatorname{Range}\left(U_{n}\right)$, we have

$$
\begin{equation*}
\sum_{|| |<K} \sum_{\left|\left.\right|^{\prime}\right|<L} J_{l .1} \cdot u e^{-j i \omega_{1 k}-j!\cdot \omega_{2 k}}=0, \quad k=1, \ldots, I . \tag{16}
\end{equation*}
$$

Proof. Following (12), Range $(A)=$ Range $\left(U_{s}\right)$. Then

$$
\begin{aligned}
& A^{\mathrm{H}} U_{n}=0 \text { and }\left(a\left(\omega_{1 k}\right) \otimes b\left(\omega_{2 k}\right)\right)^{\mathrm{H}} u=0 \text {. So } \\
& 0=\left(a\left(y_{k}\right) \otimes b\left(z_{k}\right)\right)\left(a\left(y_{k}\right) \otimes b\left(z_{k}\right)\right)^{\mathrm{H}} u \\
& =\left(a\left(y_{k}\right) a^{\mathrm{H}}\left(y_{k}\right) \otimes b\left(z_{k}\right) b^{\mathrm{H}}\left(z_{k}\right)\right) u \\
& \left.\left.=\left(\left(\sum_{|| |<K} J\right\rangle^{K}\right) \mathrm{e}^{-j\left(\omega_{\mid k}\right)}\right) \otimes\left(\sum_{\left|\left.\right|^{\prime}\right|<L} J^{(L)} \mathrm{e}^{-j l^{\prime}\left(\omega_{2 k}\right)}\right)\right) u \\
& =\sum_{|| |<K} \sum_{\left|\left.\right|^{\prime}\right|<L}\left(J_{l}^{(K)} \otimes J^{(L)}\right) u \mathrm{e}^{-j / \omega_{\mid k}-\left.j\right|^{\prime} \omega_{2 k}} \\
& =\sum_{\mid \|_{1}<K} \sum_{\left|r^{\prime}\right|<L} J_{l . r^{r}} u \mathrm{e}^{-j / \omega_{1 k}-j r^{\prime} \omega_{2 k}} \text {. Q.E.D. }
\end{aligned}
$$

### 4.4. Results hard to get

To calculate the large sample covariance of the estimated frequencies, we need the following lemma to compute $G\left(u_{1}, u_{2}\right) \triangleq E\left[v_{1} v_{2}^{\mathrm{H}}\right]$, and $\bar{G}\left(u_{1}, u_{2}\right) \wedge E\left[v_{1} v_{2}^{\mathrm{T}}\right]$, where $u_{1}$ and $u_{2}$ belong to Range $\left(U_{n}\right)$ and $v_{i} \triangleq\left(u_{i}^{\mathrm{H}}\left(\hat{s}_{1}-s_{1}\right), \ldots, u_{i}^{\mathrm{H}}\left(\hat{s}_{1}-\right.\right.$ $\left.s_{l}\right){ }^{\mathrm{T}}, i=1,2$.

Lemma 5. For large $M$ and $N$, we have

$$
\begin{align*}
& G\left(u_{1}, u_{2}\right) \\
& \quad=\frac{1}{M N} \sum_{|k|<K} \sum_{\left|k^{\prime}\right|<L} u_{1}^{\mathrm{H}} Q_{k, k^{\prime}} u_{2} \bar{\Lambda}^{-1} U_{s}^{\mathrm{T}} R_{k, k^{\prime}}^{c} U_{s}^{c} \bar{\Lambda}^{-1}, \tag{17}
\end{align*}
$$

$$
\begin{align*}
& \bar{G}\left(u_{1}, u_{2}\right) \\
& \quad=\frac{1}{M N} \sum_{|k|<K} \sum_{\left|k^{\prime}\right|<L} \tilde{\Lambda}^{-1} U_{s}^{\mathrm{T}} Q_{k \cdot k} \cdot u_{2}^{c} u_{1}^{\mathrm{H}} Q_{k \cdot k} \cdot U_{s} \bar{\Lambda}^{-1} . \tag{18}
\end{align*}
$$

Proof. See Appendix C.
The two expressions above are the twodimensional version of the one-dimensional expressions (3.22) and (3.23) in Stoica and Söderström (1991). It is important to note that (17) and (18) hold for both the random (uniformly distributed) phase model and the deterministic phase model. The derivation of these expressions for the deterministic phase model is more involved because the data covariance matrix $R_{n, n^{\prime}}^{t, \prime^{\prime}}$ depends on $t$ and $t^{\prime}$ (i.e. spatial or time dependent) and the sequence of the noise submatrices $\left\{\varepsilon\left(t, t^{\prime}\right)\right\}$ are correlated. The derivation for the two-dimensional random phase model is much simpler because the data covariance matrix $R_{n, n^{\prime}}^{t, t^{\prime}}$ is independent of $t$ and $t^{\prime}$.

### 4.5. Large sample covariance of the MP estimator <br> Define

$A_{1} \triangleq A$ with the last $L$ rows deleted,
$A_{2} \wedge A$ with the first $L$ rows deleted,
$A^{\prime} \triangleq P A$ (shuffled version of $A$ ),
$U_{s}^{\prime} \triangleq P U_{s}\left(\right.$ shuffled version of $\left.U_{s}\right)$,
$A_{1}^{\prime} \triangleq A^{\prime}$ with the last $K$ rows deleted, and $A_{2}^{\prime} \triangleq A^{\prime}$ with the first $K$ rows deleted

In the same way that $\hat{U}_{1}, \hat{U}_{2}, \hat{U}_{1}^{\prime}$ and $\hat{U}_{2}^{\prime}$ are defined from $\hat{U}_{s}$ and $\hat{U}_{s}^{\prime}$ in Section 3, we define $U_{1}, U_{2}, U_{1}^{\prime}$ and $U_{2}^{\prime}$ from $U_{s}$ and $U_{s}^{\prime}$. Also define

$$
\begin{aligned}
& F_{k} \triangleq\left(0 \mid I_{(K-1) L}\right)-\mathrm{e}^{j \omega_{1 k}}\left(I_{(K-1) L} \mid 0\right), \\
& F_{k}^{\prime} \triangleq\left(0 \mid I_{(L-1) K}\right)-\mathrm{e}^{j \omega_{2 k}}\left(I_{(L-1) K} \mid 0\right),
\end{aligned}
$$

$\eta_{k}^{\mathrm{H}} \triangleq$ the $k$ th row of the matrix

$$
\times\left(A_{1}^{\mathrm{H}} A_{1}\right)^{-1} A_{1}^{\mathrm{H}} F_{k},
$$

and

$$
\begin{aligned}
\eta_{k}^{\prime \mathrm{H}} \triangleq & \text { the } k \text { th row of the matrix } \\
& \times\left(A_{1}^{\prime \mathrm{H}} A_{1}^{\prime}\right)^{-1} A_{1}^{\prime \mathrm{H}} F_{k}^{\prime} P .
\end{aligned}
$$

Then we have:

Theorem 2. The two-dimensional MP estimators $\left\{\left(\hat{\omega}_{1 k}, \hat{\omega}_{2 k}\right), k=1, \ldots, I\right\}$ of the frequencies $\left\{\left(\omega_{1 k}, \omega_{2 k}\right), \quad k=1, \ldots, I\right\}$ have the large
sample covariance matrix:

$$
\begin{align*}
& \left(\begin{array}{ll}
\operatorname{cov}\left(\hat{\omega}_{1 i}, \hat{\omega}_{1 k}\right) & \operatorname{cov}\left(\hat{\omega}_{1 i}, \hat{\omega}_{2 k}\right) \\
\operatorname{cov}\left(\hat{\omega}_{2 i}, \hat{\omega}_{1 k}\right) & \operatorname{cov}\left(\hat{\omega}_{2 i}, \hat{\omega}_{2 k}\right)
\end{array}\right) \\
& =\frac{\sigma^{4}}{2 M N r_{i}^{2} r_{k}^{2}} \sum_{|| |<K} \sum_{\left|P^{\prime}\right|<L} \operatorname{Re}\left[\left(\begin{array}{cc}
y_{i}^{c} \eta_{i}^{\mathrm{H}} & 0 \\
0 & z_{i}^{c} \eta_{i}^{\prime \mu}
\end{array}\right)\right. \\
& \times\left(\begin{array}{cc}
J_{l, l} & 0 \\
0 & J_{l, l}
\end{array}\right)\left(\begin{array}{ll}
\eta_{k} a_{i}^{\mathrm{T}} & \eta_{k}^{\prime} a_{i}^{\mathrm{T}} \\
\eta_{k} a_{i}^{\mathrm{T}} & \eta_{k}^{\prime} a_{i}^{\mathrm{T}}
\end{array}\right)\left(\begin{array}{cc}
{\begin{array}{c}
I, l^{\prime}
\end{array}} & 0 \\
0 & J_{I, I}
\end{array}\right) \\
& \times\left(\begin{array}{cc}
y_{k} a_{k}^{c} & 0 \\
0 & z_{k} a_{k}^{c}
\end{array}\right)-\left(\begin{array}{cc}
y_{i}^{c} \eta_{i}^{\mathrm{H}} & 0 \\
0 & z_{i}^{c} \eta_{i}^{\prime \mathrm{H}}
\end{array}\right)\left(\begin{array}{cc}
J_{l, l^{\prime}} & 0 \\
0 & J_{l, I}
\end{array}\right) \\
& \left.\times\left(\begin{array}{cc}
a_{k} a_{i}^{\top} & a_{k} a_{i}^{\top} \\
a_{k} a_{i}^{T} & a_{k} a_{i}^{\top}
\end{array}\right)\left(\begin{array}{cc}
J_{l, l} & 0 \\
0 & J_{l, l}
\end{array}\right)\left(\begin{array}{cc}
y_{k}^{c} \eta_{k}^{c} & 0 \\
0 & z_{k}^{c} \eta_{k}^{\prime \prime}
\end{array}\right)\right] . \tag{19}
\end{align*}
$$

Proof. We first derive the following expression:

$$
\begin{align*}
\operatorname{cov}\left(\hat{\omega}_{1 i}, \hat{\omega}_{1 k}\right) \triangleq & E\left[\left(\hat{\omega}_{1 i}-\omega_{1 i}\right)\left(\hat{\omega}_{1 k}-\omega_{1 k}\right)\right] \\
\approx= & \frac{\sigma^{4}}{2 M N r_{i}^{2} r_{k}^{2}} \sum_{| | l_{1}<\kappa} \sum_{\left|\left.\right|_{i}\right|<L} \\
& \times \operatorname{Re}\left[\mathrm{e}^{j\left(\omega_{1 k}-\omega_{1 i}\right)} \eta_{i}^{\mathrm{H}} J_{l, l} \eta_{k} a_{k}^{\mathrm{H}} J_{T, l}^{\mathrm{T}} a_{i}\right. \\
& \left.-\mathrm{e}^{-j\left(\omega_{1 k}+\omega_{1,2}\right)} a_{i}^{\mathrm{T}} J_{l, l} \eta_{k}^{c} \eta_{i}^{\mathrm{H}} J_{l, l} a_{k}\right] \tag{20}
\end{align*}
$$

From the definition of $U_{1}, U_{2}, A_{1}$ and $A_{2}$, we have the following relations: $U_{1}=A_{1} C, U_{2}=$ $A_{2} C \quad$ and $\quad A_{2}=A_{1} Y_{d}$, where $\quad Y_{d}=$ $\operatorname{diag}\left(y_{1}, \ldots, y_{I}\right)$. Given rank $\left(U_{1}\right)=I$ as guaranteed by the Step 1 of the MP method, the GEs of $U_{2}-\lambda U_{1}$ are also the eigenvalues of the matrix $\Phi \triangleq\left(U_{1}^{\mathrm{H}} U_{1}\right)^{-1} U_{1}^{\mathrm{H}} U_{2}$. By the above relations, $U_{2}=A_{2} C=A_{1} Y_{d} C=U_{1} C^{-1} Y_{d} C$, and so $\Phi=C^{-1} Y_{d} C$, i.e. $\left\{y_{k}\right\}$ are eigenvalues of $\Phi$, and $\gamma_{k}^{\mathrm{H}} \triangleq e_{k}^{T} C$ (the $k$ th row of $C$ ) and $\beta_{k} \triangleq C^{-1} e_{k}$ (the $k$ th column of $C^{-1}$ ), $k=1, \ldots, I$, are the right and left eigenvectors of $\Phi$, respectively.

Note the GEs $\left\{\hat{y}_{k}\right\}$ of $\hat{U}_{2}-\lambda \hat{U}_{1}$ are the eigenvalues of the matrix $\dot{\Phi} \xlongequal{ }\left(U_{1}^{\mathrm{H}} \hat{U}_{1}\right)^{-1} \hat{U}_{1}^{\mathrm{H}} \hat{U}_{2}$. Similarly to the proof of Theorem 2 in Stoica and Söderström (1991), we can get the following expressions:

$$
\begin{align*}
\hat{\omega}_{1 k}-\omega_{1 k} & \approx \operatorname{Im}\left(\mathrm{e}^{-j \omega_{1 k}} \eta_{k}^{\mathrm{H}}\left(\hat{U}_{s}-U_{s}\right) \beta_{k}\right) \\
& =\operatorname{Im}\left(\mathrm{e}^{-j \omega_{1 k}} v_{k}^{\mathrm{T}} \beta_{k}\right) \\
& =\operatorname{Im}\left(\mathrm{e}^{-j \omega_{1 k}} \beta_{k}^{\mathrm{T}} v_{k}\right) \tag{21}
\end{align*}
$$

$$
\begin{align*}
\operatorname{cov}\left(\hat{\omega}_{1 i}, \omega_{1 k}\right)= & \frac{1}{2} \operatorname{Re}\left[\mathrm{e}^{j\left(\omega_{i k}-\omega_{1 i}\right)} \beta_{i}^{\mathrm{T}} G\left(\eta_{i}, \eta_{k}\right) \beta_{k}^{c}\right. \\
& \left.-\mathrm{e}^{-j\left(\omega_{1 k}+\omega_{1,}\right)} \beta_{i}^{\mathrm{T}} \bar{G}\left(\eta_{i}, \eta_{k}\right) \beta_{k}\right], \tag{22}
\end{align*}
$$

where $\quad v_{i} \triangleq\left(\eta_{i}^{\mathrm{H}}\left(\hat{s}_{1}-s_{1}\right), \ldots, \eta_{i}^{\mathrm{H}}\left(\hat{s}_{I}-s_{i}\right)\right)^{\mathrm{T}}, \quad i=$ $1, \ldots, l$.

Recalling (13) and the definition of $x_{k}$ following (15), we know that $U_{s} \bar{\Lambda}^{-1} \beta_{k}=$ $U_{s} \bar{\Lambda}^{-1} C^{-1} e_{k}=U_{s} \bar{\Lambda}^{-1} U_{s}^{H} A e_{k}=x_{k}$, i.e. $U_{s} \tilde{\Lambda}^{-1} \beta_{k}=$
$x_{k}$. Applying this relation and Lemma 5, for large $M$ and $N$, we have

$$
\begin{align*}
& M N \beta_{i}^{\top} G\left(\eta_{i}, \eta_{k}\right) \beta_{k}^{c} \\
& =\sum_{|| |<K} \sum_{\mid \mu_{1}<L} \eta_{i}^{\mathrm{H}} Q_{l, l} \eta_{k} \beta_{i}^{\mathrm{T}} \bar{\Lambda}^{-1} U_{s}^{\mathrm{T}} R_{l, l}^{c}, U_{s}^{c} \bar{\Lambda}^{-1} \beta_{k}^{c} \\
& =\sum_{l, l^{\prime}} \eta_{i}^{\mathrm{H}} Q_{t, .} \eta_{k} x_{i}^{\mathrm{T}} R_{l . l}^{c}, x_{k}^{c} \\
& =\sum_{l, l^{\prime}} \eta_{i}^{\mathrm{H}} Q_{l, r} \eta_{k} x_{k}^{\mathrm{H}} R_{l, l}^{\mathrm{H}}, x_{i} \\
& =\sum_{l, l^{\prime}} \eta_{i}^{\mathrm{H}} Q_{l, l} \cdot \eta_{k} x_{k}^{\mathrm{H}} A B_{l, l}^{\mathrm{H}} \cdot A^{\mathrm{H}} x_{i} \\
& +\sum_{l, I} \eta_{i}^{\mathrm{H}} Q_{l . l}, \eta_{k} x_{k}^{\mathrm{H}} Q_{t . l}^{\mathrm{H}} x_{i}, \tag{23}
\end{align*}
$$

where (8) of Theorem 1 is applied to get the last equality.

By Lemma 3,

$$
\begin{aligned}
x_{k}^{\mathrm{H}} A B_{l, l}^{\mathrm{H}} \cdot A^{\mathrm{H}} x_{i} & =e_{k}^{\mathrm{T}} X^{\mathrm{H}} A B_{, l}^{\mathrm{H}} \cdot A^{\mathrm{H}} X e_{i} \\
& =e_{k}^{\mathrm{T}} B^{-1} B_{,, l}^{\mathrm{H}} B^{-1} e_{i} .
\end{aligned}
$$

Using this and Lemma 2, for large $M$ and $N$ the first term in (23) is approximately equal to

$$
\begin{aligned}
& \frac{1}{r_{k}^{2}} \sum_{|| |<K} \sum_{\left|\left.\right|^{\prime}\right|<L} \eta_{i}^{\mathrm{H}} Q_{t .1} \cdot \eta_{k} y_{k}^{-1} z_{k}^{-l^{\prime}} \delta_{k i} \\
& \quad=\frac{\delta_{k i}}{r_{k}^{2}} \sigma^{2} \sum_{|| |<K} \sum_{\left|\left.\right|^{\prime}\right|<L} \eta_{i}^{\mathrm{H}} J_{t .\left.\right|^{\prime}} \cdot \eta_{k} \mathrm{e}^{-j /\left(\omega_{t k}-j I^{\prime} \omega_{2 k}\right.}
\end{aligned}
$$

which is zero by Lemma 4, where $\delta_{k i}$ is the Dirac delta function.
By (15), the second term in (23) is approximately equal to $\frac{\sigma^{4}}{r_{i}^{2} r_{k}^{2}} \sum_{\left|\left|\left|<K, I^{\prime}\right|<L\right.\right.} \eta_{i}^{\mathrm{H}} J_{l, l} \eta_{k} a_{k}^{\mathrm{H}} J_{l, l}^{\mathrm{T}}, a_{i}$. So (23) leads to

$$
\begin{align*}
& \beta_{i}^{\mathrm{T}} G\left(\eta_{i}, \eta_{k}\right) \beta_{k}^{\mathrm{c}} \\
& \quad \approx \frac{\sigma^{4}}{M N r_{i}^{2} r_{k}^{2}} \sum_{|| |<K} \sum_{\left|r_{1}\right|<L} \eta_{i}^{\mathrm{H}} J_{t, r}, \eta_{k} a_{k}^{\mathrm{H}} J_{1,1}^{\mathrm{T}} a_{i} . \tag{24}
\end{align*}
$$

Note when $\sigma$ is too small or SNR is too high such that it is comparable to the data sizes $M$ and $N$, the above approximation is inaccurate since the first term in (23) is not negligible as compared with the second term in (23). In this case, the contribution from the off-diagonal elements in $B_{i, l}$, should be included in the approximation (24). But in this paper we are only interested in the median range of SNR.

In the same way deriving (24), we can get

$$
\begin{align*}
& \beta_{i}^{\mathrm{T}} \bar{G}\left(\eta_{i}, \eta_{k}\right) \beta_{k} \\
& \quad \approx \frac{\sigma^{4}}{M N r_{i}^{2} r_{k}^{2}} \sum_{|| |<K} \sum_{\left|r^{\prime}\right|<L} \eta_{i}^{\mathrm{H}} J_{l, r} \cdot a_{k} a_{i}^{T} J_{l, l} \eta_{k}^{c} \tag{25}
\end{align*}
$$

Therefore, using (24) and (25) in (22) yields (20). We can repeat the above procedures and get the large sample covariance

$$
\begin{align*}
& \operatorname{cov}\left(\hat{\omega}_{2 i}, \hat{\omega}_{2 k}\right) \triangleq E\left[\left(\hat{\omega}_{2 i}-\omega_{2 i}\right)\left(\hat{\omega}_{2 k}-\omega_{2 k}\right)\right] \\
& \approx \frac{\sigma^{4}}{2 M N r_{i}^{2} r_{k}^{2}} \sum_{|l|<K} \sum_{\mid r_{1}<L} \\
& \times \operatorname{Re}\left[\mathrm{e}^{j\left(\omega_{2 k}-\omega_{22}\right)} \eta_{i}^{\prime \mathrm{H}} J_{l, l} \cdot \eta_{k}^{\prime} a_{k}^{\mathrm{H}} J_{l, r}^{\mathrm{T}}, a_{i}\right. \\
& \left.-\mathrm{e}^{-j\left(\omega_{2 k}+\omega_{2}\right)} a_{i}^{T} J_{l, r} \eta_{k}^{\prime c} \eta_{i}^{\prime \mathrm{H}} J_{l, r} a_{k}\right] . \tag{26}
\end{align*}
$$

One step used to yield the above expression is

$$
\begin{align*}
\hat{\omega}_{2 k}-\omega_{2 k} & \approx \operatorname{Im}\left(\mathrm{e}^{-j \omega_{2 \lambda}} \eta_{k}^{\prime \mathrm{H}}\left(\hat{U}_{s}-U_{s}\right) \beta_{k}\right) \\
& =\operatorname{Im}\left(\mathrm{e}^{-j \omega_{2 k}} v_{k}^{\prime \mathrm{T}} \beta_{k}\right) \\
& =\operatorname{Im}\left(\mathrm{e}^{-j \omega_{2 k}} \beta_{k}^{\mathrm{T}} v_{k}^{\prime}\right) . \tag{27}
\end{align*}
$$

Combining (21) and (27), we can get the large sample covariances $\operatorname{cov}\left(\hat{\omega}_{t i}, \hat{\omega}_{2 k}\right)$ and $\operatorname{cov}\left(\hat{\omega}_{2 i}\right.$, $\hat{\omega}_{1 k}$ ). These results combined with (20) and (26) are summarized in (19).

### 4.6. Analysis of the estimation covariance

In the case of single two-dimensional sinusoid, the right-hand side of (19) can be simplified, through a very tedious calculation, into the following:

$$
\begin{aligned}
& \operatorname{cov}\left(\hat{\omega}_{11}, \hat{\omega}_{11}\right)=\frac{1}{M N S N R_{1}^{2}} \frac{2\left(2 L^{2}+1\right)}{3(K-1) K^{2} L^{3}} \\
& \operatorname{cov}\left(\hat{\omega}_{21}, \hat{\omega}_{21}\right)=\frac{1}{M N S N R_{1}^{2}} \frac{2\left(2 K^{2}+1\right)}{3(L-1) L^{2} K^{3}} \\
& \operatorname{cov}\left(\hat{\omega}_{11}, \hat{\omega}_{21}\right)=0, \quad \text { where } \operatorname{SNR}_{1} \triangleq \frac{r_{1}^{2}}{\sigma^{2}}
\end{aligned}
$$

These expressions have been verified through numerical computation of (19).
The first and second expressions are consistent with the expression (6.3) in Stoica and Söderström (1991), when $L=1$ is chosen in the first expression and $K=1$ in the second. The first expression implies that the first frequency component is more affected by the window size $K\left(\sim \frac{1}{K^{3}}\right)$ than the other window size $L\left(\sim \frac{1}{L}\right)$. The second expression implies a similar property for the second frequency component. Note that in the derivation of the estimation covariances, the window sizes $K$ and $L$ are assumed to be fixed as the data sizes $M$ and $N$ are allowed to become larger, i.e. much larger than $K$ and $L$. The above expressions imply the estimation variances of $\omega_{11}$ and $\omega_{21}$ are always decreasing as $K$ and $L$ increase (provided $K$ and $L$ are much smaller than $M$ and $N$ of course). The third expression tells us that the estimates of
the two components of the single twodimensional frequency are uncorrelated. Also note that all covariances here are independent of the value of the single two-dimensional frequency.

In general multiple-frequency case, Theorem 2 clearly shows a simple relationship between the estimation covariances and the important parameters: the data sizes $M$ and $N$ and the signal-to-noise ratios $\mathrm{SNR}_{k} \triangleq \frac{r_{k}^{2}}{\sigma^{2}}, k=1, \ldots, I$. For the following discussion we define

$$
\begin{gathered}
\operatorname{var}_{0}\left(\hat{\omega}_{l i}\right) \triangleq 2 M N \operatorname{SNR}_{i}^{2} E\left[\left(\hat{\omega}_{l i}-\omega_{l i}\right)^{2}\right] \\
l=1,2, \quad i=1, \ldots, l
\end{gathered}
$$

which are normalized estimation covariances, independent of the data sizes and SNR but dependent upon the data covariance $R$, the number of the two-dimensional frequencies and the window sizes $K$ and $L$. The following numerical example shows how the normalized covariances are affected by the window sizes $K$ and $L$.

Assume that the frequency matrix is
$\left(\begin{array}{l|l|l}\omega_{11} & \omega_{12} & \omega_{13} \\ \omega_{21} & \omega_{22} & \omega_{23}\end{array}\right)=2 \pi\left(\begin{array}{c|c|c}0.36 & 0.24 & 0.24 \\ 0.24 & 0.24 & 0.36\end{array}\right)$,
which specifies three two-dimensional frequency pairs. Figures $1-2$ illustrate $\operatorname{var}_{0}\left(\hat{\omega}_{i 1}\right), i=1,2$, vs $K$ and $L$. The plots for other frequencies are similar and omitted. As shown in the figures, the estimation covariances are reduced by two orders of magnitude by increasing the window sizes from $(3,3)$ to $(7,7)$. (The corresponding computations increase is also dramatic (Hua, 1992).) Being consistent with the single frequency case, these figures also suggest that the variance of a frequency estimate in each dimension is more affected by the window size in that dimension than the one in the other.

### 4.7. Simulation and discussion

For simulation, we assume that there are two two-dimensional frequency pairs

$$
\left(\begin{array}{l|l}
\omega_{11} & \omega_{12} \\
\omega_{21} & \omega_{22}
\end{array}\right)=2 \pi\left(\begin{array}{l|l}
0.26 & 0.24 \\
0.24 & 0.26
\end{array}\right)
$$

and the amplitudes $\left\{r_{i}\right\}$ are equal to one and the phases $\left\{\phi_{i}\right\}$ are zero. The choice of the frequency pairs as shown in (28) would lead to the same conclusion to be drawn. We choose the data sizes $M=N=200$ which are large compared to the window sizes $K=L=7$. The sample variances of $\hat{\omega}_{11}$ and $\hat{\omega}_{21}$ obtained from 80 independent runs (with Gaussian white noise)


Fig. 1. Normalized variance $\operatorname{var}_{0}\left(\omega_{11}\right)$ vs window sizes.
are shown in Figs 3 and 4 against $\operatorname{SNR}$ in dB $\left(\mathrm{SNR}=\mathrm{SNR}_{1}=\mathrm{SNR}_{2}\right)$. Also shown in Figs 3 and 4 are the theoretical results computed from (19) and the Cramer-Rao Bound (CRB). The plots for the second two-dimensional frequency pair are similar to Figs 3 and 4 and omitted.

It can be seen from these figures that the theory is consistent with the simulation for a median range of SNR, which is $[-12,10] \mathrm{dB}$ in this example. The reason why the theory is not accurate beyond a median range of SNR can be explained as follows. Our analysis is based on a first order approximation of the perturbations in the eigendecomposition of the noisy data covarance matrix $\hat{R}_{e}$. When SNR is too low, the first order approximation (namely (35)) breaks down and hence the result becomes inaccurate. On the other hand, when SNR is too high so that
it is comparable to the data sizes $M$ and $N$, then the first term in (23) is not negligible and so the approximation (24) is inaccurate. The high SNR phenomenon is unique for the single data set problem (although it is not pointed out in Stoica and Söderström (1991)) and is still under investigation.

The relationship between the estimation variance and the CRB is also worth mentioning. As suggested by the figures, the MP method is not statistically efficient for large data sizes particularly in the median range of SNR while the MP method was shown in Hua (1992) and Hua et al. (1993) to be near efficient for moderate data sizes and high SNR. In fact, we know that the CRB for the data model considered in this paper is proportional to $\frac{1}{\operatorname{SNR}}$ (Hua, 1992) while (19)


Fig. 2. Normalized variance $\operatorname{var}_{0}\left(\hat{\omega}_{21}\right)$ vs window sizes.


Fig. 3. Estimation variance and CRB for $\omega_{11}$.
implies that the variance of the MP method is proportional to $\frac{1}{\mathrm{SNR}^{2}}$. So given the best case that the MP method approaches the CRB at high SNR, it must deviate from the CRB in the median range of SNR.

At this point, one may ask whether other
methods can achieve the CRB in the median range of SNR for large data sizes. Based on the relationship between the maximum likelihood (ML) method and the CRB, one expects the ML should be efficient in the median range of SNR for large data sizes. But the exact median range of SNR vs data sizes remains to be found. An


Fig. 4. Estimation variance and CRB for $\omega_{21}$.
asymptotical version of the ML method (for large data sizes) is the periodogram. The analysis of the periodogram along the lines shown in this paper needs to be carried out. Another method that should come into one's mind in this context is (two-dimensional) MUSIC. In fact, the analysis of the MUSIC can be similarly carried out as for the MP method. Due to the amount of work involved, the properties of the MUSIC are separately shown in Yang and Hua (1993).

## 5. CONCLUSION

We have derived the covariances of the two-dimensional frequency estimates obtained by the MP method, assuming large data sizes, single data set and deterministic phases. The derivation has been very involved due to the nature of this problem. The problem with deterministic phases is more difficult than the one with random phases used in Stoica and Söderström (1991). A single and large data set is also more challenging than a large number of data sets as dealt with in Ottersten et al. (1991). The hard found general expression of the estimation covariance has also been analyzed. In particular, for the case of a single twodimensional frequency, the general expression is reduced to a very simple form which reveals clearly how the accuracy of the MP method is affected by the data sizes, SNR and the window sizes. While the general expression remains to be studied analytically for multiple two-dimensional frequencies, it has been numerically compared to the simulation. The numerical results have confirmed the accuracy of the theoretical expression. It is important to stress that the analysis of two-dimensional frequency estimation methods is still an open field where simulation has been widely used in place of analysis. As has been demonstrated in this paper, analysis can provide important insights that could not be found through simulation.
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## APPENDIX A

Proof of Theorem 1.
Applying the stretch operator Vec(•) to the both sides of (3), we get

$$
\begin{align*}
\operatorname{Vec}\left(Z\left(t, t^{\prime}\right)\right)= & (V(y, K) \otimes V(z, L)) \\
& \times V \operatorname{Vec}\left(\operatorname{diag}\left(x,\left(t, t^{\prime}\right) \ldots, x,\left(t, t^{\prime}\right)\right)\right) \\
& +\operatorname{Vec}\left(\varepsilon\left(t, t^{\prime}\right)\right) \tag{A.1}
\end{align*}
$$

Let $X^{\prime}\left(t, t^{\prime}\right) \triangleq \operatorname{diag}\left(x_{1}\left(t, t^{\prime}\right) \ldots, x_{t}\left(t, t^{\prime}\right)\right)$ and

$$
P_{n, n^{\prime}}^{\prime, t^{\prime}} \triangleq \operatorname{Vec}\left(X^{d}\left(t, t^{\prime}\right)\right) \operatorname{Vec}^{\prime \prime}\left(X^{\prime d}\left(t-n, t^{\prime}-n^{\prime}\right)\right)
$$

Since

$$
\begin{aligned}
& \operatorname{Vec}\left(X^{d}\left(t, t^{\prime}\right)\right)
\end{aligned}
$$

$$
\begin{align*}
& P_{n, n^{\prime}}^{\prime,,^{\prime}}=\left(\begin{array}{ccccccccc}
x_{1} x_{1}^{\prime \prime} & 0 & \cdots & 0 & x_{1} x_{2}^{\prime \prime} & 0 & \cdots & 0 & x_{1} x_{1}^{\prime \prime} \\
0 & 0 & \cdots & 0 & 0 & 0 & \cdots & 0 & 0 \\
\vdots & & & & \vdots & & & & \vdots \\
0 & 0 & \cdots & 0 & 0 & 0 & \cdots & 0 & 0 \\
x_{2} x_{1}^{\prime \prime} & 0 & \cdots & 0 & x_{2} x_{2}^{\prime \prime} & 0 & \cdots & 0 & x_{2} x_{1}^{\prime \prime \prime} \\
0 & 0 & \cdots & 0 & 0 & 0 & \cdots & 0 & 0 \\
\vdots & & & & \vdots & & & & \vdots \\
x_{1} x_{1}^{\prime \prime \prime} & 0 & \cdots & 0 & x_{1} x_{2}^{\prime \prime} & 0 & \cdots & 0 & x_{1} x_{1}^{\prime \prime}
\end{array}\right) . \tag{A.2}
\end{align*}
$$

where $x_{i}=x_{i}\left(t, t^{\prime}\right)$ and $x_{i}^{\prime}=x_{i}^{\prime}\left(t-n, t^{\prime}-n^{\prime}\right)$.
Because $E\left[\varepsilon\left(t, t^{\prime}\right)\right]=0$, from (A.1) we get

$$
\begin{align*}
R_{n, n^{\prime}}^{\prime, U^{\prime}}= & (V(y, K) \otimes V(z, L)) P_{n, n^{\prime}}^{\prime \cdot} \\
& \times(V(y, K) \otimes V(z, L))^{\prime \prime}+Q_{n, n^{\prime}} \tag{A.3}
\end{align*}
$$

Let


Since
$\operatorname{Vec}\left(\operatorname{diag}\left(x_{1}\left(t, t^{\prime}\right) \ldots, x_{t}\left(t, t^{\prime}\right)\right)\right)$

$$
=E_{l}, \operatorname{Vec}\left(\operatorname{diag}\left(x_{1}\left(t, t^{\prime}\right), \ldots, x_{l}\left(t, t^{\prime}\right)\right)\right)
$$

and $P_{n, n}^{r, r^{\prime}}=E_{p}, P_{n, n^{\prime}}^{r, t^{\prime}}=E_{p}, P_{n, n}^{r, t^{\prime}} E_{p}$, equation (A.I) can be rewritten as

$$
\begin{aligned}
\operatorname{Vec}\left(Z\left(t, t^{\prime}\right)\right)= & A_{1}, \operatorname{Vec}\left(\operatorname{diag}\left(x_{1}\left(t, t^{\prime}\right) \ldots, x_{,}\left(t, t^{\prime}\right)\right)\right) \\
& +\operatorname{Vec}\left(\varepsilon\left(t, t^{\prime}\right)\right)
\end{aligned}
$$

It is easy to verify that Range $\left(A_{n}\right)=\operatorname{Range}(A)$, because when the matrix $(V(y, K) \otimes V(z, L))$ is multiplied by the $E_{p}$
all columns become zero vectors except the lst column, $(I+2)$ th column,... , and $I^{2}$ th column. These non-zero columns form the matrix $A$. These facts and the expression (A.4) are particularly useful in simplifying some complicated expressions in this paper.

From (A.3), we have

$$
\begin{equation*}
R_{n, n^{\prime}}^{\prime,,^{\prime}}=A_{1}, P_{n, n}^{\prime, f^{\prime}} \cdot A_{v^{\prime \prime}}^{\prime \prime}+Q_{n, n^{\prime}} . \tag{A.S}
\end{equation*}
$$

From the expression (A.2) for $P_{n . n}^{t . t^{\prime}}$. we know there exists a real unitary matrix $\dot{P}$ which is the product of several permutation matrices such that

$$
\tilde{P}^{\mathrm{T}} P_{n, n}^{t, t^{\prime}} \bar{P}=\left(\begin{array}{c|c}
B_{n, n}^{t, t^{\prime}} & 0  \tag{A.6}\\
\hline 0 & 0
\end{array}\right)
$$

and $(V(y, K) \otimes V(z, L)) E_{p} \bar{P}=(A \mid 0)$. Therefore

This is (7) from which it is straightforward to get (8).

## APPENDIX B

Proof of Lemma 1.
For $|f| \geq K$ or $\left|I^{\prime}\right| \geq L$, the identity (9) is true because both sides of (9) are zero.
Now we consider the case $|l|<K$ and $\left|l^{\prime}\right|<L$. For $t=0,1, \ldots, M-K, \quad$ and $\quad t^{\prime}=0,1, \ldots, N-L$, define $\varepsilon_{r}\left(t, t^{\prime}\right) \triangleq\left(e\left(t, t^{\prime}\right), \quad e\left(t, t^{\prime}+1\right), \ldots, e\left(t, t^{\prime}+L-1\right)\right)^{\prime}$. Then $\operatorname{Vec}^{\prime}\left(\varepsilon\left(l, l^{\prime}\right)\right)=\left(\varepsilon_{r}^{\prime}\left(l, l^{\prime}\right), \varepsilon_{r}^{\prime}\left(l+1, l^{\prime}\right), \ldots, \varepsilon_{r}^{\prime}\left(l+K-1, l^{\prime}\right)\right)^{\mathrm{r}}$.
The matrix $Q_{l .,}=E\left[\operatorname{Vec}\left(\varepsilon\left(l, l^{\prime}\right)\right) \operatorname{Vec}{ }^{\prime \prime}(\varepsilon(0,0))\right]$ is a $K \times K$ block matrix. The $(u, v)$-block in $Q_{t, I}$ is

$$
E\left[\varepsilon_{r}\left(l+u, l^{\prime}\right) \varepsilon_{r}^{\prime \prime}(v, 0)\right]=E\left[\left(\begin{array}{c}
e\left(l+u, l^{\prime}\right) \\
e\left(l+u, l^{\prime}+1\right) \\
\vdots \\
e\left(l+u, l^{\prime}+L-1\right)
\end{array}\right)\right.
$$

i.e. $Q_{1.1}=\sigma^{2} J_{1}^{(K)}\left(J_{J^{(L)}}\right)$ where the matrix $J_{1}^{(K)}\left(J_{j}^{(L,-)}\right)$ is obtained from $J^{(K)}$ by substituting 1 's in $J_{I}^{(K)}$ with $J_{1}^{(L),}$ and 0 's with $L \times L$ zero matrix. So $J_{i}^{(N)}\left(J_{i}^{(L)}\right)=J_{i}^{(K)} \otimes J_{i}^{(L)}$. Hence $Q_{l, r^{\prime}}=\sigma^{2} J_{i}^{(K)} \otimes J_{i}^{(L)}$, and $J_{l, I^{\prime}}=J_{i}^{(K)} \otimes J_{l}^{(L)}$.

## APPENDIX C

Proof of Lemma 5.
Similar to the discussion in Appendix A in Stoica and Söderström (1991), we can get the approximation

$$
\begin{gather*}
U_{s}^{\mathrm{H}} \hat{R} U_{n} \approx \tilde{\Lambda} \hat{U}_{s}^{\mathrm{H}} U_{n} \quad \text { or } \\
U_{n}^{\mathrm{H}} \hat{U}_{s} \approx U_{n}^{H} \hat{R} U_{s} \bar{\Lambda}^{-1} \tag{C.1}
\end{gather*}
$$

So $\quad U_{n}^{\prime \prime} \hat{s}_{i}=U_{n}^{\prime \prime \prime}\left(\hat{s}_{i}-s_{i}\right)=U_{n}^{\prime \prime} \hat{R} U_{s} \hat{\Lambda}^{-1} e_{i}=U_{n}^{\prime \prime} \hat{R} U_{s} e_{i} \frac{1}{\lambda_{i}-\sigma^{2}}$, i.e. $U_{n}^{\prime \prime} \hat{s}_{i}=U_{n}^{\prime \prime} \hat{R} s_{i} \frac{1}{\lambda_{i}-\sigma^{2}}$. For $u_{1}, u_{2} \in \operatorname{Range}\left(U_{n}\right)$, the

$$
\begin{aligned}
& R_{n, n^{\prime}}^{t, t^{\prime}}=(V(y, K) \otimes V(z, L)) P_{n, n}^{\prime, \prime_{n}^{\prime}} \cdot(V(y, K) \otimes V(z, L))^{11} \\
& +Q_{n . n} . \\
& =(V(y, K) \otimes V(z, L)) E_{P} \bar{P} \bar{P}^{\top} P_{n, n^{\prime}}^{\prime,} \cdot \bar{P} \bar{P}^{\top T} E_{p} \\
& \times(V(y, K) \otimes V(z, L))^{\prime \prime}+Q_{n, n} \\
& =(A \mid 0) \hat{P}^{\prime} P_{n, n^{\prime,}}^{\prime,} \cdot \bar{P}\left(\frac{A^{\prime \prime}}{0}\right)+Q_{n, n^{\prime}} \\
& =A B_{n, r}^{\prime, r^{\prime}} \cdot A^{\prime \prime}+Q_{n, n^{\prime}} .
\end{aligned}
$$

column space of $U_{n}$, by the above equality,

$$
\left(\lambda_{i}-\sigma^{2}\right) u_{1}^{\prime \prime}\left(\hat{s}_{i}-s_{i}\right) \approx u_{1}^{\prime \prime} \hat{R} s_{i}
$$

and

$$
\left(\lambda_{j}-\sigma^{2}\right) u_{2}^{\prime \prime}\left(\bar{s}_{j}-s_{j}\right) \approx u_{2}^{\prime \prime} \hat{R} s_{j} .
$$

From above, we know

$$
\begin{equation*}
\left(\lambda_{i}-\sigma^{2}\right)\left(\lambda_{i}-\sigma^{2}\right) G_{i j}=E\left[u_{1}^{\mathrm{H}} \hat{R} s_{i}\left(u_{2}^{\mathrm{H}} \hat{R} s_{j}\right)^{\mathrm{H}}\right] \tag{C.2}
\end{equation*}
$$

where $G_{i j}$ is the $(i, j)$ th element of the matrix $G\left(u_{1}, u_{2}\right)$. To simplify notations, we assume that the data set $\left\{z\left(t, t^{\prime}\right), 0 \leq\right.$ $\left.t \leq M+K-1,0 \leq t^{\prime} \leq N+L-1\right\}$ is available. Then the sample estimation of $R$ can be taken as

$$
\hat{R} \triangleq \frac{1}{M N} \sum_{t=1}^{M} \sum_{r^{\prime}=1}^{N} \operatorname{Vec}\left(Z\left(t, t^{\prime}\right)\right) V e c^{\prime \prime}\left(Z\left(t, t^{\prime}\right)\right)
$$

Substituting the right-hand side of (A.4) into the above expression and then substituting $\hat{R}$ into (C.2), we can get the expression

$$
\begin{align*}
&\left(\lambda_{i}-\sigma^{2}\right)\left(\lambda_{i}-\sigma^{2}\right) G_{i j} \\
&= \frac{1}{M^{2} N^{2}} E\left[\sum_{t=1}^{M} \sum_{i^{\prime}=1}^{N} \sum_{p=1}^{M} \sum_{p^{\prime}=1}^{N} u_{1}^{H 1} \operatorname{Vec}\left(Z\left(t, t^{\prime}\right)\right) V e c^{\prime \prime}\right. \\
&\left.\times\left(Z\left(t, t^{\prime}\right)\right) s_{i} s_{1}^{\prime \prime} \operatorname{Vec}\left(Z\left(p, p^{\prime}\right)\right) \operatorname{Vec}^{\prime \prime}\left(Z\left(p, p^{\prime}\right)\right) u_{2}\right] \tag{C.3}
\end{align*}
$$

The right-hand side of the above expressions can be further simplified by employing (A.4) and the fact that for $u \in U_{n}$, $A_{v}^{\mathrm{H}} u=0$ (because Range $\left(A_{v}\right)=$ Range $(A)$ ).

$$
\begin{aligned}
& \left(\lambda_{i}-\sigma^{2}\right)\left(\lambda_{j}-\sigma^{2}\right) G_{i j} M^{2} N^{2} \\
& =E\left[\sum _ { t , s ^ { \prime } , p ^ { \prime } , p ^ { \prime } } u _ { 1 } ^ { \prime \prime } \operatorname { V e c } ( \varepsilon ( t , t ^ { \prime } ) ) \left[\operatorname{Vec}^{\prime \prime}\left(X^{d}\left(t, t^{\prime}\right)\right) A_{v}^{\prime \prime}\right.\right. \\
& \left.+\operatorname{Vec}^{\prime \prime}\left(\varepsilon\left(t, t^{\prime}\right)\right)\right] s_{i} s_{j}^{\prime \prime}\left[A_{1}, \operatorname{Vec}\left(X^{d}\left(p, p^{\prime}\right)\right)\right. \\
& \left.+\operatorname{Vec}\left(\varepsilon\left(p, p^{\prime}\right)\right) \mid \operatorname{Vec}^{\prime \prime}\left(\varepsilon\left(p, p^{\prime}\right)\right) u_{2}\right] \\
& =E\left[\sum _ { t , t ^ { \prime } , p , p ^ { \prime } } \left[u_{1}^{\prime \prime} V e c\left(\varepsilon\left(t, t^{\prime}\right)\right) V e c^{\prime \prime}\left(X^{d}\left(t, t^{\prime}\right)\right) A_{v}^{\prime \prime} s_{s} s_{i}^{\prime \prime} A_{v} V e c\right.\right. \\
& \times\left(X^{d}\left(p, p^{\prime}\right)\right) V e c^{\prime \prime}\left(\varepsilon\left(p, p^{\prime}\right)\right) u_{2} \\
& +u_{1}^{\prime \prime} V e c\left(\varepsilon\left(t, t^{\prime}\right)\right) V e c^{\prime \prime}\left(X^{d}\left(t, t^{\prime}\right)\right) A_{1}^{\prime \prime} s_{i} s_{j}^{\prime \prime} V e c \\
& \times\left(\varepsilon\left(p, p^{\prime}\right)\right) V e c^{\prime \prime}\left(\varepsilon\left(p, p^{\prime}\right)\right) u_{2} \\
& +u_{1}^{\prime \prime} \operatorname{Vec}\left(\varepsilon\left(t, t^{\prime}\right)\right) V e c^{\prime \prime}\left(\varepsilon\left(t, t^{\prime}\right)\right) s_{i} s_{j}^{\prime \prime} A_{v}, V e c \\
& \times\left(X^{d}\left(p, p^{\prime}\right)\right) V e{ }^{\prime \prime}\left(\varepsilon\left(p, p^{\prime}\right)\right) u_{2} \\
& +u_{1}^{H} V e c\left(\varepsilon\left(t, t^{\prime}\right)\right) V e c^{\prime \prime}\left(\varepsilon\left(t, t^{\prime}\right)\right) s_{i} s_{j}^{\prime \prime} V e c \\
& \left.\left.\times\left(\varepsilon\left(p, p^{\prime}\right)\right) \operatorname{Vec}^{11}\left(\varepsilon\left(p, p^{\prime}\right)\right) u_{2}\right]\right] \\
& =\sum_{1,4^{\prime}, p, p^{\prime}} E[\text { Term } 1+\text { Term } 2+\text { Term } 3+\text { Term } 4] \text {. (C.4) }
\end{aligned}
$$

Term 2 and 3 are zero since for three independent and zero mean Gaussian random variables $X_{1}, X_{2}$ and $X_{3}$, $E\left[X_{i}^{3}\right]=0, \quad i=1,2,3, \quad E\left[X_{2} X_{i}^{2}\right]=E\left[X_{3} X_{i}^{2}\right]=E\left[X_{2} X_{3}^{2}\right]=0$, and $E\left[X_{1} X_{2} X_{3}\right]=0$. So the right-hand side of (C.4) is equal to

$$
\begin{align*}
& \sum_{t, t^{\prime}, p, p^{\prime}}\left\{u_{1}^{\prime \prime} Q_{t-p, t^{\prime}-p^{\prime}, u_{2}} s_{j}^{\prime \prime} A_{1} \operatorname{Vec}\left(X^{d}\left(p, p^{\prime}\right)\right) V e c^{H}\right. \\
&\left.\times\left(X^{d}\left(t, t^{\prime}\right)\right) A_{1^{\prime}}^{H} s_{i}+E[\operatorname{Term} 4]\right\} \tag{C.5}
\end{align*}
$$

in which the expectation of Term 4 (the product of the four complex Gaussian random variables) can be simplified by using the formula

$$
\begin{aligned}
E\left[x_{1} x_{2} x_{3} x_{4}\right]= & E\left[x_{1} x_{2}\right] E\left[x_{3} x_{4}\right] \\
& +E\left[x_{1} x_{3}\right] E\left[x_{2} x_{4}\right]+E\left[x_{1} x_{4}\right] E\left[x_{2} x_{3}\right]
\end{aligned}
$$

(see Stoica and Söderström 1991). So (C.5) is equal to

$$
\begin{align*}
& \sum_{t, p, p}\left\{u_{1}^{\prime \prime} Q_{t-p . r^{\prime}-p^{\prime}} u_{2} s_{j}^{\mathrm{H}} A_{v} \operatorname{Vec}\left(X^{d}\left(p, p^{\prime}\right)\right) \operatorname{Vec}^{\mathrm{H}}\left(X^{d}\left(t, t^{\prime}\right)\right) A_{v}^{\mathrm{H}} s_{i}\right. \\
& +E\left[u_{1}^{\mathrm{H}} \operatorname{Vec}\left(\varepsilon\left(t, t^{\prime}\right)\right) V e c^{H}\left(\varepsilon\left(t, t^{\prime}\right)\right) s_{i}\right] \\
& \times E\left[s_{i}^{\prime \prime} \operatorname{Vec}\left(\varepsilon\left(p, p^{\prime}\right)\right) \operatorname{Vec}^{H}\left(\varepsilon\left(p, p^{\prime}\right)\right) u_{2}\right] \\
& +E\left[u_{1}^{\mathrm{H}} \operatorname{Vec}\left(\varepsilon\left(t, t^{\prime}\right)\right) s_{j}^{\mathrm{H}} \operatorname{Vec}\left(\varepsilon\left(p, p^{\prime}\right)\right)\right] \\
& \times E\left[V e{ }^{\prime \prime}\left(\varepsilon\left(t, t^{\prime}\right)\right) s_{i} V e c^{\prime \prime}\left(\varepsilon\left(p, p^{\prime}\right)\right) u_{2}\right] \\
& +E\left[u_{1}^{\mathrm{H}} V e c\left(\varepsilon\left(t, t^{\prime}\right)\right) V e c^{\prime \prime}\left(\varepsilon\left(p, p^{\prime}\right)\right) u_{2}\right] \\
& \times E\left[\operatorname{Vec}^{H}\left(\varepsilon\left(t, t^{\prime}\right)\right) s_{i} s_{j}^{H} \operatorname{Vec}\left(\varepsilon\left(p, p^{\prime}\right)\right)\right\} \\
& =\sum_{t, i^{\prime}, p, p^{\prime}} u_{1}^{\mathrm{H}} Q_{t-p, i^{\prime}-p^{\prime}} \cdot u_{2} s_{j}^{H} A_{v}, P_{p-1, p^{-}-t^{p, \cdot}}, A_{v}^{\mathrm{H}} s_{i} \\
& +\sum_{t, r^{\prime}, p, p^{\prime}} u_{1}^{\prime \prime} Q_{t-p, r^{\prime}-p^{\prime}} u_{2} s_{j}^{\prime H} Q_{p-t, p^{\prime}-r^{\prime}} s_{i} . \tag{C.6}
\end{align*}
$$

The second term in (C.6) dividing by $M^{2} N^{2}$ is

$$
\begin{align*}
& \frac{1}{M^{2} N^{2}} \sum_{i=1}^{M} \sum_{i=1}^{N} \sum_{p=1}^{M} \sum_{p^{\prime}=1}^{N} u_{i}^{\prime \prime} Q_{t-p, r^{\prime}-p^{\prime} \cdot u_{2} s_{i}^{\prime \prime} Q_{p-t, p^{\prime}-1} \cdot s_{i}}^{\quad=\frac{1}{M^{2} N^{2}} \sum_{|k|<\kappa} \sum_{\left|k^{\prime}\right|<i}(M-|k|)\left(N-\left|k^{\prime}\right|\right) u_{1}^{\prime \prime} Q_{k, k} \cdot u_{2} s_{j}^{\prime \prime} Q_{-k,-k^{\prime} \cdot s_{i}}} \\
& =\frac{1}{M N} \sum_{|k|<K} \sum_{\mid k^{\prime} \cdot \ll .} u_{1}^{\prime \prime} Q_{k, k^{\prime}} \cdot u_{2} s_{j}^{\prime \prime} Q_{-k,-k^{\prime}} \cdot s_{i},
\end{align*}
$$

for the large data sizes $M$ and $N$.
Comparing (A.5) and (7), we know that $A_{v} P_{p, t, p^{\cdot}, f}^{p, A_{v}^{\prime}}=$ $A B_{p-t, p}^{p, p^{\prime}} \cdot{ }^{\prime} \cdot A^{\mathrm{H}}$. Therefore the first term in (C. 6$)^{-1, p}$ equal to


The method used in deriving (C.7) is not applicable to simplify the sum (C.8) because the matrix $B_{n, n}^{p, p^{\prime}}$. depends on $p$ and $p^{\prime}$. This is a major difficulty in deriving the large sample covariance due to the deterministic phases.
Let $C_{l} \triangleq\{(p, t):|p-t|<K, \quad 1 \leq i \leq M, \quad 1 \leq p \leq M\} \quad$ and $C_{i}^{\prime} \triangleq\left\{\left(p^{\prime}, t^{\prime}\right):\left|p^{\prime}-t^{\prime}\right|<L, \quad 1 \leq t^{\prime} \leq N, \quad \mid \leq p^{\prime} \leq N\right\} \quad$ be two index sets.
Since $Q_{t-p, t^{\prime}-p^{\prime}}=0$ for $|t-p| \geq K$ or $\left|t^{\prime}-p^{\prime}\right| \geq L$, the sum (C.8) only includes those terms with $(p, t) \in C_{I}$ and ( $\left.p^{\prime}, t^{\prime}\right) \in C_{i}^{\prime} . C_{l}$ can be partitioned into three index sets
$C_{1}=\{(p, t):|p-t|<K, 1 \leq t \leq M, 1 \leq p \leq K\}$,
$C_{2}=\{(p, t):|p-t|<K, 1 \leq t \leq M, K+1 \leq p \leq M-K\}$, and $C_{3}=\{(p, t):|p-t|<K, 1 \leq t \leq M, M-K+1 \leq p \leq M\}$.

The number of points in $C_{2}$ is $(2 K-1)(M-2 K)$ which depends on the data size $M$. But the number of points in $C_{1} \cup C_{3}$ is $K(3 K-1)$ which does not depend on the data size $M$. Similarly, we can define $C_{1}^{\prime}, C_{2}^{\prime}$ and $C_{3}^{\prime}$ which are partitions of $C_{1}^{\prime}$. The number of points in $C_{1}^{\prime} \cup C_{3}^{\prime}$ does not depend on the data size $N$. So the sum (C.8) is equal to
$\frac{1}{M^{2} N^{2}} \sum_{(p, r) \in C_{2}} \sum_{\left(p, r^{\prime}\right) \in C_{2}} u_{1}^{\prime \prime} Q_{t-p, r^{\prime}-p^{\prime}} u_{2} s_{j}^{\prime \prime} A B_{p-t, p^{\prime}-1}^{p, p^{\prime}} A^{\prime 1} s_{i}$

$$
+\frac{1}{M N}\left(O\left(\frac{1}{M}\right)+O\left(\frac{1}{N}\right)\right)
$$

in which the first term is equal to

$$
\begin{aligned}
& =\frac{1}{M^{2} N^{2}} \sum_{p=K+1}^{M-K} \sum_{r=p-K+1}^{p+K-1} \sum_{p^{\prime}-L+1}^{N-L} \sum_{r=p^{\prime}-L+1}^{p+L-1} \\
& \times u_{1}^{\mathrm{H}} Q_{t-p, t^{\prime}-p^{\prime}} u_{2} s_{j}^{\mathrm{H}} A B_{p-t, p^{\prime}-t^{p}}^{p, A^{\prime}} \cdot A^{\mathrm{H}} s_{i} \\
& =\frac{1}{M^{2} N^{2}} \sum_{p=K+1}^{M-K} \sum_{p}^{N-L} \sum_{i k+1} \sum_{|k|<K} u_{1}^{H} Q_{k, k^{\prime}} \cdot u_{2} s_{j}^{H} A B_{-k,-k^{\prime}}^{p, p^{\prime}} A^{H} s_{i} \\
& =\frac{1}{M N} \frac{(M-2 K)(N-2 L)}{M N} \sum_{|k|<K} \sum_{\left|k^{\prime}\right|<L} u_{1}^{H} Q_{k, k^{\prime}} u_{2} s_{j}^{H} \\
& A\left(\frac{1}{(M-2 K)(N-2 L)} \sum_{p=K+1}^{M-\kappa} \sum_{p=L+1}^{N-L} B_{-k,-k^{\prime}}^{p . p^{\prime}}\right) A^{H_{j}} s_{i} \\
& =\frac{1}{M N} \sum_{|k|<K} \sum_{\left|k^{\prime}\right|<L} u_{1}^{\mathrm{H}} Q_{k, k^{\prime}} u_{2} s_{j}^{\mathrm{H}} A B_{-k .-k} \cdot A^{\mathrm{H}} s_{i} .
\end{aligned}
$$

Finally, from (C.6) and (C.7) we have

$$
\begin{aligned}
\left(\lambda_{i}-\sigma^{2}\right) G_{i j}\left(\lambda_{j}-\sigma^{2}\right)= & \frac{1}{M N} \sum_{|k|<K} \sum_{|k \cdot|<1} u_{1}^{\prime \prime} Q_{k \cdot k} \cdot u_{2} s_{j}^{\prime \prime} \\
& \times\left(A B_{-k .-k} \cdot A^{\prime \prime}+Q_{-k \cdot-k}\right) s_{i} \\
= & \frac{1}{M N} \sum_{|k|<K} \sum_{\mid k \cdot 1<L} u_{1}^{\prime \prime} Q_{k \cdot k} \cdot u_{2} s_{j}^{\prime \prime} R_{-k .-k} \cdot s_{i},
\end{aligned}
$$

for large $M$ and $N$.
Since $R_{-k,-k^{\prime}}=R_{k, k^{\prime}}^{i,}$, from the above expression we have

$$
\begin{aligned}
G_{i j} & =\frac{1}{M N} \sum_{|k|<K} \sum_{|k \cdot|<L .} u_{1}^{\prime \prime} Q_{k, k} \cdot u_{2} s_{j}^{\prime \prime} R_{k, k}^{\prime \prime} \cdot s_{i} \frac{1}{\left(\lambda_{i}-\sigma^{2}\right)\left(\lambda_{j}-\sigma^{2}\right)} \\
& =\frac{1}{M N} \sum_{|k|<K} \sum_{|k \cdot|<L} u_{1}^{\prime \prime} Q_{k, k} \cdot u_{2} e_{i}^{\mathrm{T}} \bar{\Lambda}^{-1} U_{s}^{\mathrm{T}} R_{k, k}^{r} \cdot U_{s}^{r} \bar{\Lambda}^{-1} e_{j} .
\end{aligned}
$$

So we have the equality (17). In the same way as above, we can prove (18). $\square$
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