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Abstract

Given a digraph and a cost function on its edges, we want
to develop a structure supporting questions of the type: what
is the cost of the least cost path from a given origin r to each
node v if the cost of each edge is increased by the same po-
sitive constant §. We will see that an efficient structure can
be generated as by-product of the Bellmann-Ford algorithm
for least cost paths; the main feature of this structure is that
for any choice of § such questions can be answered in time
O(log M), where X is the length of the longest least cost path
in the digraph. :
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1 Introduction

In working with large networks it is sometimes necessary to modify
some of their characteristics; then, in order to reduce the time needed
for finding the solution of a given problem, it is advisable to update
the previously found solutions instead of computing everything from
scratch again. This is what we tried to do for our problem, which
could be seen as a special case of the dynamization problem, solved
by Even/Shiloach [2] and Ibaraki/Katoh [5] for transitive closures,
by La Poutré/van Leeuwen [7] for transitive closures and reductions,
by Frederickson [4] for minimum spanning trees and by Rohnert [10]
for all-pairs least cost paths.

The problem can be formalized as follows given a digraph G' =
(V, E), |V| = n,|E| = m, and a cost function C : E — IR, which
does not imply negative cost cycles, we want to compute

LeastCost(r,v,68) = cost of the least cost path from a given
origin r to the node v when the cost of
each edge in the graph is increased by the
positive constant é

for different choices of § without having to run a least cost path
algorithm everytime with a new cost function. This will be obtained
by generating in time O(m }) a structure that will allow us to answer
every LeastCost(r,v,6) in time O(log \), where ) is the length of the
longest least cost path in G.



2 The Main Idea

Throughout this paper we suppose that a given origin r is specified,
from which all the least cost paths are computed; therefore, whenever
we speak about a path to v we mean a path starting at , and least
cost path trees are also meant to be rooted at this node.

As usual we denote by adj *(v) (resp adj ~(v)) the set of suc-
cessors (resp. predecessors) of the node v in G. Further we will write
Ple, c] for a path with e edges whose total cost is ¢ , LCP(v) for the
least cost path to the node v and LCPy(v) for the least cost path to
the node v of length not exceeding k ; we define G(6) as the graph
obtained from G by adding the positive constant § to the cost of
each edge, and we call § the offset of the new graph with respect to
the original one. Finally, by updating an offset § we mean computing
the least cost path tree of the graph G(6).

Property 1 The number of edges in the LCP(v) is a non increasing
function with respect to the offset, i.e. when updating an offset the
new LCP(v) will have at most as many edges as the old ome.

Proof. Let Ple;,c;] be the LCP(v); for any other path Ple,c] to
v we must have ¢ > ¢;. When we update an offset § these paths
become respectively Plej,ci + de1] and Ple,c + be]; if now another
path becomes the LCP(v) we must have ¢ 4 ée < ¢1 + deq, which is
possible only if e < e1. 0

Property 2 Given two paths Ple1,c1] and Ples, ca] to v withey > ez
and ¢i < cg, the latter will become less expensive than the former at
the offset 6§ = (ca — c1)/(e1 — e2).

Proof. Immediate, as the costs of the two paths at an offset 6 are
respectively c; + §ej and ¢z + Sea. ]



Property 3 There ezists an offset A such that in G(A) the length
of the LCP(v) is equal to the distance between v and r. Further the
least cost path tree of G(6) will be the same as the one of G(A) for
all 6 > A.

Proof. It follows immediately from Properties 1 and 2. ]

Theorem 1 For every § > 0 and veV there exists a keV such that
LCP(v) in G(6) = LCPy(v) in G

Proof. Moreover, if the LCP(v) in G(§) has length k, we can show
that this path is the same as the LCP,(v) in G. Let P[k,c| be the
path in G that will be the LOP(u) in G(8), and let another path
Ple’,c'] be the LCP;(v) in G. Then ¢’ < k and ¢’ < ¢, so that in
G(8) we will obtain ¢+ k& > ¢’ + €'6 for the costs of the two paths,
in contradiction with our assumptions. u]

Theorem 2 Let Pile;,ci], i = 1,2,3 , be three paths to a node v in
G withe; > ez > e3 and ¢1 < ¢c2 < c3; further let 619, 61,3 and b23 be
the offsets at which Po becomes less expensive than Py, respectively
P; less expensive than P and P3 less expensive than Pp.

Then, if 812 < 813 , it must also be 612 < do,3

Proof. The following inequalities are all equivalent:

6,2 < 613
(c2—c1)(e1—e3) < (c3—ci)(er—e3)
coe; —cgeg +cijeg < c3el — czeg -+ c1es

—c1e9 — c2€3 + c1eg < cgep — C3eg — Cr€]
(c2—ci)(e2—e3) < (c3—c2)(e1—e2)
b2 < b23



We now have enough arguments to state the main idea of the
algorithm, which consists in finding for each v € V all the offsets §
for which

LCP(v) in G(§) # LCP(v) in G(§'), forall0< & < §

i.e., all the offsets at which the structure of the least cost path to v
changes, which are the relevant data to compute LeastCost(r,v,$) for
all § > 0. In the algorithm we will use a liss BLCP(v) representing
the least cost paths of bounded length to v in G. The construction
of this list will be described in the next section.

Main Algorithm

(1) forallv eV do

(2) compute the list BLCP(v);

(3 find out which of the paths in BLCP(v) will become
LCP(v) in a G(é) and at which &;

4) generate the structure to answer
LeastCost(r,v,8) forany 6 >0
(5) od;

(6) while not stop do answer LeastCost(r,v,6) od.
Main Algorithm




3 Least Cost Paths of Bounded Length

We now present the procedure which computes for each node v in
the digraph @ all the least cost paths to v of bounded length (Step
(2) of the Main Algorithm). Each path will be stored in the list
BLCP(v) as record of two variables: its cost and its length in G 1,

BLCP

(1)
(2)
3)
(4)
(5)
(6)
(7)
(®)
(9)
(10)
(11)
(12)
(13)
(14)
(15)
(16)
an
(18)
(19)

(20)
1)

PQ — ;
forall u ¢ V do BLCP(u) « od;
BLCP(r)+[0]0] ;

repeat
« the first record in PQ;

u_path + the first record in BLCP(u);
forall v € adj* (u) do
v._path « the first record in BLCP(v);
if u_path.cost+ C(u,v) < v_path.cost
then
new_v_cost — u_path.cost + C(u,v);
new_v.length — u_path.length + 1;
if v_path.length = new_v_length
then v_path.cost — new_v_cost

else
put | v | new_v_length |
at the end of PQ;
put | new.v_cost | new_vlength |
at the begin of BLCP(v)
fi
fi
od
until PQ=0

BLCP

'In each record we could also store the predecessor of the node in that path,
so that we would be able to reconstruct in the usual way the corresponding path;
as this is not very relevant to our analysis we will omit it.
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In particular the list is constructed in such a way that the records
are ordered by decreasing number of edges in the path, which will
be useful in the next step of the Main Algorithm. Notice that the
list contains only the different least cost paths of bounded length:
this means that if Ple;,c;] is the immediate predecessor of Ples, cg]
in the list, then the latter is the LCPy(v) for all e3 < k < €.

Let us denote by ¢ the cost of LCPy(v) in G. The presented

iprocedure is a by-product of the Ford’s algorithm [3], which was
based on the equations

cS-O) =0
c$,°) = oo Vovs#r
Y = min {cgk) , {cﬁ,’“) +C(u,v) |ue adj’(v)}} VveV

It consists in introducing a priority-queue PQ (as developed by Ford
[3] and Moore [9]) where we store each node for which a new, longer
LCP of bounded length has been found together with the length of
this path:

PO = {r} ‘

PQ®) = {veV| P < cs,k'_l)} Vk=1,.,n

If now §ve order the Ford’s equations differently we get the following
procedure:

cgkﬂ) = cs,k) VveV

D) = min {cs,kﬂ), ) + C(u, v)} Ve adit(u), ue PQX

If finally we choose for PQ a first-in-first-out strategy, we automati-
cally obtain the list BLCP(v) ordered with respect to the length.



4 The Structure LeastCostTree

We now come to the description of the other steps of the Main Al-
gorithm, which are developed in a single procedure.

As mentioned before, the list BLCP(v) contains all the possible
candidates for LCP(v) in a G(6) and by construction they are ordered
by decreasing length; in particular the first path, say Pyle, ], is the
LCP(v) in G. Now we compare it with all the other candidates
and, according to Property 2, we determine at which offset each of
these would become less expensive than Pp; the minimum & over
these values, corresponding say to the path P'[¢/,'], is the smallest
offset at which the structure of LCP(v) changes. This means that
for 0 < & < & the least cost path to v in G(6) is given by Py,
and therefore it follows immediately that LeastCost(r,v,6) = c + e
for all 0 < § < §'. Continuing, we compare now P' with all the
candidates which are shorter (because of Proposition 1), i.e. with
all its successors in BLCP(v), and again we compute the minimum
8" over the possible offsets; at this point Theorem 2 makes sure that
" > §, and therefore for §' < § < §" the LCP(v) in G(6) will be P'.
And so on.

LeastCostTree

(1) forallveV do

(2) LeastCostTree(v) «+ empty tree;

(3) Py « the first record in BLCP(v);

(4) insert [ Pp.cost | Pp.length | 0 |in LeastCostTree(v);
(5)  while Py not the last record in BLCP(v) do

(6) let P' be the record in BLCP(v) such that
§pr = min { pﬁf;‘:;—:,;":l—)ﬁf%ﬁ I P successor of Py }
M insert [ P'.cost | P'.length | 6pr | in LeastCostTree(v);
(8) Py — P
(9) od;
(10) od
LeastCostTree
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As the only relevant data needed to compute LeastCost(r,v,8)
are the offsets at which the structure of the LCP(v) changes together
with the length and the cost of these paths in G, we need a structure
to store these values. For this purpose we assign to each node v a
balanced search tree LeastCostTree(v), which could be for instance
a BB[a-Tree (see Mehlhorn [8]). For this Data Structure the basic
operations Insert and Search require time O(logN), where N is
the number of data stored in the tree. Usually sets are stored in
BB|a]-trees in node-oriented fashion; in our case, though, we will
assign the offsets to the nodes and the other information regarding
the paths to the leaves. If now we want to compute LeastCost(r,v,§)
we proceed in the following way:

LeastCost(r,v,6)

(1) node « root of LeastCostTree(v);

(2) while node # leaf do

3) if § < node.key

4) then go to the left son of node

(5) else go to the right son of node

(6) fi;

(7) od;

(8) LeastCost(r,v,6) « leaf.cost + leaf.length -6

LeastCost(r,v,§)

11




To explain better the last steps let us make an example. Suppose
that the structure of LCP(v) in G(&) changes at the three different
offsets §; < 6 < 63 and let Pifes,ci], i =1,2,3, be the corresponding
paths to v; further let Pyleq, co] be the LCP(v) in the originary G =
G(0). Then we would store these values in the following tree:

€g €1 €2 €3
()] C1 5] c3

To compute LeastCost(r,v,8), say for §; < é < &2, we would start
at the root 6o of the tree, go to its left son §; and reach its right
leaf. This leaf contains, as explained in a previous discussion, the
characteristics e; and ¢; of the path in @ that will become LCP(v)

_in G(8), and therefore

LeastCost(r,v,6) =c1+e1 -8

12



5 Concluding Remarks and Open Questions

The complexity of the whole algorithm can be set together by the
following:

o to compute BLCP we need time O(m )), where ) is the length
of the longest least cost path in G, because each node will be
removed from PQ at most A times, as shown in [9];

o further to compute LeastCostTree we have a complexity of
O(n X logA): for each node v the steps (6)-(10) cost at most
successively (A —1) logi),i=1,.,A—1;

e finally to answer LeastCost(r,v,6) we need time O(log)), be-
cause, according to Property 1, A is an upper bound for the
. number of offsets at which the structure of LCP(v) changes.

Our empirical results, obtained by running the algorithm on a
weighted random digraph of the class D, p . (as defined in [1]), indi-
cate that A is in the order of magnitude of logn. Is there a mathe-
matical proof for this ?

An upper bound for the total number of offsets Noff is n) , and
this would show, if our conjecture about A is exact, that Noff does
not grow linearly with the number of edges. This again agrees with
our empirical results.

Let us specify the concepts of internal resp. external path length
of a tree: these are defined to be the sum, taken over all interior nodes
respectively leaves, of the lengths of the paths from these nodes to
the root (see also [6]). Another upper bound for Noffis now given by
the difference between the sum of internal and external path lengths
in the LCP-Tree and in the BFS-Tree in G} in fact by Property 1 at
every offset there is at least an LCP whose length will decrease by at
least 1, and further by Property 3 the sum of internal and external
path lengths in the LCP-Tree after the biggest offset will be the same
as the one in the BFS-Tree. Using the results about the diameter of
random graphs obtained by Spirakis [11] we could say that the sum
for BFS-Tree should be in average O(n logn), but again we do not
know about any result concerning the sum for LCP-Trees.
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