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A well-known theorem of Frame, Robinson, and, Thrall states that if $\lambda$ is a partition of $n$, then the number of Standard Young Tableaux of shape $\lambda$ is $n$ ! divided by the product of the hook-lengths. We give a new combinatorial proof of this formula by exhibiting a bijection between the set of unsorted Young Tableaux of shape $\lambda$, and the set of pairs $(T, S)$, where $T$ is a Standard Young Tableau of shape $\lambda$ and $S$ is a "Pointer" Tableau of shape $\lambda$.

## 1. Introduction

Let $\lambda=\left\{\lambda_{1} \geq \lambda_{2} \geq \ldots \geq \lambda_{m}\right\}$ be a partition of $n$. The Ferrers diagram of shape $\lambda$ is an array of cells indexed by $\left\{(i, j) \mid 1 \leq i \leq m ; 1 \leq j \leq \lambda_{i}\right\}$. If $A$ is a set of positive integers such that $|A|=n$, then a Young Tableau (YT) of shape $\lambda$ on $A$ is any arrangement of $A$ in the cells of the Ferrers diagram of $\lambda$. Such an arrangement is a Standard Young Tableau (SYT), if the rows and columns are increasing sequences (see Fig. 1).

Let $[n]=\{1,2, \ldots, n\}$. Then the number of Standard Young Tableaux on [ $n$ ] of shape $\lambda$ is denoted $f_{\lambda}$. For each cell $(i, j)$ in the Ferrers diagram of $\lambda$, define the hook to be the set of cells $H_{i j}=\{(k, l) \mid k=i$ and $l \geq j$ or $k \geq i$ and $l=j\}$. The hook-length of $(i, j), h_{i j}$, is $\left|H_{i j}\right|$.
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Fig. l. $\lambda-(4,2,2,1), n-9$. $A=\{2,4,5,6,8,9,10,11,13\}$.
Theorem (Frame-Robinson-Thrall) [1]. If $\lambda$ is a partition of $n$, then

$$
\begin{equation*}
f_{\lambda}=\frac{n!}{\prod_{(i, j)} h_{i j}} \tag{1}
\end{equation*}
$$

where the product is taken over all cells in the Ferrers diagram of $\lambda$.
An excellent introduction to Young Tableaux, and a classical proof of this formula, can be found in Knuth [4]. Another nice proof was given by Hillman and Grassl [3]. More recently, Greene et al. [2] found a probabilistic interpretation of the formula, and provided a procedure for constructing an SYT uniformly at random. Remmel [5] has given a very different sort of bijective proof, using a lattice path interpretation of Young Tableaux. So far, however, no direct and simple bijective proof has been found.

We show that there is a simple bijection establishing the formula. However, it is nontrivial to verify that the mapping is a bijection.
We first rewrite (1) as

$$
\begin{equation*}
n!=f_{\lambda} \cdot \Pi h_{i j} \tag{1}
\end{equation*}
$$

and note that $n!$ is the number of Young Tableaux on $[n]$ of shape $\lambda$. To analyze the right side of (1)' we define a Pointer Tableau of shape $\lambda$ to be an assignment of a cell index $\left(i^{\prime}, j^{\prime}\right)$ to each cell $(i, j)$ of the Ferrers diagram of $\lambda$, such that $\left(i^{\prime}, j^{\prime}\right) \in H_{i j}$. The number of Pointer Tableaux of shape $\lambda$ is simply $\Pi h_{i j}$. Let $P=\{(T, S) \mid T$ is an SYT of shape $\lambda$ on $[n] ; S$ is a Pointer Tableau of shape $\lambda\}$. Then $|P|=f_{\lambda} \cdot \Pi h_{i j}$. We call $(T, S) \in P$ a Pointed Young Tableau (PYT).
Our bijection consists of an algorithm for sorting a Young Tableau $R$, to produce a unique pair ( $T, S$ ) in $P$. The Pointer Tableau $S$ records each step of the sorting algorithm, storing just enough information to enable us to reverse the procedure.

The algorithm makes repeated use of a procedure called IC (Insert Column), which we describe in detail in Section 2 . The input is ( $T, S$ ), a

PYT, where $T$ is an SYT on some set $A \subseteq[n]$, and a column vector

$$
\mathbf{a}=\left(\begin{array}{c}
a_{1} \\
a_{2} \\
\vdots \\
a_{m}
\end{array}\right)
$$

of distinct numbers not already in $T$. IC first inserts a into $T$, obtaining an augmented Tableau (not necessarily an SYT). IC then sorts $T$ and constructs a column vector d of pointers so that $(T, \mathrm{~d} S)$ is a PYT. Starting with a YT $R$, the final PYT is built up one column at a time, starting with the rightmost (shortest) column, as described in the following procedure.

R-SORT
Input: Young Tableau $R$ on $[n]$ with shape $\lambda=\left\{\lambda_{1} \geq \lambda_{2} \cdots \geq \lambda_{l}\right\}$.
Output: PYT $(T, S)$ of shape $\lambda$ on $[n]$.

1. Initialize: $(T, S) \leftarrow(\phi, \phi) ; K \leftarrow \lambda_{1}$.
2. While $K \neq 0$ do
$\mathbf{a} \leftarrow K$ th column of $R$
Call IC (a, $T, S$ ) to obtain an augmented PYT ( $T, S$ ).
$K \leftarrow K-1$
endwhile
exit

In Section 3 we present DC (Delete Column), the inverse procedure for IC. DC begins with a PYT $(T, S)$, where $T$ has $m$ rows, deletes a column vector of length $m$ from $T$ and deletes the first column of $S$, obtaining a diminished PYT. Applying DC successively, we eventually recover $R$. More formally, we define:

FIND-R
Input: PYT $(T, S)$ of shape $\lambda=\left\{\lambda_{1} \geq \cdots \geq \lambda_{l}\right\}$.
Output: YT $R$ of shape $\lambda$ on $[n]$.

1. Initialize: $R \leftarrow \phi ; K \leftarrow 1$.
2. While $K \leq \lambda_{1}$ do

Call DC ( $T, S$ ) to obtain smaller PYT ( $T, S$ ) and column vector a
$K$ th column of $R \leftarrow \mathbf{a}$
$K \leftarrow K+1$
endwhile
exit $\square$

In Sections 4 and 5 we prove that algorithms IC and DC are effective, and, in Section 6, show that they are inverses of each other. Together, these results are sufficient to show that R-SORT provides a bijection between the set of PYT and the set of Young Tableaux of shape $\lambda$. In Section 7 we show that the Pointer Tableau can be viewed as a generalization of the familiar inversion table for a permutation.

## 2. Inserting a Column into a Tableau

We show how to insert each column of $R$ into $T$ and how to construct $S$. First, some notation.

Definition 2.1. A Pseudo Tableau is a Young Tableau whose rows are increasing.

Definition 2.2. Let $a_{k 1}<a_{k 2}<\cdots<a_{k y}$ be the $k$ th row of a Pseudo Tableau. To INSERT the number $b$ into row $k$ means to insert $b$ so that the row is still increasing. For example, inserting 7 into 13568 yields 135678. If $a_{k i}<b<a_{k i+1}$ then the new row is renumbered so that $a_{k i+1}^{\prime} \leftarrow b, a_{k i+2}^{\prime} \leftarrow$ $a_{k i+1}$, and so on.

Definition 2.3. Let $a_{k-11}<a_{k-12} \cdots<a_{k-1 y}$

$$
a_{k 1}<\cdots<a_{k y^{\prime}}
$$

with $y^{\prime} \leq y$, be rows $\binom{k-1}{k}$ of a Pseudo Tableau. To EXCHANGE $a_{k-1 u}$ and $a_{k v}$ means to delete these entries from their original positions and INSERT them into rows $k$ and $k-1$, respectively. For instance, exchanging 3 and 6 in $\binom{1256}{3478}$ yields $\binom{1235}{4678}$. The entries are then renumbered.
(Note: from now on, "insert" and "exchange" will be used interchangeably with INSERT and EXCHANGE.)

We also need a convenient way to represent Pointer Tableaux. Let $S_{i j}$ be the $(i, j)$ th entry in a PT, $S$. If $S_{i j}=C x(x \geq 1)$ then $S_{i j}$ points to cell $(i, j+x-1)$. If $S_{i j}=R y(y \geq 2)$ then $S_{i j}$ points to cell $(i+y-1, j)$. For example, if $\lambda=(3,2)$ then the following Pointer Tableaux are equivalent:

| $(1,3)$ | $(2,2)$ | $(1,3)$ | $C 3$ | $R 2$ | $C 1$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $(2,1)$ | $(2,2)$ |  | $C 1$ | $C 1$ |  |

We can now give:

Procedure IC (Insert Column)
Input: $(T, S)$ PYT with $l$ rows;
Column vector $\mathbf{a}=(\vdots) ; m \geq l, a_{i} \notin T \forall i$.
$a_{m}$
Output: Augmented PYT $(T, S)$, where now $a_{i} \in T \forall i . T$ and $S$ have the same shape as on input, except that an additional column of $m$ cells has been adjoined to each.
$I C(\mathbf{a}, T, S)$
(0) Initialize: For $j=1$ to $m$ do

$$
\begin{array}{ll}
\text { INSERT } & a_{j} \text { into row } j \text { of } T \\
& \begin{array}{l}
\text { let }(j, z) \text { be the new position of } a_{j} \\
d_{j} \leftarrow C z
\end{array} \\
\text { endfor } &
\end{array}
$$

(1) While [ $T$ is not a Standard Young Tableau] there is an entry $a_{l t} \in T$ such that $a_{l t}<a_{l-1 t}$
do begin:
$a_{k x} \leftarrow \min \left\{a_{t t} \mid a_{t z}<a_{l-12}\right\}$
[ $a_{k x}$ is the smallest entry out of order]
[Claim: $d_{k-1}=C y$ for some $y$ ]
EXCHANGE $a_{k x}$ and $a_{k-1 y}$
Let ( $k, y^{\prime}$ ) be the new position of $a_{k-1 y}$
[Update pointers]

$$
\begin{align*}
& d_{k-1} \leftarrow \begin{cases}R u & \text { if } d_{k}=R u-1, \\
R 2 & \text { if } d_{k}=C x, \\
C v & \text { if } d_{k}=C v, \quad v \neq x,\end{cases}  \tag{4}\\
& d_{k} \leftarrow C y^{\prime}
\end{align*}
$$

endwhile
(5) [ $T$ is now an SYT]
$S \leftarrow \mathrm{~d} S$
exit $\square$
Example 1. Application of R-SORT; $\lambda=(4,3,3,2)$.
( $R$ )
$\begin{array}{llll}9 & 12 & 8 & 1\end{array}$
$\begin{array}{lllllll}2 & 5 & 4 & \rightarrow & 2 & 7 & 9\end{array}$
$\begin{array}{llllll}11 & 3 & 7 & 5 & 10 & 12\end{array}$ 106

6
( $S$ )
$\begin{array}{lll}R 3 & C 2\end{array}$ $\begin{array}{lll}C 3 & C 1 & C 1\end{array}$ $\begin{array}{lll}R 2 & C 2 & C 1\end{array}$ C2 C1

We use IC to insert in succession:

$$
\text { (1), }\left(\begin{array}{l}
8 \\
4 \\
7
\end{array}\right),\left(\begin{array}{r}
12 \\
5 \\
3 \\
6
\end{array}\right) \text {, and }\left(\begin{array}{r}
9 \\
2 \\
11 \\
10
\end{array}\right)
$$

[1] ( $T$ ) (d)
$1 \mid C 1 \rightarrow$ exit

[2] 1 | 8 | $C 2$ |
| :--- | :--- | :--- |

| 4 | Cl |
| :--- | :--- |
| 7 | Cl | No entry is out of order so we exit.


(a)
(b)

$$
\begin{array}{ccc|llll|l}
1 & 4 & 8 & R 3 & & 1 & 4 & 8 \\
3 & 12 & & R 2 \\
5 & 7 & C 1 & 3 & 7 & C \\
6 & & C 1 & & 5 & 12 & C 2 \\
& & & 6 & & C \text { exit }
\end{array}
$$

(c)
(a) $a_{k x}=3 ; k=3, x=1 . d_{2}=C 2, a_{22}=5$ so 3 and 5 are exchanged, $d_{3}=C x$ so $d_{2} \leftarrow R 2$ and $d_{3} \leftarrow C 1$.
(b) Now $a_{k x}=4, k=2, x=2.4$ must be exchanged with $a_{13}=12$. $d_{2}=R 2$ so $d_{1} \leftarrow R 3, d_{2} \leftarrow C 2$.
(c) $a_{k x}=7 ; a_{k-1 y}=12 . d_{k}=d_{3}=C 1 \neq C x$ so $d_{2} \leftarrow C 1, d_{3} \leftarrow C 2$.


$$
\begin{array}{rrrr|r}
1 & 3 & 4 & 8 & C 1 \\
& 2 & 7 & 9 & C 3 \\
5 & 10 & 12 & R 2 \\
& 6 & 11 & & \\
& C 2
\end{array}
$$

Example 2. $\lambda=(3,3,3)$.

$$
\begin{array}{rlllll|llll}
6 & 4 & 8 & & 4 & 7 & R & R 2 & R 3 \\
3 & 1 & 9 & \rightarrow & 2 & 5 & 8 & & C 1 & C 1 \\
2 & 5 & 7 & 3 & 6 & 9 & C 1 \\
C 2 & C 1 & C 1
\end{array}
$$

Remark. Throughout IC, $T$ remains a Pseudo Tableau; this fact will be used repeatedly in the proof of correctness.

## 3. Deleting a Column from a Tableau

We now construct DC, the inverse of IC. At each stage, DC finds the last two entries exchanged by IC and exchanges them back to their original positions.

To motivate DC, we recall that if IC has just exchanged entries $a_{k x}$ and $a_{k-1 y^{\prime}}$ between $\binom{k-1}{k}$, then
(1) $d_{k}=C y$ for some $y$, and
(2) either
(a) $d_{k-1}=R u$ for some $u$, or
(b) $d_{k-1}=C v$ and (as we shall prove in Section 4) $a_{k x}$ is in position ( $k-1, x$ ) with $v<x$.

We shall also prove that the following hold (see Figure 2):
(1) $a_{k-1 t}<a_{k t} \quad \forall t$,
(2) $a_{k-1 t}<a_{k t-1} \quad x<t \leq y$,
(3) $a_{k-1 x}>a_{k x-1}$.

This suggests the following algorithm.
Procedure DC (Delete Column)
Input: ( $T, S$ ), a PYT with $m$ rows
Output: Column vector $\mathbf{a}=\left(\begin{array}{c}a_{1} \\ \vdots \\ a_{m}\end{array}\right) a_{i} \in T \quad \forall i$
( $T, S$ ) a new, smaller PYT where $a_{i} \notin T \forall i$. ( $T, S$ ) have the


Fig. 2. Rows $\binom{k-1}{k}$ immediately after IC has exchanged $a_{k x}$ and $a_{k-1} y$. Notation convention: there is a directed arrow from $a$ to $b$ if $a<b$.
same shape as the original pair except that their leftmost columns have been deleted.
$D C(T, S)$
(0) Initialize: For $j=1$ to $m$ do

$$
d_{j} \leftarrow S_{j 1}
$$

endfor
[d $\leftarrow$ leftmost column of $S$ ].
(1) While there is an entry $a_{j y}$ in $T$ satisfying:
(i) $d_{j}=C y_{j}$
(ii) $d_{j-1}=R u$ for some $u$ or
$d_{j-1}=C v$ for some $v<y_{j}$ where $a_{j t-1}<a_{j-1 t}$ for some $v<t \leq y_{j}$
[Rows $j-1$ and $j$ could have exchanged entries during IC].
do begin:
(2) For each such $j$ define $s_{j}$ :

$$
\text { If } \begin{aligned}
a_{j-1 t} & <a_{j t-1} \text { for } 2 \leq t \leq y_{j} \\
\text { or } d_{j} & =C 1
\end{aligned}
$$

$$
\text { Then } s_{j} \leftarrow 1 \text {. }
$$

Else let $r$ be the largest column index such that

$$
\begin{aligned}
& r \leq y_{j} \text { and } a_{j r-1}<a_{j-1 r} \\
& s_{j} \leftarrow r .
\end{aligned}
$$

[If $\binom{j-1}{j}$ were the last rows to exchange entries during IC
then $a_{j-1 s,}$ is the new entry in row $\left.j-1\right]$.
$a_{k-1 s} \leftarrow \max \left\{a_{j-1 s_{j}} \mid a_{j j_{j}}\right.$ satisfies (i) and (ii) above $\}$
$a_{k y} \leftarrow a_{k y_{k}}$.
[These were the last entries exchanged by IC]
EXCHANGE $a_{k-1 s}$ and $a_{k y}$.
Let $\left(k-1, y^{\prime}\right)$ be the new position of $a_{k y}$
[Update Pointers]

$$
d_{k-} \leftarrow\left\{\begin{array}{lll}
R u-1 \text { if } & d_{k-1}=R u, u>2 \\
C s & \text { if } & d_{k-1}=R 2 \\
C v & \text { if } & d_{k-1}=C v
\end{array}\right.
$$

endwhile
(6) [ $T$ now looks like the pseudo tableau obtained by initializing IC: $d_{j}=C y_{j} \forall j$, and deleting $a_{j v,}$ from $T$ for all $j$ leaves an SYT].

For $1 \leq j \leq m a_{j} \leftarrow a_{j v_{j}}$, where $d_{j}=C y_{j}$
$\mathbf{a} \leftarrow\left(\begin{array}{c}a_{1} \\ a_{2} \\ \vdots \\ a_{m}\end{array}\right)$
$T \leftarrow T$ with $\left\{a_{1}, \ldots, a_{m}\right\}$ deleted
$S \leftarrow S$ with $\left(\begin{array}{c}S_{11} \\ S_{21} \\ \vdots \\ S_{m 1}\end{array}\right)$ deleted.
exit
Again we note that $T$ remains a Pseudo Tableau during the execution of DC.

Example. Application of FIND-R to Pointed Tableau of Example 1, Section 2.


$$
\left.\begin{array}{rrrr|lr|lll}
1 & 4 & 8 & & C 4 & & 9 & 1 & 4 \\
\hline
\end{array} \quad \begin{array}{rl} 
& \\
2 & 3
\end{array}\right)
$$

(a) There are two eligible pairs of rows:

$$
\begin{aligned}
& \binom{1}{2}: a_{1 s_{2}}=3, a_{23}=9, s_{2}=2, d_{1}=C 1, \\
& \binom{3}{4}: a_{3 s_{4}}=10, a_{42}=11, \\
& 10>3 \text { so } 10 \text { and } 11 \text { are exchanged. } \\
& d_{3}=R 2,10 \text { is in cell }(4,2) \text {, so } \\
& d_{4} \leftarrow C 2, d_{3} \leftarrow C 2 .
\end{aligned}
$$

(b) $\binom{1}{2}$ is the only eligible pair. $s_{2}=2=s . d_{1}=C 1$ so $d_{2} \leftarrow C 1$, $d_{1}-C 4$ since 9 is in cell $(1,4)$.

[2] | 1 | 4 | 8 | $R 3$ |  | 1 | 4 |
| :--- | :--- | ---: | :--- | :--- | :--- | :--- |
| 8 | $R 3$ |  |  |  |  |  |
| 3 | 7 | $C 1$ |  | 3 | $\mathbf{1 2}$ | $C 2$ |
| 5 | 12 | $C 2$ | 5 | 7 | $C 1$ |  |
| 6 |  | $C l$ | 6 |  | $C 1$ |  |

$\left.\begin{array}{rllllll|l}1 & 8 & 12 & C 3 & & 1 & 8 & 12 \\ \mathbf{3} & 4 & & C 3 \\ \mathbf{5} & 7 & R 2 & & 4 & 5 & & C 2 \\ 6 & & C 1 & & 3 & 7 & & C 1 \\ & C 1 & & 6 & & C 1\end{array}\right]$

[3] | 1 | 8 | $C 2$ |  | 8 | 1 |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 4 | $C 1$ | $\rightarrow$ | 4 |  |  |
|  | 7 | $C 1$ |  | 7 |  |

[4] $\quad 1 \mid C l \rightarrow 1 \quad \rightarrow$ exit

## 4. Proof of Effectiveness for IC

We prove that IC is effective by induction on the number of exchanges made. It is sufficient to show: (1) The algorithm does not abort at step 3, i.e., if $a_{k x}$ is chosen in step 2, then $d_{k-1}=C y$ for some $y$; (2) $a_{k x}^{(1)}, a_{k x}^{(2)}, \ldots$, the sequence of entries chosen to exchange upward in step 2 , is nondecreasing; this ensures that the algorithm will halt, since the number of times an entry can move upward is bounded by the number of rows in the Tableau; (3) at all times during IC, the $d_{j}$ point to existing hook cells. Step (3) is immediately apparent, so we only prove (1) and (2).

To facilitate the proof we introduce a bookkeeping vector $\mathbf{e}$. We shall use the notation $e_{j}^{(i)}(i \geq 0)$ to denote the value of $e_{j}$ after the $i$ th iteration. When the context is clear we use $e_{j}$ to denote $e_{j}^{(n)}$ or $e_{j}$ and $e_{j}^{\prime}$ to denote $e_{j}^{(n-1)}, e_{j}^{(n)}$. We use a similar convention for $a_{j u}^{(i)}$ and $d_{j}^{(i)}$.

Definition 4.1. For $i \geq 0$.
$e_{j}^{(i)}=$ The former column index of the last entry to move into row $j$, if row $j$ has exchanged with $j \quad 1$ or $j+1$;
$=z$, where $d_{j}^{(i)}=C z, 3$ otherwise.
In effect, e stores the information lost during an exchange.

## Example.

$$
\mathbf{a}=\left(\begin{array}{l}
7 \\
2 \\
6
\end{array}\right) T=\begin{array}{ll}
1 & 5 \\
3 & 8 \\
4
\end{array}
$$

We insert a using IC:

$$
\begin{array}{rll|l|lllll|l|l} 
& T & & \mathbf{d} & \mathbf{e} & & 1 & 3 & 5 & C 1 & 2 \\
1 & 5 & 7 & C 3 & 3 & & 2 & 7 & 8 & C 2 & 3 \\
2 & \mathbf{3} & 8 & C 1 & 1 & & 4 & 6 & & C 2 & 2 \\
4 & 6 & & C 2 & 2 & & \\
& & & & 1 & 3 & 5 & C 1 & 2 \\
2 & 6 & 8 & R 2 & 2 \\
& & & & 7 & & C 2 & 2
\end{array}
$$

Theorem 1. For $n \geq 0$, the following hold after the nth exchange of IC:
H1. Let $a_{k x}$ and $a_{k-1 y}$ be the entries exchanged during the nth exchange, so that $d_{k}=d_{k}^{(n)}=C z$ for some $z$.

Then $x=e_{k-1} \leq z \leq e_{k}=y$ after the exchange.
H2. For each pair of rows $\binom{j-1}{j}$
(A) If $d_{j-1}=R u$ then $e_{j-1} \leq e_{j}$.
(B) If $d_{j-1}=C v$ then $v \leq e_{j-1}$.
(C) If $d_{j-1}=R u$
or $d_{j-1}=C v$ and $v<e_{j}$,
then $a_{j-1 t}<a_{j t} \forall t$;
if $e_{j-1}<e_{j}$,
then also $a_{j-1 t}<a_{j t-1}, \quad e_{j-1}<t \leq e_{j}$.
(D) Else, if $d_{j-1}=C v, e_{j} \leq v$,

$$
\begin{aligned}
\text { then } a_{j-1 t} & <a_{j t+1,}, & & e_{j} \leq t \leq v, \\
a_{j-1 t} & <a_{j t} & & \text { otherwise } .
\end{aligned}
$$

[Observe that H 2 implies that if $a_{j t}<a_{j-1 t}$ then $d_{j-1}=C v$.]


Theorem I, H2.C


Theorem I, H2.D

Figure 3

H3. For each pair $\binom{j-1}{j}$, if there is a $t$ such that $a_{j t}<a_{j-1 t}$ then $a_{k x} \leq a_{j t}$. [ H 2 and H 3 are sufficient to prove (1) and (2) above.]

Proof of Theorem 1. For $n=0$ (after initialization), H 1 and H 3 hold trivially. Since $d_{j}=C v_{j}$ and $e_{j}=v_{j}$ for all $j, \mathrm{H} 2$.A and H 2 .B also hold. H2.C and H2.D hold because $T$ was a Standard Young Tableau before a was inserted (see Figure 4).

Now assume $\mathrm{H} 1, \mathrm{H} 2$, and H 3 hold through the $n-1$ st exchange, and let $a_{k x}$ be the entry chosen in step 2 of IC (we assume $T$ is not yet an SYT).

We first verify that H 1 holds after the $n$th exchange. By induction (H2), $d_{k-1}=C y$ for some $y$, and $e_{k} \leq y \leq e_{k-1}$. Let $a_{k z}$ be the largest entry in row $k$ such that $a_{k z}<a_{k-1 y}$. It is clear from Fig. 3 and the definition of $a_{k x}$, that $e_{k} \leq x \leq z \leq y \leq e_{k-1}$. One can also see that the new positions of $a_{k x}$ and $a_{k-1 y}$ are $(k-1, x)$ and $(k, z)$ respectively. H1 follows from the definition of $\mathrm{e}^{(n)}: e_{k-1}^{(n)}=x, e_{k}^{(n)}=y$.


Fig. 4. Rows $\binom{j-1}{j}$ before and after the first iteration of IC.

To verify H3 we use the following lemma, which is an immediate consequence of the definition of $a_{k x}$ and that fact that $T$ is a Pseudo Tableau (see Figure 5).

Lemma 4.1. Before $a_{k x}$ and $a_{k-1 y}$ are exchanged

$$
\begin{aligned}
a_{k-2 t} & <a_{k-1 t}<a_{k t}<a_{k+1 t} \quad \text { for } t<x, \\
a_{k x} & <a_{k+1 x} .
\end{aligned}
$$

Since $x \leq z \leq y$, exchanging $a_{k x}$ and $a_{k-1 y}$ shifts the entries $a_{k x+1}, a_{k x+2}, \ldots, a_{k z}$ one cell to the left, and shifts the entries $a_{k-1 x}, a_{k-1 x+1}, \ldots, a_{k-1 y-1}$ one cell to the right. No other entries are moved. Thus, if $j=k-1$ or $k+1$, and $a_{j t}<a_{j-1 t}$ after the exchange, $x \leq t$ by Lemma 4.1, and so $a_{k x} \leq a_{j t}$. If $j \neq k-1$ or $k+1, a_{k x}<a_{j t}$ by the choice of $a_{k x}$. So H3 holds after the $n$th exchange.
This leaves us with H 2 to verify. If $\binom{j-1}{j} \neq\binom{ k-2}{k-1},\binom{k-1}{k},\binom{k}{k+1}$ then H 2 holds by induction, since rows $\binom{j-1}{j}$ were not affected by the exchange.

Rows $\binom{k-1}{k}$
H2.A follows from H1. If $d_{k-1}^{\prime}=C v$ after exchange, then $d_{k}=C v$ $(v \neq x)$ before exchange. By induction (H2.B), $v \leq e_{k}$. But $e_{k} \leq x$ (shown in verifying H1), so $v<x=e_{k-1}^{\prime}$, which verifies H2.B. An examination of Fig. 6 shows that H2.C holds for $\binom{k-1}{k}$.

Rows $\binom{k}{k+1}$
$d_{k}^{\prime}=C z$ with $z \leq y=e_{k}^{\prime}$, by H1, so H2.A is vacuous, and H2.B holds in $\binom{k}{k+1}$. To show that H2.C and H2.D hold, we note that there are three possibilities: (a) $x \leq z<e_{k+1}$, (b) $x<e_{k+1} \leq z$, or (c) $e_{k+1} \leq x \leq z$. In (a) and (b) we have $e_{k}<e_{k+1}$ before exchange, since $e_{k} \leq x$. So $a_{k t}<a_{k+1 t-1}$ for $x<t \leq e_{k+1}$ by induction (H2.C). Since only entries $a_{k x+1}, \ldots, a_{k z}$ are shifted left, if $z<e_{k+1}$ then we still have $a_{k t}<a_{k+1 t-1}$ for $z<t \leq e_{k+1}$ and $a_{k t}<a_{k+1 t}$ for all other $t$, so H2.C holds. If $e_{k+1} \leq z$, then, at worst, $a_{k t}<a_{k+1 t+1}$ for $e_{k+1} \leq t \leq z, a_{k t}<a_{k+1 t}$, otherwise, so H2.D holds. In (c) before the exchange, $a_{k t}<a_{k+1 t}$ for all $t$. If not, then $a_{k t}>a_{k+1 t}$ implies $t \leq x$ by H1 (recall that we would have $d_{k}=C u$ and $u \leq x$ ), but this violates Lemma 4.1. Thus, H2.D still holds in $\binom{k}{k+1}$.


Fig. 5. Lemma 4.1.
$\operatorname{Rows}\binom{k-2}{k-1}$
We need two additional lemmas.
Lemma 4.2. Suppose the newest entry in row $k-2$ was exchanged up from row $k-1$. Then $e_{k-2} \leq x$.

Proof. Let $w=\mathrm{e}_{k-2}$, and let $b=a_{k-2 w}$ be the entry exchanged up from $k-1$. Figure 6 shows that $a_{k-1 w-1}<b$ just after $\binom{k-2}{k-1}$ exchange. Let $c$ be the next entry exchanged up from $k$ into row $k-1$. By H3, $c>b$, so $c>a_{k-1 w-1}$. Thus $c$ must be exchanged into position $\left(k-1, x^{\prime}\right)$ with $w \leq x^{\prime}$. Either $c=a_{k x}$, or $a_{k x}$ is exchanged into $k-1$ after $c$. Then, since $a_{k x}>c$ by H3, $w \leq x^{\prime}<x$.


ofter exchonge
$d_{k-1}^{\prime}=C V, R 2$ or $R u+1$
Fig. 6. Rows $\binom{k-1}{k}$ during the exchange of $a_{k x}$ and $a_{k-1 y}$ into positions $(k-1, x)$ and ( $k, z$ ) by IC. Relabel the rows with $\binom{k-2}{k-1}$ to prove Lemma 4.2.

Lemma 4.3. Just before $\binom{k-1}{k}$ exchange, assume that the newest entry in row $k-2$ moved down from $k-3$. (So $d_{k-2}=C v$ for some $v$.) Then $\binom{k-1}{k}$ have not exchanged entries since the last time $\binom{k-3}{k-2}$ exchanged.

Proof. Suppose to the contrary that $\binom{k-1}{k}$ have exchanged. Let $b$ be the last entry exchanged up into $k-1$, and assume $b$ is in column $x^{\prime}$. We have assumed that $\binom{k-2}{k-1}$ do not exchange subsequently, so $e_{k-1}=x^{\prime}$. By H3, $a_{k x}>b$, so $e_{k-1}=x^{\prime}<x$. But $x \leq y \leq e_{k-1}$ by H1 and H2.B, a contradiction.

Corollary. Under the assumption of Lemma 4.3, where $d_{k-2}=C v$, if $v<e_{k-1}$ then $a_{k-2 t}<a_{k-1 t-1}$ for $v<t \leq e_{k-1}$. [Note that this is stronger than H2.C.] (See Figure 7.)

Proof. Suppose $\binom{k-3}{k-2}$ last exchanged on the $i$ th iteration. Let $a_{k-2 x^{\prime}}^{(i-1)}$ and $a_{k-3 v}^{(i-1)}$, be the entries exchanged. Since $k-2$ does not exchange again, $d_{k-2}=d_{k-2}^{(i)}=C v . k-1$ does not exchange after the $i-1$ st iteration, by Lemma 4.3, so $e_{k-1}=e_{k-1}^{(i-1)}$. We have $e_{k-2}^{(i-1)} \leq x^{\prime} \leq v<e_{k-1}^{(i-1)}$ by H2.D (and by assumption $v<e_{k-1}$ ). Thus $a_{k-2 t}^{(i-1)}<a_{k-1 t-1}^{(i-1)}$ for $e_{k-2}^{(i-1)}<t \leq e_{k-1}^{(i-1)}$ by H2.C. Then, after $\binom{k-3}{k-2}$ exchange, we have $a_{k-2 t}^{(i)}=a_{k-2 t}<a_{k-1 t-1}=$ $a_{k-1 t-1}^{(i)}$ for $v<t \leq e_{k-1}$.

We can now verify H 2 for $\binom{k-2}{k-1}$. If $d_{k-2}=C v$, then $\mathrm{H} 2 . \mathrm{B}$ holds by induction ( $d_{k-2}$ was not affected by the $n$th exchange). If $d_{k-2}=R u$ then


Fig. 7. The effect of the last exchange between rows $\binom{k-3}{k-2}$ on rows $\binom{k-2}{k-1}$ as described in the corollary to Lemma 4.3.
the newest entry in row $k-2$ must have moved up from row $k-1$, so Lemma 4.2 shows that $e_{k-2} \leq x=e_{k-1}$ after exchange, so H2.A holds.

There are three cases to consider for H2.C and H2.D: (a) $d_{k-2}=R u$, (b) $d_{k-2}=C v, v<e_{k-1}$, and (c) $d_{k-2}=C v, e_{k-1} \leq v$. In all three cases, $d_{k-1}$ $=C y, y \leq e_{k-1}$, and $x=e_{k-1}^{\prime}$.

In (a), Lemma 4.2 applies, and $e_{k-2} \leq x \leq y \leq e_{k-1}$. By induction (H2.C) $a_{k-2 t}<a_{k-1 t-1}$ for $e_{k-2}<t \leq e_{k-1}, a_{k-2 t}<a_{k-1 t}$ otherwise. Recall that the exchange only shifts $a_{k-1 x}, \ldots, a_{k-1 y-1}$ one cell to the right. So, if $e_{k-2}<x$ then $a_{k-2 t}<a_{k-1 t-1}$ for $e_{k-2}<t \leq x=e_{k-1}^{\prime}, \quad a_{k-2 t}<a_{k-1 t}$ otherwise, so H2.C still holds. If $e_{k-2}=x$, then if $b$ is in position $(k-$ $2, x), b$ was exchanged upward by definition of $e_{k-2}$. So $b<a_{k x}$ by H3. Then, after exchange, $a_{k-2 t}<a_{k-1 t}$ for all $t$, and H2.C holds.

In case (b), $\left(d_{k-2}=C v, v<e_{k-1}\right)$, first suppose that $k-2$ last exchanged with $k-3$. Then $a_{k-2 t}<a_{k-1 t-1}$ for $v<t \leq e_{k-1,} a_{k-2 t}<a_{k-1 t}$ otherwise, by the corollary to Lemma 4.3. If $x \leq v$ then, since $y \leq$ $e_{k-1}, a_{k-2 t}<a_{k-1 t+1}$ for $x \leq t \leq v, a_{k-2 t}<a_{k-1 t}$ otherwise $\left(x=e_{k-1}^{\prime}\right.$, so H2.D holds). If $v<x$ then $\binom{k-2}{k-1}$ are in order after the exchange, and since $v \leq e_{k-2}$, if $e_{k-2}<e_{k-1}^{\prime}=x$ then H2.C holds. If $k-2$ has never exchanged entries, then $e_{k-2}=v$ and the analysis is similar. Otherwise, row $k-2$ exchanged last with row $k-1$ and so $e_{k-2} \leq x$ by Lemma 4.2, and the analysis is the same as in case (a). (Note: $v<e_{k-2}$.)

Finally, in case (c) $d_{k-2}=C v$, and $e_{k-1} \leq v \leq e_{k-2}$. H2.D applies, and since $y \leq e_{k-1}$, after exchange we have $a_{k-2 t}<a_{k-1 t+1}$ for $e_{k-1}^{\prime}=x \leq t \leq$ $v$ and $a_{k-2 t}<a_{k-1 t}$ otherwise, so H2.D still holds.

This completes the proof of Theorem 1, and shows that IC (and hence R-SORT) is effective.

## 5. Proof of Effectiveness for DC

The proof is similar to that in the previous section. It is sufficient to show (1) either there is an entry satisfying the conditions of Step 1 in DC, or if all the $a_{j}$ are deleted from $T^{\prime}$, then the result is a Standard Young Tableau; (2) $a_{k-1 s}^{(1)}, a_{k-1 s}^{(2)}, \ldots$, the sequence of entries exchanged downward is nonincreasing; and (3) the pointers remain legitimate throughout DC.

We define another bookkeeping vector f, similar to e. Again, $f_{j}^{(i)}$ denotes the value of $f_{j}$ after the $i$ th iteration.

Definition 5.1. For all $j$ and $i \geq 0$.
$f_{j}^{(i)}=$ The former column index of the newest entry in row $j$, if row $j$ has exchanged with $j+1$ or $j-1$;
$=0 \quad$ otherwise

Definition 5.2. Rows $\binom{j-1}{j}$ will be called eligible (for exchange) if they satisfy the conditions in Step 1 of DC.

We first state our Theorem 2 then show how (1), (2), and (3) follow from the theorem.

Theorem 2. For $n \geq 0$ the following hold after the $n$th exchange of DC :
H1. Let $a_{k-1 s}$ and $a_{k y}$ be the entries exchanged during the nth exchange, so $d_{k-1}=C z$ after exchange, $d_{k}=C y$ before exchange. Then,

$$
s=f_{k} \leq f_{k-1}=y \leq z
$$

If $d_{k-1}=C v$ before exchange then also $v<s$.
H2. For each pair of rows $\binom{j-1}{j}$
(A) If

Then $\quad$| $d_{j-1}=C u, d_{j}=R v$, | $0<f_{j} \leq u$, |
| :--- | :--- |
| $a_{j-1 t}<a_{j t+1}$, | $f_{j} \leq t \leq u$, |
| $a_{j-1 t}<a_{j t}$, | otherwise. |

(B) If

$$
d_{j-1}=C u, d_{j}=C v, \quad v \leq u
$$

Then

$$
\begin{array}{ll}
a_{j-1 t}<a_{j t+1}, & v \leq t \leq u, \\
a_{j-1 t}<a_{j t}, & \text { otherwise } .
\end{array}
$$

(C) Otherwise

$$
a_{j} \quad 1_{t}<a_{j t} \quad \text { for all } t .
$$

H3. If $\binom{j-1}{j}$ are eligible after the exchange then

$$
a_{j-1 s_{j}}^{(n)} \leq a_{k-1 s}=a_{k-1 s}^{(n-1)}
$$



It is clear that (2) follows from H 3 , and (3) follows from $\mathrm{Hl}(v<s)$ and the pointer updating rules. The next lemma will be used to show that (1) follows from H2. The proof is immediate.

Lemma 5.1. Let $\binom{j-1}{j}$ be two rows in a Pseudo Tableau. Deleting $a_{j-1 x}$ and $a_{j y}$ from $\binom{j-1}{j}$ leaves $\binom{j-1}{j}$ in order $\left(a_{j-1 t}^{\prime}<a_{j t}^{\prime} \forall t\right)$ iff
(a) $x<y$ and

$$
\begin{cases}a_{j-1 t}<a_{j t-1}, & x<t \leq y \\ a_{j-1 t}<a_{j t} & \text { otherwise }\end{cases}
$$

or
(b) $x \geq y$ and

$$
\begin{cases}a_{j-1 t}<a_{j t+1}, & y \leq t \leq x \\ a_{j-1 t}<a_{j t} & \text { otherwise }\end{cases}
$$

Example.

$$
\binom{j-1}{j}=\begin{array}{llll}
1 & 3 & 6 & 9 \\
4 & 5 & 7
\end{array}
$$

4 and 6 can be deleted by $(b) \rightarrow \begin{array}{cc}1 & 39 \\ 5 & 7\end{array}$.
3 and 7 cannot be deleted $\rightarrow{ }_{4}^{16}{ }_{4}^{6}$.
We now claim that (1) follows from H2. Suppose there is no $a_{j y}$ satisfying Step 1 of DC. Then $d_{j} \neq R u$ for any $j$ (otherwise there would exist $\binom{j-1}{j}$ with $d_{j-1}=R u, d_{j}=C v$ ). Let $j \geq 2$, so $d_{j-1}=C u, d_{j}=C v$ for some $u$ and $v$. If $u \geq v$, then $a_{j-1 u}$ and $a_{j v}$ can be deleted by H2.B and Lemma 5.1(b). If $u<v$ then $a_{j-1 t<a_{j t-1}}$ for $u<t \leq v$ otherwise $\binom{j-1}{j}$ would be eligible. So $a_{j u}$ and $a_{j v}$ can be deleted by Lemma 5.1(a).
Proof of Theorem 2. For $n=0, \mathrm{H} 1$ and H3 are vacuous. $T$ is initially an SYT, so $\binom{j-1}{j}$ are in order for all $j$, and H 2 holds.

Assume $\mathrm{H} 1-\mathrm{H} 3$ hold through the $n-1$ st exchange and assume there is a pair of eligible rows. Let $a_{k-1 s}$ and $a_{k y}$ be the entries chosen in Step 3.

We first verify H1. From Step 1 of DC, if $d_{k-1}=\mathrm{Cu}$, then $u<s \leq y$. Let $z$ be the largest column index such that $a_{k-1 z}<a_{k y}$. Since $\binom{k-1}{k}$ are in order by H2.C, $y \leq z$. Also, by the definition of $s, a_{k-1 t}<a_{k t-1}$ for $s<t \leq y$, and $a_{k-1 s}>a_{k s-1}$. Thus, the new positions of $a_{k-1 s}$ and $a_{k y}$ are $(k, s)$ and $(k-1, z)$, respectively. After exchange, $f_{k}=s, f_{k-1}=y$ by definition, so Hl holds.


> before exchange $d_{k-1}=C u$ or $R v$


Fig. 9. Rows $\binom{k-1}{k}$ during the exchange of $a_{k-1 s}$ and $a_{k y}$ into positions $(k, s)$ and $(k-1, z)$ by DC.

The next lemma, which is analogous to Lemma 4.1, will help establish H2 and H3.

Lemma 5.2. Before (and hence after) $a_{k-1 s}$ and $a_{k y}$ are exchanged:

$$
\begin{align*}
a_{k-2 t} & <a_{k-1 t}  \tag{1}\\
a_{k t} & <a_{k+1 t} \tag{2}
\end{align*} \quad t<s
$$

Proof. The result is certainly true if $\binom{k-2}{k-1}$ and $\binom{k}{k+1}$ satisfy the conditions of H2.C so we only consider the other cases.

Rows $\binom{k}{k+1}$
Case 1. $d_{k+1}=R v, 0<f_{k+1}<s$.
(If $s<f_{k+1}$ then (2) holds by H2.A.) The newest entry in row $k+1, b$, came from row $k$ and is in position $\left(k+1, f_{k+1}\right)$. By H2.A, $a_{k t}<a_{k+1 t}$ for $t<f_{k+1}$. By definition of $s, a_{k s-1}<a_{k-1 s}$, and $a_{k-1 s}<b$ by H3. So $a_{k t}<b$ for $f_{k+1} \leq t \leq s-1$ and (2) holds.

Case 2. $d_{k+1}=C v, v<s \leq y$.
Observe that if any entries in $\binom{k}{k+1}$ are out of order, then $\binom{k}{k+1}$ must have exchanged at least once, because, $\binom{k}{k+1}$ are in order at $n=0$, and (by H 1 ) exchanging entries in $\binom{k-1}{k}$ or $\binom{k+1}{k+2}$ only causes entries in row $k$ to shift right or entries in row $k+1$ to shift left.

Let $c$ be the entry which moved down the last time $\binom{k}{k+1}$ exchanged. First, suppose that $\binom{k+1}{k+2}$ do not exchange subsequently, so $c$ is in position $\left(k+1, f_{k+1}\right)$. Note that $a_{k t}<a_{k+1 t}$ for $t<f_{k+1}$ (Fig. 9) immediately after $c$ moves down, and this is still true after any exchange of $\binom{k-1}{k}$. For $f_{k+1} \leq t<s, a_{k t}<a_{k+1 t}$ holds by the argument in Case 1 .

Now we assume $\binom{k+1}{k+2}$ do exchange. Let $d$ be the next entry to move into row $k+1$. After this exchange, $d_{k+1}=C w$ and $d$ is in position $(k+1, w)$. Observe that $\binom{k+1}{k+2}$ cannot exchange a second time. Otherwise, let $c^{\prime}$ be the entry moving down into $k+2$, in column $s^{\prime}$. Then, $w<s^{\prime}$ by H1, and $c^{\prime}>d$, which violates H3, hence $w=v$. By H2.B, $a_{k t}<a_{k+1 t}$ for $t<v$. The same argument in Case 1 shows that since $a_{k-1 s}<d(\mathrm{H} 3), a_{k l}<a_{k+1 t}$ for $v \leq t \leq s-1$, and (2) still holds.

Rows $\binom{k-2}{k-1}$
Again $\binom{k-2}{k-1}$ have exchanged at least once or they are in order. The argument in Case 2 above shows that $\binom{k-1}{k}$ have not exchanged after the last exchange of $\binom{k-2}{k-1}$, otherwise they would not be eligible now. Let $c$ be the last entry exchanged down into $k-1$, so $c$ is in cell ( $k-1, f_{k-1}$ ). From Figure $9, a_{k-2 t}<a_{k-1 t}$ for $t<f_{k-1}$ just after the exchange, and this is still true if $\binom{k-3}{k-2}$ exchange. $a_{k-1 s} \leq c$ by H 3 , so $s \leq f_{k-1}$ and (1) holds.

We now verify H 2 . It is necessary only to consider rows $\binom{k-2}{k-1},\binom{k-1}{k}$, $\binom{k}{k+1}$. Figure 9 shows that H2.A or H2.B holds in $\binom{k-1}{k}$.
Rows $\binom{k-2}{k-1}$
If H2.C holds before exchange, then it also holds afterward. So we assume $d_{k-2}=C v$, and, before exchange, either (a) $d_{k-1}=C u,(u<s)$ and $u \leq v$ or (b) $d_{k-1}=R u$ and $0<f_{k-1} \leq v$. In (a) we have (after exchange) $a_{k-2 t}<a_{k-1 t}$ for $t<s$ by Lemma 5.2, and for $s \leq t<z$ by H2.B and H1. If $v<z$ then H2.C holds; if $z \leq v$ then H2.B holds (recall $d_{k-1}^{\prime}=C z$ ).

In (b) we showed that $s \leq f_{k-1}$ in the proof of Lemma 5.2, and $a_{k-2 t}<$ $a_{k-1 t}$ for $t<f_{k-1}$. Again, if $v<z$ then H2.C holds (since $a_{k-2 t}<a_{k-1 t}$ for $v<t$ before exchange); if $z \leq v$ then H2.B holds.

Rows $\binom{k}{k+1}$
$d_{k}=C y$ before exchange. We again assume (a) $d_{k+1}=C v, v \leq y$ or (b) $d_{k+1}=R v, 0<f_{k+1} \leq y$. If $s<f_{k+1}$ in (b) or $s<v$ in (a), then $\binom{k}{k+1}$ will be in order after the exchange, so we assume $f_{k+1} \leq s$ (or $v \leq s$ ).

Then $a_{k t}^{\prime}<a_{k+1 t}^{\prime}$ (after exchange) for $t<s$, by Lemma 5.2, and for $t>s$ by H2.A or B.

For $t=s$ we must consider the location of the newest entry in row $k+1$. In (b), this entry moved down from $k$ and is in cell ( $k+1, f_{k+1}$ ). Thus $a_{k-1 s}=a_{k s}^{\prime}<a_{k+1 f_{k+1}^{\prime}}^{\prime} \leq a_{k+1 s}^{\prime}$ by H3. In (a), if $f_{k+1}=0$ then $\binom{k}{k+1}$ are in order before and after exchange, so assume $f_{k+1}>0$. If the newest entry in $k+1$ came from $k$, the analysis is the same as in (b). Otherwise, the newest entry moved up from $k+2$ and is in cell $(k+1, v)$. The analysis is again the same, with $v$ substituted for $f_{k+1}$. Thus H 2 holds for all rows after exchange.

Finally, we consider H3. Again we need only consider $\binom{k-2}{k-1}$ and $\binom{k}{k+1}$ by the definition of $a_{k-1 s}$.

Rows $\binom{k}{k+1}$
It is sufficient to show that if $\binom{k}{k+1}$ become eligible, then $s_{k+1} \leq s$. Assume $\binom{k}{k+1}$ eligible, so that $d_{k+1}^{\prime}=d_{k+1}=C v$ and $d_{k}^{\prime}=R u$ or $d_{k}^{\prime}=C u$ ( $u \leq s$ ) and $u<v$. Assume $s<v$ otherwise $s_{k+1} \leq v \leq s$ by definition of $s_{k+1}$. By H2.B, $a_{k t}<a_{k+1 t}$ for $t<v\left(d_{k}=C y\right)$, so $a_{k t}^{\prime}<a_{k+1 t-1}^{\prime}$ for $s<t \leq v$ after exchange and $s_{k+1} \leq s$.

Rows $\binom{k-2}{k-1}$
Recall that $d_{k-1}^{\prime}=C z$ and that $a_{k-1 s}, \ldots, a_{k-1 z-1}$ are shifted left. Assume $\binom{k-2}{k-1}$ eligible. If $d_{k-2}^{\prime}=d_{k-2}=R v$ for some $v$, then $\binom{k-2}{k-1}$ are in order before exchange by H2.C. Thus $a_{k-2 t}^{\prime}<a_{k-1 t-1}^{\prime}$ for $s<t \leq z$ so $s_{k-1} \leq s$ and so $a_{k-2 s_{k-1}}^{\prime}<a_{k-1 s}$.

Else, $d_{k-2}^{\prime}=C v$ with $v<z$. In verifying H 2 , we showed that $\binom{k-2}{k-1}$ must be in order after exchange (H2.C). By H2.A or H2.B, we have $a_{k-2 t}<a_{k-1 t}$ for $v<t$ before the exchange, so $a_{k-2 t}^{\prime}<a_{k-1 t-1}^{\prime}$ for $\max (v, s)<t \leq z$, after exchange. Then, if $s \leq v,\binom{k-2}{k-1}$ are not eligible, and if $v<s$ then $s_{k-1} \leq s$.
Theorem 2 is now established, and we conclude that FIND-R is effective.

## 6. Proof that IC and DC Are Inverses

The proofs will follow easily by induction from the following two lemmas.
Lemma 6.1. Let $(T, \mathrm{~d})^{(m)}$ be a Pseudo Tableau and pointer vector obtained by $m \geq 1$ iterations of IC. If $a_{k x}$ and $a_{k-1 y}$ were chosen to exchange in
$(T, \mathrm{~d})^{(m-1)}$ then $a_{k-1 x}^{\prime}=a_{k x}$ is the largest entry in the set defined in Step 3 of DC.

Proof. $d_{k}^{\prime}=C z$ and Fig. 6 shows that $a_{k z}^{\prime}$ satisfies (i) and (ii) of Step 1 of DC, with $s_{k}=x$, so $a_{k-1 x}^{\prime}$ is a member of this set.

We first consider the cases in which $\binom{k}{k+1}$ or $\binom{k-2}{k-1}$ are eligible in $(T, d)^{(m)}$. Assume $d_{k+1}=C v$ with $z<v$. Then $z<e_{k+1}$ by Theorem 1, H2.B. $e_{k} \leq x \leq z$ before exchange (H2.D), so $a_{k t}<a_{k+1 t-1}, e_{k}<t \leq e_{k+1}$. After exchange, $a_{k t}^{\prime}<a_{k+1 t-1}^{\prime}$ for $z<t \leq e_{k+1}$ so $\binom{k}{k+1}$ are not eligible.
If $d_{k-1}^{\prime}=C u$ after exchange then $u<x$ and $a_{k-1 u}^{\prime}<a_{k-1 x}^{\prime}$. If $\binom{k-2}{k-1}$ are eligible, then $s_{k-1} \leq u$ and so $a_{k-2 s_{k-1}}^{\prime}<a_{k-1 x}^{\prime}$.

Now assume $j \neq k-1, k$, or $k+1$, and $\binom{j-1}{j}$ are eligible. Then $d_{j}^{\prime}=C v$ for some $v$. If $d_{j-1}^{\prime}=R w$ then $b$, the newest entry in $j-1$, came from $j$ and is in $\left(j-1, e_{j-1}\right) . v \leq e_{j}$, and either $v \leq e_{j-1}$ or $a_{j-1 t}<a_{j t-1}$ for $e_{j-1} \leq t \leq v$, so $a_{j-1 s_{j}} \leq b$ (Theorem 1, H2.C). But $b<a_{k-1 x}^{\prime}$ by H3.

Now assume $d_{j-1}^{\prime}=C w$ with $w<v\left(v \leq e_{j}\right)$. Theorem 1, H2.C applies; if $w=e_{j-1}$ then $\binom{j-1}{j}$ are not eligible, so $w<e_{j-1}$, and $j-1$ has exchanged at least once. Suppose the newest entry in $j-1$ came from row $j$, then the argument above (for $d_{j-1}^{\prime}=R w$ ) holds. Otherwise, $b$, the newest entry, came from $j-2$ and is in $(j-1, w)$. It follows from Lemma 4.3 that $\binom{j}{j+1}$ can exchange entries at most once after $b$ moves down. If $\binom{j}{j+1}$ do not exchange, then the corollary to Lemma 4.3 shows that $a_{j-1_{t}}<a_{j t-1}$ for $w<t \leq e_{j}$, so $\binom{j-1}{j}$ are not eligible. If $\binom{j}{j+1}$ do exchange, then $c$, the entry which moved up is in ( $j, e_{j}$ ). The exchange does not affect $a_{j t}$ for $t<e_{j}$, so $\binom{i-1}{j}$ are still not eligible since $w<e_{j}$. $\square$

Lemma 6.2. Now let $(T, d)^{(n)}$ be a Pseudo Tableau and pointer vector obtained by $n \geq 1$ iterations of DC. If $a_{k-1 s}$ and $a_{k y}$ were chosen to exchange in $(T, \mathbf{d})^{(n-1)}$ then $a_{k s}^{\prime}=a_{k-1 s}$ is the smallest entry out of order in $(T, \mathbf{d})^{(n)}$.

Proof. From Figure 9, $a_{k s}^{\prime}<a_{k-1 s}^{\prime}$ so $a_{k s}^{\prime}$ is out of order. From Lemma 5.2, $a_{k-2 t}^{\prime}<a_{k-1 t}^{\prime}$ for $t<s$. In verifying H 2 (Theorem 2) we showed that $\binom{k}{k+1}$ are in order for all $t$.
$k+1$
If $a_{j r}^{\prime}$ is out of order, with $j \neq k-1, k$, or $k+1$, then $\binom{j-1}{j}$ must have.$~$ exchanged at least once. If $b$ was the last entry exchanged down, then $b \leq a_{j r}^{\prime}$, and $a_{k s}^{\prime}<b$ by Theorem 2, H3.

Theorem 3. Let $(T, S)$ be a PYT with 1 rows, and

$$
\mathbf{a}=\left(\begin{array}{c}
a_{1} \\
\vdots \\
a_{1}
\end{array}\right)
$$

a column of positive integers not in $T$. Then

$$
\operatorname{DC}[\operatorname{IC}(\mathbf{a}, T, S)]=(\mathbf{a}, T, S)
$$

Proof. By Lemma 6.1, if DC is applied to $(T, S)^{(m)}$ with $m \geq 1$, then $a_{k-1 x}^{\prime}$ and $a_{k z}^{\prime}$ are exchanged on the next iteration. From Fig. 6 it is easy to see that the pointers will be reversed correctly, and that the result will be $(T, S)^{(m-1)}$.

If $(T, S)^{(0)}$ is the Tableau obtained by initializing IC, then $\mathrm{DC}\left[(T, S)^{(0)}\right]$ $=(\mathrm{a}, T, S)$ since step 6 will be executed (see Fig. 4 and Lemma 5.1). The theorem follows by induction on $m$.

Theorem 4. Let $(T, S)$ be a PYT. Then $\operatorname{IC}[\mathrm{DC}(T, S)]=(T, S)$.
Proof. Figure 9 and Lemma 6.2 show that $\operatorname{IC}\left[(T, S)^{(n)}\right]=(T, S)^{(n-1)}$ for $n \geq 1$. If $n=0$, then $(T, S)^{(0)}$ is a PYT, so $\operatorname{IC}\left[(T, S)^{(0)}\right]=(T, S)$ since Step 5 will be executed.

## 7. Pointer Tableaux and Inversion Tables

Let $\sigma$ be a permutation of [ $n$ ], and let $a_{1}<a_{2} \cdots<a_{n}$ be a sequence of positive integers. The inversion table for the induced permutation $a_{01}, a_{02}$ $\cdots a_{o n}$ is the sequence $b_{1}, b_{2}, \ldots, b_{n}$, where, for all $j, b_{j}$ is the number of $a_{o i}$ which are to the left of $a_{j}$ and greater than $a_{j}$. For example, the inversion table for 92758 is 12110 .

It is easy to check that if we apply R-SORT to a single column, then the resulting pointer column, $S$, gives us the inversion table directly. However, we can make a few stronger statements.

We can also define another type of inversion table, which we shall call the involuted inversion table. This is the sequence $C_{1}, C_{2}, \ldots C_{n}$, where for each $j, C_{j}$ is the number of entries to the right of $a_{\sigma j}$ which are smaller than $a_{\sigma j}$ (the entry in the $j$ th position). The involuted inversion table for 92758 is 40100. [N.B. The name "involuted inversion table" comes from the fact that $\sigma^{2}=1$ iff $b_{j}=C_{j}$ for all $j$. (See Knuth [1], p. 19, Ex. 7 and 9)]

Suppose that R-SORT is applied to a Tableau $R=\left(a_{i j}\right)$ whose columns are already arranged in increasing order. It is not hard to see that the effect of R-SORT is to sort within the rows, since, at each stage, only the insertion step of IC will be executed. Hence, the final Pointer Tableau $S$ has the form:

| $C k_{11}$ | $C k_{12}$ | $\cdots$ | $C k_{1 \lambda_{1}}$ |
| :--- | :--- | :--- | :--- |
| $C k_{21}$ | $\cdots$ | $C k_{2 \lambda_{2}}$ |  |
| $\vdots$ |  | $\vdots$ |  |
| $C k_{m 1}$ | $\cdots$ | $C k_{m \lambda_{m}}$ |  |

where $\lambda=\left\{\lambda_{1}, \lambda_{2}, \ldots, \lambda_{m}\right\}$. The reader can verify that, for each $i, k_{i 1}-$ $1, k_{i 2}-1, \ldots, k_{i \lambda_{i}}-1$, is the involuted inversion table for the permutation $a_{i 1} a_{i 2} \cdots a_{i \lambda i}$ (the $i$ th row of $R$ ).

Example.

| $R$ |  |  |  | $T$ |  |  |  | $S$ |  |  |  | Involuted inversion tables |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | 1 | 5 | 4 | 1 | 2 | 4 | 5 | C2 | Cl | C2 | Cl | 1 | 0 | 1 | 0 |
| 7 | 3 | 6 |  | 3 | 6 | 7 |  | C3 | C1 | C1 |  | 2 | - | 0 |  |
| 10 | 9 | 8 |  | 8 | 9 | 10 |  | C3 | C2 | Cl |  | 2 | 1 | 0 |  |

A more surprising result is that if R -SORT is applied to a Pseudo Tableau $R$ (one whose rows are increasing), then the effect is to sort $R$ within columns. Furthermore, the Pointer Tableau $S$ has the form

$$
\begin{aligned}
& Q l_{11} Q l_{12} \cdots Q l_{1 \lambda_{1}} \\
& \vdots \\
& Q l_{m 1} \cdots Q l_{m \lambda_{m}}
\end{aligned}
$$

where $Q=C$ if $l_{i j}=1$, and $Q=R$ otherwise; and for all $j$, the column $l_{1 j}-1, l_{2 j}-1, \ldots$ is the inversion table for the permutation determined by the $j$ th column of $R$.

Example.

|  |  |  |  |  |  |  | Inversion |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $R$ |  |  |  | $T$ |  | $S$ |  |  | tables |  |  |
| 5 | 7 | 8 | 1 | 3 | 6 | $R 2$ | $R 3$ | $R 2$ | 1 | 2 | 1 |
| 1 | 4 | 6 | 2 | 4 | 8 | $R 2$ | $R 2$ | $C 1$ | 1 | 1 | 0 |
| 2 | 3 |  | 5 | 7 |  | $C 1$ | $C 1$ |  | 0 | 0 |  |

This result is a consequence of the following, more general lemma.
Lemma 7.1. Let

$$
\begin{array}{ccc}
T=t_{11} & t_{12} & t_{13} \cdots \\
t_{21} & t_{22} & \cdots \\
\vdots & & \\
t_{m 1} & t_{m 2} & \cdots
\end{array}
$$

be a Standard Young Tableau. Let

$$
\left(\begin{array}{c}
a_{1}^{\prime} \\
\vdots \\
a_{l}^{\prime}
\end{array}\right)
$$

with $l \geq m$ be a column vector of distinct positive numbers not contained in $T$. Let

$$
\mathbf{a}=\left(\begin{array}{c}
a_{1} \\
a_{2} \\
\vdots \\
a_{l}
\end{array}\right)
$$

be the same vector sorted in increasing order $\left(a_{1}<a_{2}<\cdots<a_{1}\right)$. If $a_{1}<$ $t_{11}, a_{2}<t_{21}, \ldots, a_{m}<t_{m 1}$, then the SYT obtained by applying IC to

$$
\left(\begin{array}{c}
a_{1}^{\prime} \\
a_{2}^{\prime} \\
\vdots \\
a_{1}^{\prime}
\end{array}\right)
$$

and $T$ is

$$
\begin{array}{ccc}
\mathbf{a} T= & a_{1} & t_{11} \\
a_{12} \cdots \\
a_{2} & t_{21} & t_{22} \cdots \\
\vdots & & \\
a_{m} & t_{m 1} & \cdots \\
a_{m+1} & \\
\vdots & & \\
a_{l} & &
\end{array}
$$

Furthermore, if $\mathbf{d}$ is the resulting pointer vector then $d_{j}=C l$ or $R u$ for all $j$.
Proof. The following facts can be established by induction on exchanges (we leave the details to the reader):

After the $n$th exchange $(n \geq 0)$, let $j$ be the smallest index such that $a_{j}$ is in row $k$ but $k>j$ (if $k \leq j$ for all $j$ set $j=l+1$ ); if $j<l+1$ then
(1) $a_{j}$ is in position $(k, 1)$;
(2) $a_{j}$ is the smallest entry out of order (i.e., the entry chosen in Step 2 of IC to exchange upward);
(3) Each row, $i$, contains exactly one entry from a; if $d_{i}=C x$ then this entry is in cell $(i, x)$.

We now show that the lemma follows from (1), (2), and (3). Suppose $j=l+1$ for the first time after the $n$th exchange. Then either $n=0$ or two entries from a were just exchanged, by (3), so each row $i$ still contains exactly one entry from a.

Hence, by the definition of $j, a_{i}$ must be in row $i$ for all $i$. If $n=0$, it is clear that IC will halt with output aT, and

$$
\mathbf{d}=\left(\begin{array}{c}
C 1 \\
C 1 \\
\vdots \\
C 1
\end{array}\right)
$$

(since $a_{i}<t_{i 1} \forall i$ ). If $n>0$, then (2) and (3) guarantee that none of the $t_{i j}$ have been moved from their original rows. Thus IC must halt with output $a T$ in this case as well. By (3), d has the desired form. By (2), IC cannot halt until $j=l+1$. This establishes the lemma.

Our result on inversion tables follows from the observation that each $a_{j}$ is exchanged upward once for each $a_{k}$ above $a_{j}$ in

$$
\left(\begin{array}{c}
a_{1}^{\prime} \\
\vdots \\
a_{l}^{\prime}
\end{array}\right)
$$

such that $k>j$, and that the pointer for the row containing $a_{j}$ becomes $R 2$ after $a_{j}$ is exchanged for the first time.
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