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Abstract

We prove a general inclusion-exclusion relation for the extended chromatic
symmetric function of a weighted graph, which specializes to (extended)
k-deletion, and we give two methods to obtain numerous new bases from
weighted graphs for the algebra of symmetric functions.

Moreover, we classify when two weighted paths have equal extended chro-
matic symmetric functions by proving this is equivalent to the classification
of equal ribbon Schur functions. This latter classification is dependent on
the operation composition of compositions, which we generalize to composi-
tion of graphs. We then apply our generalization to obtain infinitely many
families of weighted graphs whose members have equal extended chromatic
symmetric functions.
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1. Introduction

The chromatic polynomial of a graph G, denoted by χG, was introduced
in 1912 by Birkhoff as a tool for solving the 4-colour problem [4]. Stanley
generalized this in 1995 to the chromatic symmetric function, denoted by
XG [22], and since then it has been an active area of research, gaining par-
ticular prominence recently due to two avenues. One avenue of research is
to answer the question of whether the chromatic symmetric function distin-
guishes nonisomorphic trees [22, p. 170]. This has been confirmed for all
trees with ≤ 29 vertices by Heil and Ji [15], and for various infinite families
such as spiders by Martin, Morin and Wagner [19], proper caterpillars by
Aliste-Prieto and Zamora [2], and all caterpillars by Loebl and Sereni [17].
The proof of Aliste-Prieto and Zamora’s result hinges on the classification of
equal ribbon Schur functions by Billera, Thomas and van Willigenburg [3],
which also intriguingly arises in the proof by Borodin, Diaconis and Fulman
that a stationary one-dependent process is invariant under time reversal [5].
However, the main avenue of research is to prove the Stanley-Stembridge
conjecture [23, Conjecture 5.5], which in terms of chromatic symmetric func-
tions was given by Stanley [22, Conjecture 5.1]: if a poset is (3 + 1)-free
then the chromatic symmetric function of its incomparability graph is a non-
negative linear combination of elementary symmetric functions. Although
the conjecture remains open, many cases have been proved, for example in
[8, 11, 13, 14, 16], and as a direction towards proving the conjecture, a variety
of generalizations of the chromatic symmetric function have been introduced
and studied, such as to quasisymmetric functions by Shareshian and Wachs
[21] and to symmetric functions in noncommuting variables by Gebhard and
Sagan [13].
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Recently, a further generalization was introduced by Crew and Spirkl
[10], the extended chromatic symmetric function of a vertex-weighted graph,
(G,w), denoted by X(G,w). This function reduces to Stanley’s chromatic
symmetric function when the weight of every vertex is 1. Their motivation
was to provide a symmetric function that satisfied a deletion-contraction rule
analogous to the famed deletion-contraction rule satisfied by the chromatic
polynomial, but not the chromatic symmetric function. Further to providing
such a rule, they also generalized numerous results from XG to X(G,w). In
our paper we build on their work by generalizing further results from XG

to X(G,w), and investigate when two vertex-weighted graphs have the same
extended chromatic symmetric function. Remarkably, the equality of rib-
bon Schur functions again plays a crucial role. More precisely, our paper is
structured as follows.

We cover the necessary background in Section 2. Then in Section 3 we
introduce expansions of a weighted graph in Definition 3.3 and use them to
prove an inclusion-exclusion relation for X(G,w) in Theorem 3.5, which we
also specialize to χG in Corollary 3.7. Our result generalizes the k-deletion
relations for X(G,w) [10] and XG [12, 20]. In Section 4 we work towards clas-
sifying when two weighted paths have equal extended chromatic symmetric
functions. We give our classification in Theorem 4.12 that shows it is equiv-
alent to the classification of equal ribbon Schur functions [3]. The proof of
our classification is reliant on a map U , given in (6), which maps the rib-
bon Schur function indexed by a composition α to the extended chromatic
symmetric function of a path with naturally ordered vertex weights given by
α. In Section 5 we give a formula for extended chromatic symmetric func-
tions in terms of power sum symmetric functions and a Möbius function in
Proposition 5.2, which naturally generalizes [22, Theorem 2.6]. We then use
this to generate multiplicative bases for the algebra of symmetric functions,
Sym, from extended chromatic symmetric functions in Theorem 5.4. In The-
orem 5.5 we give a second way to generate bases for Sym from extended
chromatic symmetric functions. In Section 6 we introduce chromatic reci-
procity in Theorem 6.3 and use it to prove simple change of basis formulae
from the power sum symmetric functions to the bases of Sym generated by
the classic chromatic symmetric functions of paths in Proposition 6.4 and
stars in Proposition 6.6. Finally, in Section 7 we define an operation to
compose graphs, which allows us to generate nonisomorphic weighted graphs
with equal extended chromatic symmetric functions in Theorem 7.3.
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2. Preliminaries

A composition α = (α1, . . . , αℓ(α)) is a (possibly empty) finite ordered list
of positive integers, where ℓ(α) is the length of α. We call the integers the
parts of the composition. When αj+1 = · · · = αj+m = i, we often abbreviate
this sublist to im. The size of α is defined to be |α| = α1 + · · · + αℓ(α). If
|α| = n, we say that α is a composition of n and write α � n.

Let [n] = {1, . . . , n}. If α = (α1, . . . , αℓ(α)) � n, then we define set(α) =
{α1, α1 + α2, . . . , α1+ · · ·+αℓ(α)−1} ⊆ [n−1]. This induces a natural one-to-
one correspondence between the compositions of n and the subsets of [n−1].
Define the complement of α, denoted by αc, to be the unique composition of
n satisfying set(αc) = [n− 1]− set(α). The reversal of α is the composition
αr = (αℓ(α), . . . , α1).

A partition λ = (λ1, . . . , λℓ(λ)) is a composition with entries satisfying
λ1 ≥ · · · ≥ λℓ(λ). If |λ| = n, then we say that λ is a partition of n and write
λ ⊢ n. The underlying partition of a composition α, denoted by α̃, is the
composition obtained by sorting the parts of α into weakly decreasing order.

Given two compositions α = (α1, . . . , αℓ(α)) and β = (β1, . . . , βℓ(β)), the
concatenation of α and β is α · β = (α1, . . . , αℓ(α), β1, . . . , βℓ(β)), while their
near concatenation is α⊙β = (α1, . . . , αℓ(α)+β1, . . . , βℓ(β)). If ℓ(α) = ℓ(β) = ℓ
and α1 ≥ β1, . . . , αℓ ≥ βℓ, then we say that α contains β, and write α ⊇ β.
Finally, α is a coarsening of β (or equivalently β is a refinement of α),
denoted by α < β, if we can obtain the parts of α in order by adding together
adjacent parts of β in order. If α, β are compositions of the same size, α < β
(or equivalently, αc 4 βc) if and only if set(β) ⊇ set(α).

We next turn our attention to Sym, the algebra of symmetric functions.
We can define Sym as a subalgebra of Q[[x1, x2, . . . ]] as follows. The ith
elementary symmetric function ei for i ≥ 1 is defined to be

ei =
∑

j1<···<ji

xj1 · · ·xji.

Given a partition λ = (λ1, . . . , λℓ(λ)), we define the elementary symmetric

function eλ to be

eλ =

ℓ(λ)∏

i=1

eλi

while taking the convention that the empty product evaluates to 1. Sym can
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be defined as the graded algebra

Sym = Sym0⊕ Sym1⊕ · · ·

where for each n ≥ 0, Symn is spanned by the basis {eλ}λ⊢n. Thus the family
{eλ}λ⊢n≥0 forms a basis for Sym.

A basis {bλ}λ⊢n≥0 of Sym indexed by partitions λ is multiplicative if for
each n ≥ 0 we have Symn = span{bλ}λ⊢n, and for every partition λ =
(λ1, . . . , λℓ(λ)),

bλ =

ℓ(λ)∏

i=1

bλi
.

As such, we can describe a multiplicative basis {bλ}λ⊢n≥0 by simply giving
the formulae for each bi for i ≥ 1. Aside from the basis of elementary
symmetric functions, there are two other important multiplicative bases for
Sym.

The first is the basis of complete homogeneous symmetric functions {hλ}λ⊢n≥0,
which is the multiplicative basis given by

hi =
∑

j1≤···≤ji

xj1 · · ·xji .

The other is the basis of power sum symmetric functions {pλ}λ⊢n≥0, which
is the multiplicative basis given by

pi =
∑

j

xi
j .

Another class of symmetric functions that we will be interested in are
the ribbon Schur functions, indexed by compositions, which can be defined
in terms of the complete homogeneous symmetric functions via

rα =
∑

β<α

(−1)ℓ(α)−ℓ(β)hβ̃ .

Sym became an object of study in graph theory when Stanley introduced
a symmetric function generalization of the chromatic polynomial of a graph.

Let G be a graph with finite vertex set V (G) and finite multiset of edges
E(G). For u, v ∈ V (G), we write uv to mean an edge connecting u and v.
We henceforth assume that all our graphs are finite. A proper colouring of
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G is an assignment of colours to the vertices of G such that no two vertices
connected by an edge are given the same colour. Equivalently, a proper
colouring is a map κ : V (G) → Z+ such that κ(u) 6= κ(v) when u, v ∈ V (G)
and uv ∈ E(G). For k ≥ 0, the function χG(k) denotes the number of proper
colourings of G using k colours. It is perhaps a surprising result that χG(k)
is polynomial in k; as such, χG is known as the chromatic polynomial.

We permit our graphs to have loops (edges connecting some vertex to
itself) and possibly multiple edges (two or more edges incident to the same
pair of vertices); as we shall soon see, allowing loops and multiple edges
in our graphs will still lead to interesting results. A graph with no loops
and no multiple edges is simple. We will sometimes require our graphs to
be labelled, namely that the vertices of our graphs are assigned a canonical
ordering v1, . . . , v|V (G)|.

We will require familiarity with a few families of graphs, which we describe
here. The path Pn, n ≥ 1, is the graph on n vertices v1, . . . , vn with edge
set {vivi+1 | i ∈ [n − 1]}, and the star Sn, n ≥ 1, is the graph on n vertices
v1, . . . , vn with edge set {vivn | i ∈ [n−1]}. When we refer to Pn as a labelled
graph, we will always adopt this labelling, which orders the vertices of Pn as
they appear along the path. The null graph Nn, n ≥ 1, is the graph on n
vertices with no edges.

Given two graphs G and H , we write G∪H to mean their disjoint union.
When G and H are labelled graphs with vertices ordered a1, . . . , an and
b1, . . . , bm, respectively, we define the labelled graph G | H to be the graph
of their disjoint union on labelled vertices v1, . . . , vn+m such that vi = ai for
1 ≤ i ≤ n and vi = bi−n for n + 1 ≤ i ≤ n+m.

In 1995, Stanley generalized the chromatic polynomial of a graph G by
defining the chromatic symmetric function of G as follows.

Definition 2.1. [22, Definition 2.1] LetG be a graph with vertex set {v1, . . . , vn}.
Then the chromatic symmetric function of G is defined to be

XG =
∑

κ

xκ(v1) · · ·xκ(vn)

where the sum is over all proper colourings κ of G.

The chromatic symmetric function XG of a graph G specializes to χG(k)
when evaluated at xi = 1 for i ≤ k and xi = 0 for i > k.
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In 2020, Crew and Spirkl introduced a natural extension of the chro-
matic symmetric function to a weighted graph (G,w) where w : V (G) → Z+

describes the weight of each vertex of G.

Definition 2.2. [10, Equation 1] Let (G,w) be a weighted graph with vertex
set {v1, . . . , vN} and weight function w : V (G) → Z+. Then the extended

chromatic symmetric function of (G,w) is defined to be

X(G,w) =
∑

κ

x
w(v1)
κ(v1)

· · ·x
w(vN )
κ(vN )

where the sum is over all proper colourings κ of G.

We will investigate properties of the extended chromatic symmetric func-
tion while sometimes choosing to employ an alternative notation. If G is a
graph with vertex set {v1, . . . , vN} and α is a composition of size n and length
N , we allow ourselves to write (G,α) to denote the weighted graph (G,w)
with weight function w(vi) = αi. This of course implicitly assumes that G
is a labelled graph. When needed, we will describe this order explicitly, al-
though we may choose to omit such a description when all possible labellings
of the vertices, when combined with the weight composition α � n, produce
the same weighted graph up to isomorphism. For example, if α = (1n), then
X(G,(1n)) = XG, regardless of how we label its vertices.

With this notation, we immediately have the following by definition.

Proposition 2.3. Let (G,α) and (H, β) be weighted graphs. Then

X(G|H,α·β) = X(G,α)X(H,β).

When drawing weighted graphs, we will write inside each node the weight
of the vertex. When we want to emphasize the ordering on the vertices, we
will choose to draw the vertices in order from left to right. We will need to
discuss the relations between the graphs we draw; as such, we may enclose
a graph drawing in square brackets as a shorthand notation for its extended
chromatic symmetric function.

One of the main motivations of Crew and Spirkl for studying vertex-
weighted graphs was to obtain a deletion-contraction rule, which relates the
extended chromatic symmetric function of a weighted graph to those of the
weighted graphs obtained from deleting and contracting a fixed edge.

To delete an edge ǫ of a graph G means to consider the graph G − ǫ =
(V (G), E(G)− {ǫ}) resulting from removing ǫ from the edge multiset of G.
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If S is a multiset of edges contained in E(G), we similarly use the notation
G− S to mean the graph (V (G), E(G)− S). For any multiset of edges S on
the vertices of G, we let G+ S denote the graph (V (G), E(G) + S), and we
write G+ {ǫ} as G + ǫ.

To contract an edge ǫ of G, we first delete it from G, and then construct
the graph G/ǫ by formally identifying the endpoints of ǫ as the same vertex.
When vertex weights are relevant, we will take the weight of the resulting
vertex to be the sum of the weights of its constituents unless otherwise spec-
ified. This will be consistent with Proposition 2.4 below. Note that when G
is a labelled graph and ǫ connects two successively ordered vertices of G or
is a loop, there is a natural ordering on the vertices of G/ǫ inherited from G.
In general, if we contract several edges of a labelled graph G such that each
resulting vertex is a combination of consecutively labelled vertices of G, we
will assume that the new graph inherits the natural ordering on its vertices
from G.

A deletion-contraction rule exists for the chromatic polynomial, but not
for Stanley’s original unweighted chromatic symmetric function. We repro-
duce the statement of the rule in the weighted case here in our alternative
notation. Because of our composition notation for a weighted graph, our
statement requires an additional condition on the ordering of the vertices,
but this ultimately expresses the deletion-contraction rule in its full gen-
erality, as we can always relabel the vertices of G to satisfy the required
conditions.

Proposition 2.4 (Deletion-contraction). [10, Lemma 2] Let (G,α) be a
weighted graph, where α = (α1, . . . , αℓ(α)) is a composition specifying the
weights of the vertices v1, . . . , vℓ(α) of G. Let ǫ be either an edge connect-
ing consecutively labelled vertices vi, vi+1 of G or a loop. Write α/ǫ =
(α1, . . . , αi) ⊙ (αi+1, . . . , αℓ(α)) in the first case, and α/ǫ = α if ǫ is a loop.
Then

X(G,α) = X(G−ǫ,α) −X(G/ǫ,α/ǫ).

Example 2.5. Take G to be the cycle on 3 vertices v1, v2, v3, and α =
(3, 2, 1), which assigns the weights w(v1) = 3, w(v2) = 2, w(v3) = 1. Take
ǫ to be the edge connecting v2 and v3. Removing ǫ from the edge set of G
gives us G− ǫ.

To obtain G/ǫ, we take G − ǫ and identify the endpoints v2, v3 of ǫ as a
single vertex v∗. The edge connecting v1 and v2 becomes an edge connecting
v1 and v∗. Similarly, the edge between v1 and v3 becomes another edge

8



connecting v1 and v∗. Since v2, v3 have consecutive labels, G/ǫ inherits a
vertex ordering from G, with v1 ordered before v∗. The weighting on G/ǫ is
given by α/ǫ = (3, 2)⊙ (1) = (3, 3).

In our pictorial shorthand, the deletion-contraction rule then gives us the
following.

3 2 1[ ] = 3 2 1[ ] 3 3[ ]−

We are now ready to discuss the results of the paper.

3. An inclusion-exclusion relation

Our first theorem is a useful expansion that relates the extended chro-
matic symmetric function of a weighted graph to those of certain other
weighted graphs. Applications of this theorem will allow us to prove the
results in later sections of our paper. Before stating the relation, we first
give some necessary definitions.

Definition 3.1. Given weighted graphs (G,α) and (H, β) satisfying β 4 α,
for a vertex v of G, we write R(v) to denote the set of consecutively labelled
vertices in H whose weights are summed to obtain the weight of v when
describing α as a coarsening of β.

Note that this induces an equivalence relation on the vertices of H , whose
equivalence classes correspond to vertices of G. We write this as aRb for
vertices a, b of H if and only if there exists vertex v of G such that a, b are
both in R(v).

Example 3.2. Let G be a graph on 3 vertices labelled v1, v2, v3 with weights
given by α = (5, 3, 9) and H be a graph on 5 vertices labelled a1, a2, a3, a4, a5
with weights given by β = (1, 4, 3, 7, 2). Then we can write α as a coarsening
of β via α = (β1 + β2, β3, β4 + β5).

Hence, R(v1) = {a1, a2}, R(v2) = {a3}, and R(v3) = {a4, a5}. The
equivalence relation R on the vertices ofH is given by the reflexive symmetric
transitive closure of the relations a1Ra2 and a4Ra5.

Definition 3.3. Let (G,α) be a weighted graph. Then we say (H, β) is an
expansion of (G,α) if

1. the composition β is a refinement of α, and
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2. for all pairs of vertices u, v (not necessarily distinct) of G, there is an edge
uv in E(G) if and only if there exists an edge ab in E(H) with a ∈ R(u)
and b ∈ R(v).

Example 3.4. Drawn below, the weighted graph (H, (3, 2, 3)) on vertices
a1, a2, a3, labelled from left to right, is an expansion of the weighted graph
(G, (3, 5)) on vertices v1, v2, labelled from left to right.

3 2 3 3 5

First, we see that (3, 2, 3) is a refinement of (3, 5) = (3, 2+3), so R(v1) =
{a1} and R(v2) = {a2, a3}. Since G has no loop on v1, there cannot be a loop
on a1. Because G has an edge connecting v1 and v2, we must have at least
one edge of H between a1 (the only element of R(v1)) and one of a2, a3 (the
elements of R(v2)); this condition is satisfied by both edges of H . Finally, G
has no loop on v2, so H cannot have a loop on either of a2, a3, nor an edge
connecting a2 and a3.

Note we could have omitted either of the two edges of (H, (3, 2, 3)), and
still obtained an expansion of (G, (3, 5)), but not both.

With these definitions in mind, we state our first theorem.

Theorem 3.5. Let (G,α) be a weighted graph with expansion (H, β). Let E ′

be a multiset of edges on the vertices of H such that for each pair of vertices
a, b of H , we have a and b in the same connected component of (V (H), E ′)
if and only if aRb. Then

X(G,α) =
∑

S⊆E′

(−1)|S|X(H+S,β).

Proof. Because (H, β) is an expansion of (G,α), there is a natural bijection
between the proper colourings of (G,α) and the proper colourings of (H, β)
assigning the same colour to vertices a, b of H whenever aRb: given a proper
colouring κ on (G,α), simply assign for each vertex v of G the colour κ(v)
to all vertices in R(v). In particular, a proper colouring of (G,α) contributes
the same monomial to X(G,α) as its image under the bijection does to X(H,β).

Because the connected components of (V (H), E ′) correspond to the equiv-
alence classes induced by R, the proper colourings of H that assign a single
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colour to each equivalence class of R are exactly the proper colourings of H
that give the endpoints of ǫ the same colour for each edge ǫ in E ′. These
colourings can be thought of as the proper colourings of H excluding those
that assign different colours to the endpoints of ǫ for any edge ǫ in E ′, or
equivalently, the proper colourings of H that are not proper colourings of
H + ǫ for any ǫ in E ′.

Given a nonempty collection of edges ∅ ( S ⊆ E ′, the intersection of the
proper colourings of H + ǫ over all edges ǫ in S gives exactly all the proper
colourings of H that also satisfy that no edge of S has endpoints assigned
the same colour—namely, all the proper colourings of H + S.

Applying the principle of inclusion-exclusion, we obtain

X(G,α) = X(H,β) −
∑

∅(S⊆E′

(−1)|S|−1X(H+S,β) =
∑

S⊆E′

(−1)|S|X(H+S,β).

Example 3.6. We saw in Example 3.4 a weighted graph (G, (3, 5)) on ver-
tices v1, v2 with expansion (H, (3, 2, 3)) on vertices a1, a2, a3. Let us take E ′

to be a pair of edges both connecting vertices a2 and a3 of H .
The conditions of Theorem 3.5 are satisfied, because the connected com-

ponents of (V (H), E ′) partition V (H) into the sets {a1} and {a2, a3}, which
are R(v1) and R(v2), respectively.

Pictorially, we can write the result of applying Theorem 3.5 as follows.

3 5[ ] =
3 2 3[ ] 3 2 3[ ]−

− 3 2 3[ ] 3 2 3[ ]+

Corollary 3.7. Let (G,α) be a weighted graph with expansion (H, β). Let
E ′ be a multiset of edges on the vertices of H such that for each pair of
vertices a, b of H , we have a and b in the same connected component of
(V (H), E ′) if and only if aRb. Then

χG =
∑

S⊆E′

(−1)|S|χH+S.

Proof. First note that X(G,w) specializes to χG(k), when evaluated at xi = 1
for i ≤ k and xi = 0 otherwise. Hence, our equality holds on every positive
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integer k by evaluating the formula in Theorem 3.5 at xi = 1 for i ≤ k and
xi = 0 otherwise. Because the real polynomials on both sides of the equation
agree on infinitely many values, they must be equal.

Theorem 3.5 also generalizes a related result known as k-deletion, which
we state next, and give a new short and simple proof.

Corollary 3.8 (k-deletion). [10, Theorem 6] Let (G,α) be a weighted graph
containing a cycle C on k vertices, and let ǫ be a fixed edge of this cycle.
Then ∑

S⊆E(C)−ǫ

(−1)|S|X(G−S,α) = 0.

Proof. We can assume without loss of generality (by relabelling the vertices
as needed), that C is a cycle on the first k vertices v1, . . . , vk of the labelled
graph G. Let (H, β) be the weighted graph obtained by contracting (in any
order) the edges E(C)− ǫ of G. Note that the image of ǫ in the new graph
is a loop on the resulting vertex, and so X(H,β) = 0.

Taking E ′ = E(C)− ǫ, we see that (G−E ′, α) is an expansion of (H, β)
satisfying the conditions of Theorem 3.5 with the set E ′. Applying the the-
orem, we obtain

∑

S⊆E(C)−ǫ

(−1)|S|X(G−S,α) = (−1)|E
′|X(H,β) = 0.

Remark 3.9. In the absence of a deletion-contraction rule for the unweighted
chromatic symmetric function, the technique of k-deletion was developed and
generalized from its original form across several different papers as a way to
write the chromatic symmetric function of a graph as a combination of the
chromatic symmetric functions of other graphs.

In 2014, Orellana and Scott discovered and proved the triple-deletion
rule [20, Theorem 3.1], which is the case of k-deletion on unweighted graphs
for k = 3, by directly expanding the 23−1 = 4 terms of the summation
into the power sum symmetric functions and computing. In a 2018 paper,
Dahlberg and van Willigenburg generalized the result of Orellana and Scott
on unweighted graphs to arbitrary k [12, Proposition 5] by applying a sign-
reversing involution to the terms of the expansion.
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When Crew and Spirkl introduced the extended chromatic symmetric
function, they were able to prove Corollary 3.8 via induction [10, Theorem
6], employing repeated applications of the deletion-contraction rule.

Our proof of weighted k-deletion is novel in that it is not only simple, but
also provides a combinatorial interpretation as to why the result should hold
at all: the summation in question evaluates to 0 because it describes (up to
a sign) all the proper colourings of a certain weighted graph with a loop—of
which there are exactly none.

4. Composition of compositions and equality of weighted paths

It is an open problem whether if G and H are two trees with XG =
XH then G and H are necessarily isomorphic as graphs. In their paper
introducing the extended chromatic symmetric function [10], Crew and Spirkl
gave an example of two weighted trees with the same extended chromatic
symmetric function that were nonisomorphic as weighted graphs, which was
originally noted by Loebl and Sereni in [17]. The example they gave in [10,
Figure 1] compared two 5-vertex paths: one with weights 1, 2, 1, 3, 2 in given
order, and another with weights 1, 3, 2, 1, 2 in given order.

In our composition notation for weighted graphs, they found that

X(P5,(1,2,1,3,2)) = X(P5,(1,3,2,1,2)).

It is a curious coincidence, then, that we have the equality of ribbon Schur
functions

r(1,2,1,3,2) = r(1,3,2,1,2).

Another property of the ribbon Schur functions is that they have a simple
multiplication rule. For any two nonempty compositions α, β,

rαrβ = rα·β + rα⊙β . (1)

The extended chromatic symmetric functions of weighted paths follow
the same multiplication rule:

X(Pℓ(α),α)X(Pℓ(β),β) = X(Pℓ(α)|Pℓ(β),α·β) = X(Pℓ(α·β),α·β) +X(Pℓ(α⊙β),α⊙β). (2)

The above equality is verified by applying Proposition 2.4, the deletion-
contraction rule: the weighted graph (Pℓ(α) | Pℓ(β), α · β) can be interpreted
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as the result of deleting a certain edge of (Pℓ(α·β), α ·β), while (Pℓ(α⊙β), α⊙β)
would result from contracting that edge.

As we shall soon see, the similarities between the ribbon Schur functions
and the extended chromatic symmetric functions of weighted paths are not
superficial. Understanding the connection between them will allow us to,
among other things, completely classify when the extended chromatic sym-
metric functions of two weighted paths are equal.

Definition 4.1. A family {Gn}n≥1 of simple connected graphs is nifty if
each Gn has exactly n vertices. Given a nifty family, we write Gλ for a
partition λ = (λ1, . . . , λℓ(λ)) to mean the disjoint union of graphs Gλ1 ∪ · · · ∪
Gλℓ(λ)

. If we interpret the Gn as labelled graphs, we can also write Gα for a
composition α = (α1, . . . , αℓ(α)) to mean the labelled graph Gα1 | · · · | Gαℓ(α)

.
As unlabelled graphs, we then always have Gα = Gα̃.

Example 4.2. Nifty families of graphs include the paths {Pn}n≥1 and the
stars {Sn}n≥1.

The following result of Cho and van Willigenburg will be useful to us.

Theorem 4.3. [9, Lemma 3 & Theorem 5] Let {Gn}n≥1 be a nifty family of
graphs. Then {XGλ

}λ⊢n≥0 is a multiplicative basis for Sym. Moreover, the
chromatic symmetric functions {XGn

}n≥1 are algebraically independent and
freely generate Sym.

The above theorem gives us a mechanism to better understand weighted
paths: expand the extended chromatic symmetric function of a weighted
path in terms of a basis generated by a nifty family.

Example 4.4. Consider the weighted path on three vertices with weights
2, 1, 2 given in order from left to right. Let us rearrange the deletion-
contraction rule of Proposition 2.4 to

X(G/ǫ,α/ǫ) = X(G−ǫ,α) −X(G,α).

We can apply this form of the deletion-contraction rule thrice to obtain
the following expansion.

X(P3,(2,1,2)) = X(P(3,1),(2,1,1,1)) −X(P4,(2,1,1,1))

= XP(1,3,1)
−XP(4,1)

−XP(1,4)
+XP5

We illustrate this expansion below.
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2 1 2[ ] =
1 1 1 1 1[ ] 1 1 1 1 1[ ]−

1 1 1 1 1[ ]− 1 1 1 1 1[ ]+

In the above example, note that the compositions that appear are exactly
the coarsenings of (2, 1, 2)c = (1, 3, 1), with the terms alternating in sign
depending on the number of parts in the composition. We will prove that
this will always be the case for any weighted path, after proving a lemma.

Lemma 4.5. Consider the null graph Nn on n vertices v1, . . . , vn. Let α be
a composition of n. Then the graph Nn+{vivi+1 | i ∈ set(αc)} is the labelled
graph Pα.

Proof. It suffices to show that the edge set of Pα is {vivi+1 | i ∈ set(αc)}.
Write α = (α1, . . . , αℓ(α)).

Then the connected components of Pα partition its vertices into the sets
{v1, . . . , vα1}, {vα1+1, . . . , vα1+α2}, . . . , {vα1+···+αℓ(α)−1+1, . . . , vn}. The ith
connected component of Pα is a copy of the labelled graph Pαi

with the
same relative ordering of vertex labels. Hence, the edge set of Pα consists of
all the edges vivi+1 for all i in [n− 1]− {α1, α1 + α2, . . . , α1 + · · ·+ αℓ(α)−1}.

That is, Pα has edge set {vivi+1 | i ∈ set(αc)}.

Example 4.6. Take n = 6 with α = (2, 3, 1) � 6. Then set(α) = {2, 5}, and
so set(αc) = {1, 2, 3, 4, 5} − set(α) = {1, 3, 4}.

As labelled graphs, N6 + {v1v2, v3v4, v4v5} = P2 | P3 | P1 = P(2,3,1).

We now turn to prove our expansion for weighted paths.

Proposition 4.7. For any composition α, the extended chromatic symmetric
function of the weighted path with weights given, in order, by α is

X(Pℓ(α),α) =
∑

β<αc

(−1)ℓ(α
c)−ℓ(β)XP

β̃
. (3)

Proof. By Definition 3.3, one expansion of (Pℓ(α), α) is the graph on |α| ver-
tices v1, . . . , v|α|, each with weight 1, with edge set {vivi+1 | i ∈ set(α)}.
By Lemma 4.5, this graph is (Pαc , (1|α|)). Taking E ′ = {vivi+1 | i ∈
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[|α| − 1] − set(α)} satisfies the conditions of Theorem 3.5, and so we ob-
tain

X(Pℓ(α),α) =
∑

S⊆E′

(−1)|S|XPαc+S

=
∑

set(α)⊆J⊆[|α|−1]

(−1)|J−set(α)|XN|α|+{vivi+1|i∈J}.

We can write each set(α) ⊆ J ⊆ [|α| − 1] as J = set(βc) for some
composition β � |α| satisfying βc 4 α, or equivalently, β < αc. Then
|J−set(α)| = |set(βc)−set(α)| = |set(αc)−set(β)| = (ℓ(αc)−1)−(ℓ(β)−1).

Thus we have that (−1)|J−set(α)| = (−1)ℓ(α
c)−ℓ(β). Additionally, by Lemma

4.5, we know N|α| + {vivi+1 | i ∈ J} = Pβ.
Hence,

X(Pℓ(α),α) =
∑

β<αc

(−1)ℓ(α
c)−ℓ(β)XPβ

=
∑

β<αc

(−1)ℓ(α
c)−ℓ(β)XP

β̃

where the last equality follows because Pβ = Pβ̃ as unlabelled graphs.

Proposition 4.7 is strongly reminiscent of our earlier definition of ribbon
Schur functions:

rα =
∑

β<α

(−1)ℓ(α)−ℓ(β)hβ̃ . (4)

There exists a well-known involutory automorphism of Sym as a graded
algebra, known by ω, which takes hλ 7→ eλ (and vice-versa) for each partition
λ, as well as rα 7→ rαc for each composition α. Applying ω to both sides of
(4) gives us

rα = ω(rαc) =
∑

β<αc

(−1)ℓ(α
c)−ℓ(β)eβ̃ . (5)

Let U : Sym → Sym be the unique linear map taking eλ 7→ XPλ
for each

partition λ, namely, the following.

U : Sym → Sym (6)

eλ 7→ XPλ
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Note {eλ}λ⊢n≥0 and {XPλ
}λ⊢n≥0 are both multiplicative bases of Sym, so

U is well-defined and is an automorphism of Sym as a graded algebra. By
Proposition 4.7 and (5), we have

U(rα) = X(Pℓ(α),α) (7)

for every composition α. Hence, results on the ribbon Schur functions apply
to the extended chromatic symmetric functions of weighted paths.

Corollary 4.8. The family {X(Pℓ(λ),λ)}λ⊢n≥0 of extended chromatic symmet-
ric functions of weighted paths indexed by partitions forms a basis for Sym.

Proof. In [3] it is proved that the family of ribbon Schur functions {rλ}λ⊢n≥0

indexed by partitions forms a basis for Sym. Because the linear map U :
Sym → Sym takes each rλ 7→ X(Pℓ(λ),λ) and is an automorphism of Sym as a
graded algebra, it follows immediately that the family of extended chromatic
symmetric functions {X(Pℓ(λ),λ)}λ⊢n≥0 of weighted paths indexed by partitions
forms a basis for Sym.

In [3], Billera, Thomas, and van Willigenburg completely classify when
two ribbon Schur functions are equal. We recall a definition and a key result
from their paper.

Definition 4.9. [3, Section 3.1] Given two nonempty compositions α and β,
we define the binary operation ◦ by

α ◦ β = β⊙α1 · · · · · β⊙αℓ(α)

where
β⊙i = β ⊙ · · · ⊙ β︸ ︷︷ ︸

i

.

By [3, Proposition 3.3], ◦ is associative.

Example 4.10. Take α and β to both be the composition (1, 2). Then we
have (1, 2) ◦ (1, 2) = (1, 2)⊙1 · (1, 2)⊙2 = (1, 2, 1, 3, 2).

Theorem 4.11. [3, Theorem 4.1] Two nonempty compositions α and β
satisfy rα = rβ if and only if for some ℓ, there exist compositions α(1), . . . , α(ℓ)

and β(1), . . . , β(ℓ) such that

α = α(1) ◦ · · · ◦ α(ℓ) and β = β(1) ◦ · · · ◦ β(ℓ)

where, for each i, either β(i) = α(i) or β(i) = (α(i))r. We write this equivalence
relation as α ∼ β.
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We are now able to classify when two weighted paths have equal extended
chromatic symmetric functions. This theorem could also be proved via L-
polynomials [2], however, our proof is direct and manifestly positive.

Theorem 4.12. Two nonempty compositions α and β satisfy

X(Pℓ(α),α) = X(Pℓ(β),β) if and only if α ∼ β.

Proof. Because U : Sym → Sym is an automorphism of Sym as a graded
algebra (in particular, it is injective) and takes each rα 7→ X(Pℓ(α),α), we have

U(rα) = X(Pℓ(α),α) = X(Pℓ(β),β) = U(rβ)

if and only if rα = rβ. By Theorem 4.11, the result follows.

Example 4.13. We saw earlier that X(P5,(1,2,1,3,2)) = X(P5,(1,3,2,1,2)). Note
(1, 2, 1, 3, 2) ∼ (1, 3, 2, 1, 2), since (1, 2, 1, 3, 2) = (1, 2)◦(1, 2), while (1, 3, 2, 1, 2) =
(2, 1) ◦ (1, 2).

With a little more work, we can deduce the exact number of nonisomor-
phic weighted paths in each equivalence class of weighted paths with equal
extended chromatic symmetric functions. To that end, we present one more
definition and one more theorem from [3].

Definition 4.14. [3, Section 3.2] If a composition α is written in the form
α(1) ◦· · ·◦α(ℓ) then we call this a factorization of α. A factorization α = β ◦γ
is trivial if any of the following hold

1. one of β, γ is the composition (1),

2. the compositions β, γ both have length 1, or

3. the compositions β, γ both have all parts equal to 1.

Finally, a factorization α = α(1) ◦ · · · ◦α(ℓ) is irreducible if no α(i) ◦α(i+1) is a
trivial factorization, and all factorizations of each α(i) into two compositions
are trivial.

Theorem 4.15. [3, Theorem 3.6] Every nonempty composition admits a
unique irreducible factorization.
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Example 4.16. The unique irreducible factorization of (1, 2, 1, 3, 2) is (1, 2)◦
(1, 2), since it is not trivial, and the only factorizations of (1, 2) into two are
the trivial factorizations (1, 2) = (1) ◦ (1, 2) and (1, 2) = (1, 2) ◦ (1).

Thus Billera, Thomas, and van Willigenburg were also able to show in [3,
Theorem 4.1], that the equivalence class of a nonempty composition α under
the equivalence relation ∼ contains 2m elements, where m is the number of
nonsymmetric (under reversal) terms in the irreducible factorization of α.

Corollary 4.17. Let α be a nonempty composition with m nonsymmetric
terms in its irreducible factorization. If α 6= αr, then, up to isomorphism,
the number of weighted paths (P,w) such that

X(P,w) = X(Pℓ(α),α)

is 2m−1. Otherwise, if α = αr then X(P,w) = X(Pℓ(α),α) if and only if (P,w) =
(Pℓ(α), α).

Proof. If α = αr, then the equivalence class of α under ∼ contains only itself
[2, Proposition 3.6], and so X(P,w) = X(Pℓ(α),α) if and only if (P,w) = (Pℓ(α), α)
by Theorem 4.12.

Therefore when α 6= αr, it has no symmetric compositions in its equiv-
alence class. Thus the first part of the statement of the corollary follows
immediately from the fact that there are 2m elements in the equivalence class
of α under ∼, and by noting that each weighted path (Pℓ(α), α) is isomorphic
to its reversal (Pℓ(αr), α

r).

5. Extended chromatic bases for Sym

In this section we describe two new ways to generate bases for the al-
gebra Sym of symmetric functions from the extended chromatic symmetric
functions of weighted graphs. One is a generalization of Cho and van Willi-
genburg’s result given in Theorem 4.3, and the other generalizes our weighted
path basis found in Corollary 4.8.

The following proposition will be useful.

Proposition 5.1. [10, Lemma 3] Given a weighted graph (G,w), we can
expand it into the power sum symmetric functions via

X(G,w) =
∑

S⊆E(G)

(−1)|S|pλ((V (G),S),w)
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where for a weighted graph (G,w), the partition λ(G,w) is the partition
whose parts are the sums of the vertex weights of each connected component
of (G,w).

This proposition is the natural generalization of [22, Theorem 2.5] by
Stanley, from XG to X(G,w). Our next result is the natural generalization of
[22, Theorem 2.6] by Stanley, from XG to X(G,w) and requires the following
definitions.

Given a set partition π = {S1, . . . , Sℓ(π)} of the vertices of a graph G, we
say that π is connected if the restriction of G to each block Si for 1 ≤ i ≤ ℓ(π)
is connected. The lattice of contractions of G, denoted by LG, is the set of
all connected set partitions of G, partially ordered by refinement ≤. For any
π ∈ LG we have (for example by [22, Equation 1]),

(−1)|V (G)|−ℓ(π)µ(0̂, π) > 0

where µ is the Möbius function of LG and 0̂ is the unique minimal element
of LG with each vertex in its own block. Given a weighted graph (G,w) and
a connected set partition of G, define type(π, w) to be the partition λ of∑

v∈V (G)w(v) whose parts are the total sums of the weights of each block of
π.

Proposition 5.2. Given a weighted graph (G,w), we can expand it into the
power sum symmetric functions via

X(G,w) =
∑

π∈LG

µ(0̂, π)ptype(π,w).

Proof. For a graph G with N vertices and π ∈ LG define

X(π,w) =
∑

κ

x
w(v1)
κ(v1)

· · ·x
w(vN )
κ(vN )

to be the sum over all special colourings κ such that for u, v ∈ V (G)

1. if u and v are in the same block of π then κ(u) = κ(v)

2. if u and v are in different blocks of π and there is an edge between u and
v then κ(u) 6= κ(v).
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Note that any colouring κ of G contributes to a unique X(π,w). We can see
this by starting with any colouring κ and form each block of its partition π
by colours, so that all vertices of the same colour are in the same block. Then
we refine these blocks further to respect connected components, so that π is
a connected set partition of G.

Next, by the definition of power sum symmetric functions we have for
σ ∈ LG that

ptype(σ,w) =
∑

π∈LG
π≥σ

X(π,w)

and hence by Möbius inversion

X(σ,w) =
∑

π∈LG
π≥σ

µ(σ, π)ptype(π,w).

Note that when σ = 0̂ the definition of special colouring coincides with that
of proper colouring, so X(0̂,w) = X(G,w) and the result follows.

We now extend the definition of a nifty family to weighted graphs.

Definition 5.3. A family {(Gn, wn)}n≥1 of simple connected weighted graphs
is nifty if the sum of the vertex weights of each (Gn, wn) is exactly n. Given
a nifty family of weighted graphs, we write (Gλ, wλ) for a partition λ =
(λ1, . . . , λℓ(λ)) to mean the disjoint union of weighted graphs (Gλ1 , wλ1) ∪
· · · ∪ (Gλℓ(λ)

, wλℓ(λ)
).

This suggests the following generalization of Theorem 4.3, which special-
izes to the unweighted case when each (Gn, wn) has n vertices of weight 1.
This result was noted independently by Chmutov and Shah, who saw it via
Hopf algebraic techniques [7]. Our proof, however, is combinatorial in nature.

Theorem 5.4. Let {(Gn, wn)}n≥1 be a nifty family of weighted graphs. Then
{X(Gλ,wλ)}λ⊢n≥0 is a multiplicative basis for Sym. Moreover, the extended
chromatic symmetric functions {X(Gn,wn)}n≥1 are algebraically independent
and freely generate Sym.

Proof. Let λ = (λ1, . . . , λℓ(λ)) be a partition. Then

V =

ℓ(λ)⊎

i=1

V (Gλi
)
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is the set of vertices of (Gλ, wλ). By the definition of (Gλ, wλ), we know that
if π ∈ LGλ

, then type(π, wλ) equals λ or has more parts than λ. Thus by
Propositions 5.1 and 5.2 it follows that there exist constants cλµ such that

X(Gλ,wλ) =
∑

µ=λ or ℓ(µ)>ℓ(λ)

cλµpµ

and, moreover, that cλλ 6= 0. Hence, {X(Gλ,wλ)}λ⊢n≥0 is a multiplicative basis
for Sym.

Since for λ = (λ1, . . . , λℓ(λ)), by Proposition 2.3, we have that

X(Gλ,wλ) =

ℓ(λ)∏

i=1

X(Gλi
,wλi

) (8)

and {X(Gλ,wλ)}λ⊢n≥0 forms a multiplicative basis for Sym, every element of
Sym is expressible uniquely as a polynomial in the X(Gn,wn) and hence the
X(Gn,wn) are algebraically independent and freely generate Sym.

We can also give a second method of generating bases of Sym from the
extended chromatic symmetric functions of weighted graphs.

We have seen that the set of extended chromatic symmetric functions
of weighted paths indexed by partitions forms a basis of Sym. A natural
question to ask is how might we generalize this result? A reasonable hope
might be that for all nifty families {Gn}n≥1 of unweighted labelled graphs,
the set of functions {X(Gℓ(λ),λ)}λ⊢n≥0 forms a basis of Sym.

In fact, we prove something more general.

Theorem 5.5. For each partition λ, let Hλ be an arbitrary (not necessarily
connected) simple labelled graph on ℓ(λ) vertices. Then {X(Hλ,λ)}λ⊢n≥0 is a
basis for Sym.

Proof. It suffices to show for each n that {X(Hλ,λ)}λ⊢n is a basis for Symn.
To that end, we will show that the change of basis matrix describing the
{X(Hλ,λ)}λ⊢n in terms of the power sum symmetric functions of degree n is
lower triangular with nonzero entries on the diagonal when indices are given a
specific order. We will order the indices by the number of parts in a partition.
Between partitions of n of the same length, we order the indices arbitrarily.

Consider Proposition 5.1, which describes how to write X(Hλ,λ) for some
λ ⊢ n in the basis of power sum symmetric functions. When S = ∅, the term
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pλ is contributed to the sum. When S 6= ∅, the graph (V (Hλ), S) has fewer
than ℓ(λ) connected components (since there are no loops in S), and so a
lower-order term is contributed to the expansion.

Hence we can write each X(Hλ,λ) as the sum of pλ and possible lower-order
terms. Thus for each n, the matrix expressing the extended chromatic sym-
metric functions {X(Hλ,λ)}λ⊢n in terms of the power sum symmetric functions
{pλ}λ⊢n is lower triangular with 1’s on the diagonal.

Therefore {X(Hλ,λ)}λ⊢n is a basis of Sym
n for each n, and so {X(Hλ,λ)}λ⊢n≥0

is a basis for Sym.

Example 5.6. Corollary 4.8 is the case where each Hλ is the labelled path
Pℓ(λ) on ℓ(λ) vertices. Using Proposition 5.1, we can compute the entries of
the matrix describing the family {X(Pℓ(λ),λ)}λ⊢4 in terms of the basis of power

sum symmetric functions {pλ}λ⊢4 of Sym4.



X(P1,(4))

X(P2,(3,1))

X(P2,(2,2))

X(P3,(2,1,1))

X(P4,(1,1,1,1))




=




1
−1 1
−1 1
1 −1 −1 1
−1 2 1 −3 1







p4
p(3,1)
p(2,2)
p(2,1,1)
p(1,1,1,1)




Note that indices are ordered by the number of parts in a partition, and so
our matrix is indeed lower triangular with 1’s on the diagonal.

Remark 5.7. The above example shows how Corollary 4.8 could have alter-
natively been proved by an application of Theorem 5.5.

One proof of the fact that the ribbon Schur functions indexed by par-
titions form a basis uses a lower triangularity argument with (4), which
expands a ribbon Schur function into the basis of complete homogeneous
symmetric functions.

As we shall soon see in Remark 6.5, the automorphism U , which takes
each rα 7→ X(Pℓ(α),α), also takes each hλ 7→ pλ. Under this automorphism,
showing the result of the previous paragraph is equivalent to showing that
the extended chromatic symmetric functions of weighted paths indexed by
partitions form a basis via the proof of Theorem 5.5.

6. Neat changes of basis

To work with the chromatic bases of Theorem 4.3, it is important to
understand how the classical bases of Sym expand in the new bases being
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considered. Crew and Spirkl noted in their proof of [10, Lemma 3] that
the classical power sum symmetric functions pλ are exactly the extended
chromatic symmetric functions X(Nℓ(λ),λ). In particular, the ith power sum
symmetric function pi is exactly the extended chromatic symmetric function
of a single vertex of weight i.

To write the power sum symmetric function pi in terms of the chromatic
symmetric functions of unweighted graphs, we might think to apply Theo-
rem 3.5 on the single vertex of weight i, using an expansion onto i independent
vertices of equal weight 1. We would also need an edge set E ′ connecting the
i vertices.

To obtain a tidy formula expressing pi in the basis {XGλ
}λ⊢n≥0 for some

nifty family {Gn}n≥1 of unweighted graphs, considering the formula in The-
orem 3.5, it would be desirable if every graph on i vertices with edges from
a subset of E ′ were a graph Gλ obtained from our family for some partition
λ. This motivates the following definition, which we give in a slightly more
general form to allow for the weighted case.

Definition 6.1. A nifty family {(Gn, wn)}n≥1 is neat if for all n ≥ 1, for all
subsets S ⊆ E(Gn), we have (Gn−S, wn) is isomorphic to (Gλ, wλ) for some
partition λ ⊢ n.

Proposition 6.2. The only neat families of unweighted graphs are the family
of paths {Pn}n≥1 and the family of stars {Sn}n≥1.

Proof. First observe that the family of paths {Pn}n≥1 and the family of stars
{Sn}n≥1 are neat. Now note that any neat family {Gn}n≥1 of unweighted
graphs must consist entirely of trees. To see this, consider any Gn and let ǫ
be any edge of Gn. By Definition 6.1, Gn − ǫ must be isomorphic to Gλ for
some λ ⊢ n. The graphs Gn − ǫ and Gn cannot be isomorphic, since they
have different numbers of edges. Hence Gn − ǫ must be isomorphic to Gλ for
some partition λ satisfying ℓ(λ) > 1. In particular, Gλ has more than one
connected component, and so must be disconnected. Since Gn is a connected
graph such that the deletion of any edge ǫ disconnects it, Gn must be a tree,
by definition.

The only trees on 1, 2, and 3 vertices, respectively are P1 = S1, P2 = S2,
and P3 = S3, up to isomorphism. The two nonisomorphic trees on 4 vertices
are P4 and S4.

Let n ≥ 4, for ease of notation denote Gn by T , and let

m = min{maxdeg(T ),maxlen(T )}
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where maxdeg is the maximum degree and maxlen is the length of the longest
path in T . If m ≥ 3 then consider the subgraph T ′ of T induced by the vertex
of maximum degree and 3 of its neighbours, that is T ′ = S4. Now consider
the subgraph of T ′′ of T induced by the first 4 vertices on a path of longest
length, that is T ′′ = P4. If we have a neat family of graphs then by definition
it follows that

S4 = T ′ = G4 = T ′′ = P4

giving us a contradiction.
Hence m ≤ 2, which implies that either maxdeg(T ) ≤ 2, in which case

Gn is a path, or maxlen(T ) ≤ 2 in which case Gn is a star. Considering our
family is neat, it follows by definition that if Gn = Pn then Gi = Pi for all
i < n, and if Gn = Sn then Gi = Si for all i < n. Finally, let n tend to
infinity.

Thus any neat family of unweighted graphs {Gn}n≥1 must either be the
family of paths {Pn}n≥1 or the family of stars {Sn}n≥1.

We now proceed with our plan to expand the power sum symmetric func-
tions in terms of the chromatic bases generated by neat families of unweighted
graphs via Theorem 3.5. However, we first note that Theorem 3.5 is rather
similar in form to the formula in Proposition 5.1. This similarity gives us
something neat:

Theorem 6.3 (Chromatic reciprocity). Let {(Gn, wn)}n≥1 be a neat fam-
ily. Then the unique linear transformation ϕ : Sym → Sym mapping
pλ 7→ X(Gλ,wλ) for each partition λ is exactly the unique linear transfor-
mation mapping X(Gλ,wλ) 7→ pλ for each partition λ. In particular, ϕ is an
involutory automorphism of Sym as a graded algebra.

Proof. By Proposition 5.1, for each n ≥ 1,

X(Gn,wn) =
∑

S⊆E(Gn)

(−1)|S|pλ((V (Gn),S),wn).

Now consider the single vertex of weight n, which has extended chromatic
symmetric function pn. The weighted graph ((V (Gn), ∅), wn) with no edges is
an expansion of the single weighted vertex, and the edge set E(Gn) connects
the vertices of the expansion. By Theorem 3.5, we obtain

pn =
∑

S⊆E(Gn)

(−1)|S|X((V (Gn),S),wn).
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Since {(Gn, wn)}n≥1 is a neat family, for each subset S ⊆ E(Gn), we must
have that ((V (Gn), S), wn) is the weighted graph (Gλ, wλ) for some partition
λ ⊢ n. Since each (Gλ, wλ) is the disjoint union of connected weighted graphs
of total weight λi for each part of λ, the only possibility for this partition
is λ((V (Gn), S), wn), whose parts are the sums of the vertex weights of each
connected component of ((V (Gn), S), wn).

Hence if
X(Gn,wn) =

∑

λ⊢n

cλpλ

we must identically have

pn =
∑

λ⊢n

cλX(Gλ,wλ)

with the same coefficients cλ.
Let ϕ : Sym → Sym be the unique linear map taking each pλ 7→ X(Gλ,wλ).

Since {pλ}λ⊢n≥0 and {X(Gλ,wλ)}λ⊢n≥0 are multiplicative bases of Sym by def-
inition and Theorem 5.4 respectively, the map ϕ is an automorphism of Sym
as a graded algebra.

For each n ≥ 1, if we apply ϕ to both sides of our expansion of X(Gn,wn)

into the power sum symmetric functions, we find that

ϕ(X(Gn,wn)) =
∑

λ⊢n

cλX(Gλ,wλ) = pn.

Since ϕ is an automorphism of Sym as a graded algebra, it respects multi-
plication, and therefore takes each X(Gλ,wλ) 7→ pλ. That is, ϕ is an involution
on Sym.

We can now use chromatic reciprocity to deduce change of basis formulae.
Note that (9) is also implicit in the work of Chmutov, Duzhin and Lando [6].

Proposition 6.4. The power sum symmetric functions expand into the basis
generated by the neat family of paths {Pn}n≥1 via

pλ =
∑

α4λ

(−1)|λ|−ℓ(α)XPα̃

and similarly

XPλ
=
∑

α4λ

(−1)|λ|−ℓ(α)pα̃.
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Proof. Recall that if G is a graph with n vertices then X(G,(1n)) = XG. Hence
by Proposition 5.1 we have that

XPn
= X(Pn,(1n)) =

∑

S⊆E(G)

(−1)|S|pλ((V (Pn),S),(1n)) =
∑

β�n

(−1)n−ℓ(β)pβ̃. (9)

We can compute the expansion of XPλ
into the power sum symmetric

functions by multiplying the expansions of each XPλi
. We obtain

XPλ
= XPλ1

· · ·XPλℓ(λ)

=

ℓ(λ)∏

i=1

(
∑

β�λi

(−1)λi−ℓ(β)pβ̃

)

=
∑

α4λ

(−1)|λ|−ℓ(α)pα̃.

Since the family of paths is neat, by Theorem 6.3 we also have

pλ =
∑

α4λ

(−1)|λ|−ℓ(α)XPα̃
.

Remark 6.5. The formula expressing the complete homogeneous symmetric
function hλ in terms of the elementary symmetric functions is given by [18,
Definition 3.2.6]

hλ =
∑

α4λ

(−1)|λ|−ℓ(α)eα̃.

Thus the linear map U , introduced in (6), which takes each eλ 7→ XPλ
,

also takes hλ 7→ pλ for each partition λ by Proposition 6.4. Applying U to
(4), and recalling (7), we obtain

X(Pℓ(α),α) =
∑

β<α

(−1)ℓ(α)−ℓ(β)pβ̃.

It is perhaps easier, but less instructive, to deduce the relationship be-
tween the ribbon Schur functions and the extended chromatic symmetric
functions of weighted functions from the above formula, which could have
been found via an application of Proposition 5.1 in a way similar to our
proof of Proposition 6.4.
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Also note that we can deduce the linear involution taking each XPλ
7→ pλ.

The involution must be the map UωU−1, where ω is the linear involution on
Sym taking each eλ 7→ hλ, since

pλ = U(hλ) = Uω(eλ) = UωU−1(XPλ
).

In [9, Theorem 8] of Cho and van Willigenburg’s original paper intro-
ducing chromatic bases, they computed an expansion of the path basis into
the power sum symmetric functions, which appears in a different form from
Proposition 6.4. Because the power sum symmetric functions are linearly
independent, the expansions must ultimately be the same.

Another expansion they computed was the expansion of the star basis into
the power sum symmetric functions. Specifically, they found in [9, Theorem
8] for n + 1 ≥ 1 that

XSn+1 =
n∑

r=0

(−1)r
(
n

r

)
p(r+1,1n−r).

For our purposes, we will consider the equivalent form for n ≥ 1,

XSn
=

n∑

r=1

(−1)r−1

(
n− 1

r − 1

)
p(r,1n−r).

We can compute an expansion for XSλ
by multiplying expansions of the

above form for each part of λ. Since the stars form a neat family, this also
gives an expansion of the power sum symmetric functions in terms of the
star basis by Theorem 6.3 as follows.

Proposition 6.6. The power sum symmetric functions expand into the basis
generated by the neat family of stars {Sn}n≥1 via

pλ =
∑

α⊆λ

(−1)|α|−ℓ(λ)

(
λ1 − 1

α1 − 1

)
· · ·

(
λℓ(λ) − 1

αℓ(λ) − 1

)
XS

α̃·(1|λ|−|α|)

and similarly

XSλ
=
∑

α⊆λ

(−1)|α|−ℓ(λ)

(
λ1 − 1

α1 − 1

)
· · ·

(
λℓ(λ) − 1

αℓ(λ) − 1

)
pα̃·(1|λ|−|α|)

where α ⊆ λ means ℓ(α) = ℓ(λ) and α1 ≤ λ1, . . . , αℓ(λ) ≤ λℓ(λ).
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Proof. We can compute the expansion of XSλ
into the power sum symmetric

functions by multiplying the expansions of each XSλi
. We obtain

XSλ
= XSλ1

· · ·XSλℓ(λ)

=

ℓ(λ)∏

i=1

(
λi∑

αi=1

(−1)αi−1

(
λi − 1

αi − 1

)
p(αi,1λi−αi )

)

=
∑

α⊆λ




ℓ(λ)∏

i=1

(−1)αi−1

(
λi − 1

αi − 1

)
p(αi,1λi−αi)





since summing over all tuples (α1, . . . , αℓ(λ)) of positive integers satisfying
α1 ≤ λ1, . . . , αℓ(λ) ≤ λℓ(λ) is the same as summing over all compositions α
contained in λ.

Expanding out the product in each term of the summation gives us

XSλ
=
∑

α⊆λ

(−1)|α|−ℓ(λ)

(
λ1 − 1

α1 − 1

)
· · ·

(
λℓ(λ) − 1

αℓ(λ) − 1

)
pα̃·(1|λ|−|α|).

Since the family of stars is neat, by Theorem 6.3 we also have

pλ =
∑

α⊆λ

(−1)|α|−ℓ(λ)

(
λ1 − 1

α1 − 1

)
· · ·

(
λℓ(λ) − 1

αℓ(λ) − 1

)
XS

α̃·(1|λ|−|α|)
.

7. Composition of graphs and equality of weighted graphs

In [10] Crew and Spirkl stated that they did not know of two weighted
trees with the same extended chromatic symmetric function that were non-
isomorphic. In [1] they, with Aliste-Prieto and Zamora, found such a pair.
Independently, the authors of this article found a different pair, below. Note
that the two graphs are nonisomorphic because in the one on the left the
two vertices of degree 3 are not adjacent, whereas they are in the one on the
right.
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As we will see in Theorem 7.3, the equality of extended chromatic sym-
metric functions of the two weighted trees described above can be deduced
from a more general construction of families of weighted graphs with equal
extended chromatic symmetric functions, and is a generalization of the binary
operation ◦.

Definition 7.1. Let (G,w) be a weighted graph with distinguished (not
necessarily distinct) vertices a and z. Given a nonempty composition α, we
define the weighted graph α ◦ (G,w) as follows.

Consider the disjoint union of |α| copies of (G,w), and let the copies of
a and z in the ith copy of (G,w) be labelled ai and zi. Add an edge ziai+1

for each i ∈ [|α| − 1]. Then α ◦ (G,w) denotes the weighted graph resulting
from contracting the edges ziai+1 for all i ∈ set(αc).

Example 7.2. Let (G,w) be the weighted path (P3, (1, 2, 1)). Choose a to
be either vertex of weight 1 and z to be the vertex of weight 2. Let α be the
composition (1, 2). Below is the result of adding in the edges ziai+1 to the
disjoint union of 3 copies of (G,w).

1 2 1 2 1 2

1 1 1

a1 z1 a2 z2 a3 z3

Since set((1, 2)c) = {2}, we obtain the weighted graph (1, 2) ◦ (G,w),
drawn below, by contracting the edge z2a3.

1 2 1 3 2

1 1 1
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Note that given any two nonempty compositions α and β, the elements
of set((α ⊙ β)c) consist of the elements of set((α · β)c), in addition to the
element |α|. Thus by Definition 7.1, the weighted graph (α⊙ β) ◦ (G,w) can
be obtained from (α · β) ◦ (G,w) by contracting the edge z|α|a|α|+1. If we
instead delete the edge z|α|a|α|+1 from (α · β) ◦ (G,w), we obtain the disjoint
union α ◦ (G,w) ∪ β ◦ (G,w).

By the deletion-contraction rule of Proposition 2.4, we then have

X(α·β)◦(G,w) = Xα◦(G,w)∪β◦(G,w)−X(α⊙β)◦(G,w) = Xα◦(G,w)Xβ◦(G,w)−X(α⊙β)◦(G,w).

The similarity between this equation and the product rule for ribbon Schur
functions will allow us to deduce the following theorem. The first part of
this theorem has also been discovered independently, but this time in the
language of L-polynomials [1].

Theorem 7.3. Let (G,w) be a weighted graph with distinguished vertices
a and z. Then for any two nonempty compositions α and β,

Xα◦(G,w) = Xβ◦(G,w) if α ∼ β.

If moreover the underlying graph G of (G,w) is simple and connected, then
this strengthens to

Xα◦(G,w) = Xβ◦(G,w) if and only if α ∼ β.

Proof. We will show that Xα◦(G,w) is the image of the ribbon Schur function
rα under the algebra endomorphism U(G,w) : Sym → Sym mapping hi 7→
X(i)◦(G,w) for each i ≥ 1.

We proceed by induction on the length ℓ of α. If ℓ = 1, then α = (α1)
consists of a single part. Then indeed Xα◦(G,w) = U(G,w)(hα1) = U(G,w)(rα),
so the base case holds.

Now suppose α is of length ℓ ≥ 2 and the inductive hypothesis holds for
all compositions of length < ℓ. Then

Xα◦(G,w) = X(α1)◦(G,w)X(α2,...,αℓ)◦(G,w) −X(α1+α2,...,αℓ)◦(G,w)

by the deletion-contraction rule, Proposition 2.4. Applying the inductive
hypothesis, we obtain

Xα◦(G,w) = U(G,w)(r(α1))U(G,w)(r(α2,...,αℓ))− U(G,w)(r(α1+α2,...,αℓ))

= U(G,w)(r(α1)r(α2,...,αℓ) − r(α1+α2,...,αℓ))

= U(G,w)(rα)
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since ribbon Schur functions satisfy the product rule described in (1).
Hence if α ∼ β, then rα = rβ and so

Xα◦(G,w) = U(G,w)(rα) = U(G,w)(rβ) = Xβ◦(G,w).

When G is simple and connected, the weighted graphs {(i) ◦ (G,w)}i≥1

are each simple and connected with distinct total weights. The weighted
graphs {(i) ◦ (G,w)}i≥1 can be seen as a subset of a nifty family, thus by
Theorem 5.4 the extended chromatic symmetric functions {X(i)◦(G,w)}i≥1 are
algebraically independent. In that case, U(G,w) is injective and so we also
have Xα◦(G,w) = Xβ◦(G,w) only if α ∼ β.

Example 7.4. Let (G,w) be the same weighted graph as in Example 7.2,
with the same choice of vertices a and z. Since (1, 2) ∼ (2, 1), by Theo-
rem 7.3 the weighted graphs (1, 2) ◦ (G,w) and (2, 1) ◦ (G,w) below have
equal extended chromatic symmetric functions.

1 2 1 3 2

1 1 1

1 3 2 1 2

1 1 1

This is our example from the start of the section. The example of Aliste-
Prieto, Crew, Spirkl and Zamora in [1] looks very similar, however in their
example (G,w) = (P3, (1, 1, 2)) rather than (G,w) = (P3, (1, 2, 1)).

Remark 7.5. Because each ei is equal to the ribbon Schur function r(1i), we
also see that U(G,w) is the algebra endomorphism taking ei 7→ X(1i)◦(G,w) for
each i ≥ 1.

When (G,w) is the graph of a single vertex of weight 1, the map U(G,w)

is exactly the automorphism U : Sym → Sym introduced in (6), which takes
each hi 7→ pi and each ei 7→ XPi

for i ≥ 1. Applying Theorem 7.3 to this
case gives Theorem 4.12, the classification of equality of extended chromatic
symmetric functions of weighted paths.

As a final note, we have seen how known linear relations between rib-
bon Schur functions have given us a plethora of results for weighted paths.
This raises the natural question: What linear relations between ribbon Schur
functions can we obtain from weighted paths? For example, by applying the
deletion-contraction rule of Propositions 2.4 on two different edges of the
cycle on 3 vertices from Example 2.5 with vertex weights 3, 2, 1, we have

X(P3,(2,1,3)) −X(P2,(1,5)) = X(P3,(2,3,1)) −X(P2,(3,3))
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where the edge we do not apply to is the one between the vertices of weights
1 and 3, and so

r(2,1,3) + r(3,3) = r(2,3,1) + r(1,5).
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