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#### Abstract

We study the bispectrality of Jacobi type polynomials, which are eigenfunctions of higher-order differential operators and can be defined by taking suitable linear combinations of a fixed number of consecutive Jacobi polynomials. Jacobi type polynomials include, as particular cases, the Krall-Jacobi polynomials. As the main results we prove that the Jacobi type polynomials always satisfy higher-order recurrence relations (i.e., they are bispectral). We also prove that the Krall-Jacobi families are the only Jacobi type polynomials which are orthogonal with respect to a measure on the real line.


## 1. Introduction and results

Bispectrality in its continuous-continuous version is a subject that was started by H. Duistermaat and F.A. Grünbaum in the 1980s [2]. In the context of orthogonal polynomials, we say that a sequence of polynomials $\left(q_{n}(x)\right)_{n}$ is bispectral if there exist a difference operator, acting on the discrete variable $n$, of the form

$$
\begin{equation*}
D_{n}=\sum_{i=s}^{r} \gamma_{n, i} \mathfrak{s}_{i}, \quad s \leq r, \quad s, r \in \mathbb{Z} \tag{1.1}
\end{equation*}
$$

where $\mathfrak{s}_{l}$ stands for the shift operator $\mathfrak{s}_{l}(f(n))=f(n+l)$ and $\gamma_{n, i}, i=s, \ldots, r$, are sequences of numbers with $\gamma_{n, s}, \gamma_{n, r} \neq 0, n \geq 0$, and a differential operator acting on the continuous variable $x$, with respect to which the polynomials $\left(q_{n}(x)\right)_{n}$ are eigenfunctions (other type of operators acting on the continuous variable $x$ can be considered, but in this paper we restrict ourselves to differential operators).

It is easy to see that if $D_{n}\left(q_{n}\right)=Q(x) q_{n}$ then $Q$ is a polynomial of degree $r$, and hence each operator $D_{n}$ of the form (1.1) produces a higher-order recurrence relation for the polynomials $\left(q_{n}\right)_{n}$, i.e.

$$
\begin{equation*}
Q(x) q_{n}(x)=\sum_{i=s}^{r} \gamma_{n, i} q_{n+i}(x), \quad s \leq r \tag{1.2}
\end{equation*}
$$

For $r=-s=1$, the recurrence relation (1.2) reduces to the usual three-term recurrence relation for orthogonal polynomials with respect to a measure supported on the real line

$$
\begin{equation*}
x q_{n}(x)=a_{n} q_{n+1}(x)+b_{n} q_{n}(x)+c_{n} q_{n-1}(x), \quad n \geq 0, \quad q_{-1}=0 \tag{1.3}
\end{equation*}
$$

Hence the classical families of orthogonal polynomials, Hermite, Laguerre and Jacobi (and Bessel, if non-positive measures are considered), are examples of bispectral polynomials.

Krall polynomials are other well-known examples of bispectral polynomials. Krall polynomials are eigenfunctions of higher-order differential operators. They are called Krall polynomials because they were introduced by H.L. Krall in 1940 [25]: Krall proved that the differential operators must have even order and classified the

[^0]case of order four. Since the 1980's, Krall polynomials associated with differential operators of any even order have been constructed and intensively studied ([22, 21, 23, 26, 27, 15, 17, 18, 19, 20, 29]; the list is not exhaustive). There are two known classes of Krall polynomials: the Krall-Laguerre and the Krall-Jacobi families. Krall-Laguerre polynomials are orthogonal with respect to measures of the form
$$
x^{\alpha-m} e^{-x}+\sum_{h=0}^{m-1} b_{h} \delta_{0}^{(h)}, \quad x \geq 0
$$
where $\alpha$ and $m$ are positive integers with $\alpha \geq m$ and $b_{h}, h=0, \ldots, m-1$, are certain real numbers with $b_{m-1} \neq 0$. Krall-Jacobi polynomials are orthogonal with respect to any of the following measures
\[

$$
\begin{align*}
& (1-x)^{\alpha-m_{2}}(1+x)^{\beta}+\sum_{h=0}^{m_{2}-1} c_{h} \delta_{1}^{(h)}, \quad \alpha \in \mathbb{N}, \alpha \geq m_{2}  \tag{1.4}\\
& (1-x)^{\alpha}(1+x)^{\beta-m_{1}}+\sum_{h=0}^{m_{1}-1} c_{h} \delta_{-1}^{(h)}, \quad \beta \in \mathbb{N}, \beta \geq m_{1}  \tag{1.5}\\
& (1-x)^{\alpha-m_{2}}(1+x)^{\beta-m_{1}}+\sum_{h=0}^{m_{2}-1} c_{h} \delta_{1}^{(h)}+\sum_{h=0}^{m_{1}-1} d_{h} \delta_{-1}^{(h)}, \quad \alpha, \beta \in \mathbb{N}, \alpha \geq m_{2}, \beta \geq m_{1} \tag{1.6}
\end{align*}
$$
\]

Both, the Krall-Laguerre and Krall-Jacobi polynomials, are also eigenfunctions of a higher-order differential operator.

Other examples of bispectral polynomials are the Krall-Sobolev polynomials (see [24, 1, 1, 10]), the exceptional polynomials (see [14, 4, 5, 6, 7, [13, and references therein) or the Grünbaum and Haine extension of Krall polynomials (16]; see also [19, 3]). In these cases, the associated operators (in the discrete and continuous variable) have order greater than 2 .

In [11, we have studied Laguerre type polynomials. They are defined by taking suitable linear combinations of a fixed number of consecutive Laguerre polynomials. These Laguerre type polynomials are eigenfunctions of higher-order differential operators and include, as particular cases, the Krall-Laguerre polynomials. Among other things, we have proved in [11 that Laguerre type polynomials are also bispectral and that the KrallLaguerre families are the only Laguerre type polynomials which are orthogonal with respect to a measure on the real line.

The purpose of this paper is to study Jacobi type polynomials. For $\alpha, \beta, \alpha+\beta \neq-1,-2, \ldots$ we use the following renormalization of the Jacobi polynomials:

$$
J_{n}^{\alpha, \beta}(x)=\frac{(-1)^{n}(\alpha+\beta+1)_{n}}{2^{n}(\beta+1)_{n}} \sum_{j=0}^{n}\binom{n+\alpha}{j}\binom{n+\beta}{n-j}(x-1)^{n-j}(x+1)^{j}
$$

We denote by $\mu_{\alpha, \beta}(x)$ the orthogonalizing weight for the Jacobi polynomials normalized so that $\int \mu_{\alpha, \beta}(x) d x=$ $2^{\alpha+\beta+1} \frac{\Gamma(\alpha+1) \Gamma(\beta+1)}{\Gamma(\alpha+\beta+2)}$. Only when $\alpha, \beta>-1, \mu_{\alpha, \beta}(x),-1<x<1$, is positive, and then

$$
\begin{equation*}
\mu_{\alpha, \beta}(x)=(1-x)^{\alpha}(1+x)^{\beta}, \quad-1<x<1 . \tag{1.7}
\end{equation*}
$$

From the Jacobi polynomials $\left(J_{n}^{\alpha, \beta}\right)_{n}$, we can generate sequences of polynomials $\left(q_{n}(x)\right)_{n}$ which are eigenfunctions of a higher-order differential operator (acting on the continuous variable $x$ ) in the following way. Consider two finite sets $G=\left\{g_{1}, \ldots, g_{m_{1}}\right\}$ and $H=\left\{h_{1}, \ldots, h_{m_{2}}\right\}$ of positive integers (written in increasing size) and polynomials $\mathcal{R}_{g}, g \in G$, with $\operatorname{deg} \mathcal{R}_{g}=g$ and $\mathcal{S}_{h}, h \in H$, with $\operatorname{deg} \mathcal{S}_{h}=h$. The positive integers $m_{1}$ and $m_{2}$ are the number of elements of $G$ and $H$, respectively, and let us call $m=m_{1}+m_{2}$. Since the leading coefficients of the polynomials $\mathcal{R}_{g}$ and $\mathcal{S}_{h}$ just produce a renormalization of the polynomials $\left(q_{n}\right)_{n}$ (see (1.15) below), we assume along the rest of this paper that $\mathcal{R}_{g}(x)$ and $\mathcal{S}_{h}(x)$ are monic polynomials.

We also denote by $\mathcal{Z}_{i}, i=1, \ldots, m$, the set of polynomials defined by

$$
\mathcal{Z}_{i}(x)= \begin{cases}\mathcal{R}_{g_{i}}(x), & \text { for } i=1, \ldots, m_{1}  \tag{1.8}\\ \mathcal{S}_{h_{i-m_{1}}}(x), & \text { for } i=m_{1}+1, \ldots, m\end{cases}
$$

For $\alpha-m_{2} \neq-1,-2, \ldots$, and $\beta-m_{1} \neq-1,-2, \ldots$, we write

$$
\rho_{x, j}^{i}= \begin{cases}(-1)^{m-j} \Gamma_{\alpha-m, \beta-j}^{\alpha-j, \beta-1}(x), & \text { for } i=1, \ldots, m_{1}  \tag{1.9}\\ 1, & \text { for } i=m_{1}+1, \ldots, m\end{cases}
$$

where for $a, b, c, d, x \in \mathbb{R}$, we define

$$
\begin{equation*}
\Gamma_{c, d}^{a, b}(x)=\frac{\Gamma(x+a+1) \Gamma(x+b+1)}{\Gamma(x+c+1) \Gamma(x+d+1)} . \tag{1.10}
\end{equation*}
$$

We will always use $\rho_{x, j}^{i}$, with $j=0, \ldots, m$. Hence when $\alpha$ or $\beta$ are nonnegative integers $\rho_{n, j}^{i}, n \in \mathbb{N}$, can be also defined from (1.10) by using the standard properties of the Gamma function and taking $1 / \Gamma(-n)=0, n \in \mathbb{N}$.

We associate to $G$ and $H$ the following $m \times m$ quasi-Casoratian determinant

$$
\Lambda_{G, H}(n)=\frac{\left|\begin{array}{cccc}
\rho_{n, 1}^{1} \mathcal{Z}_{1}\left(\theta_{n-1}\right) & \rho_{n, 2}^{1} \mathcal{Z}_{1}\left(\theta_{n-2}\right) & \ldots & \rho_{n, m}^{1} \mathcal{Z}_{1}\left(\theta_{n-m}\right)  \tag{1.11}\\
\vdots & \vdots & \ddots & \vdots \\
\rho_{n, 1}^{m} \mathcal{Z}_{m}\left(\theta_{n-1}\right) & \rho_{n, 2}^{m} \mathcal{Z}_{m}\left(\theta_{n-2}\right) & \ldots & \rho_{n, m}^{m} \mathcal{Z}_{m}\left(\theta_{n-m}\right)
\end{array}\right|}{\mathfrak{p}(n) \mathfrak{q}(n)},
$$

where $\mathfrak{p}$ and $\mathfrak{q}$ are the following polynomials

$$
\begin{align*}
& \mathfrak{p}(x)=\prod_{i=1}^{m_{1}-1}(-1)^{m_{1}-i}(x+\alpha-m+1)_{m_{1}-i}\left(x+\beta-m_{1}+i\right)_{m_{1}-i}  \tag{1.12}\\
& \mathfrak{q}(x)=(-1)^{\binom{m}{2}} \prod_{h=1}^{m-1}\left(\prod_{i=1}^{h}(2(x-m)+\alpha+\beta+i+h)\right) \tag{1.13}
\end{align*}
$$

where $(a)_{0}=1,(a)_{n}=a(a+1) \cdots(a+n-1)$ denotes as usual the Pochhammer symbol and $\theta_{n}=n(n+\alpha+\beta+1)$ is the eigenvalue associated with the second-order differential operator for the Jacobi polynomials. Along this paper we will assume that

$$
\begin{equation*}
\Lambda_{G, H}(n) \neq 0, \quad n=0,1,2, \ldots \tag{1.14}
\end{equation*}
$$

We then define the sequence of polynomials $\left(q_{n}\right)_{n}$ by

$$
q_{n}(x)=\frac{\left|\begin{array}{cccc}
J_{n}^{\alpha, \beta}(x) & -J_{n-1}^{\alpha, \beta}(x) & \ldots & (-1)^{m} J_{n-m}^{\alpha, \beta}(x)  \tag{1.15}\\
\rho_{n, 0}^{1} \mathcal{Z}_{1}\left(\theta_{n}\right) & \rho_{n, 1}^{1} \mathcal{Z}_{1}\left(\theta_{n-1}\right) & \ldots & \rho_{n, m}^{1} \mathcal{Z}_{1}\left(\theta_{n-m}\right) \\
\vdots & \vdots & \ddots & \vdots \\
\rho_{n, 0}^{m} \mathcal{Z}_{m}\left(\theta_{n}\right) & \rho_{n, 1}^{m} \mathcal{Z}_{m}\left(\theta_{n-1}\right) & \ldots & \rho_{n, m}^{m} \mathcal{Z}_{m}\left(\theta_{n-m}\right)
\end{array}\right|}{\mathfrak{p}(n) \mathfrak{q}(n)}
$$

(see the Remark 2.1 for a discussion of how to define $\Lambda_{G, H}$ and $q_{n}$ when $\alpha$ and $\beta$ are nonnegative integers). The assumption (1.14) says that the determinant on the right-hand side of (1.15) defines a polynomial of degree $n$, $n \geq 0$. Expanding the determinant by its first row, we see that each $q_{n}, n \geq m$, is a linear combination of $m$ consecutive Jacobi polynomials.

Using the $\mathcal{D}$-operator method, it is proved in [10] (see Theorem 3.1 and the beginning of Section 4 of that paper) that the polynomials $\left(q_{n}\right)_{n}$ are eigenfunctions of a higher-order differential operator (acting on the continuous variable $x$ ) of the form $D_{x}=\sum_{l=0}^{r} h_{l}(x)\left(\frac{d}{d x}\right)^{l}$, where $h_{l}(x)$ are polynomials and $r$ is a positive even integer greater than 2. This differential operator can, in fact, be explicitly constructed. For a different approach of the polynomials (1.15) using discrete Darboux transformations see [18, 19].

The most interesting case corresponds with the different families of Krall-Jacobi polynomials, orthogonal with respect to any of the measures (1.4), (1.5) or (1.6). Indeed, let $u_{j}^{\lambda}(x)$ be the following polynomials

$$
\begin{equation*}
u_{j}^{\lambda}(x)=(x+\alpha-\lambda+1)_{j}(x+\beta+\lambda-j+1)_{j}=\Gamma_{\alpha-\lambda, \beta+\lambda-j}^{\alpha-\lambda+j, \beta+\lambda}(x) . \tag{1.16}
\end{equation*}
$$

We have that $u_{j}^{\lambda}(x) \in \mathbb{R}\left[\theta_{x}\right]$, where $\theta_{x}=x(x+\alpha+\beta+1)$ (see [10, p. 216]). Take now $\alpha$ and $\beta$ two positive integers with $m_{2} \leq \alpha \leq \max H, m_{1} \leq \beta \leq \max G$,

$$
G=\left\{\beta, \beta+1, \ldots, \beta+m_{1}-1\right\}, \quad H=\left\{\alpha, \alpha+1, \ldots, \alpha+m_{2}-1\right\}
$$

and

$$
\begin{align*}
& \mathfrak{R}_{g_{k}}\left(\theta_{x}\right)=u_{\beta+k-1}^{\alpha}(x)+\sum_{l=0}^{k-1} \frac{(\beta+k-l)_{l}\binom{k-1}{l} a_{k-l-1}}{(-1)^{l}(\beta-l)_{l}} u_{l}^{\alpha}(x), \quad k=1, \ldots, m_{1},  \tag{1.17}\\
& \mathfrak{S}_{h_{k}}\left(\theta_{x}\right)=u_{\alpha+k-1}^{\alpha}(x)+\sum_{l=0}^{k-1} \frac{(\alpha+k-l)_{l}\binom{k-1}{l} b_{k-l-1}}{(-1)^{l}(\alpha-l)_{l}} u_{l}^{\alpha}(x), \quad k=1, \ldots, m_{2}, \tag{1.18}
\end{align*}
$$

where $a_{k}, k=0, \ldots, m_{1}-1, b_{k}, k=0, \ldots, m_{2}-1$, are real numbers with $a_{0}, b_{0} \neq 0$. Then the polynomials (1.15) are orthogonal with respect to the Krall-Jacobi weight (1.6) (for certain parameters $c_{k}, k=0, \ldots, m_{2}-1$, $d_{k}, k=0, \ldots, m_{1}-1$ ). In [10, (1.13) and Example 4.1, 1, p. 217], we represent $\left(q_{n}\right)_{n}$ with a different set of polynomials $\left(\mathcal{Z}_{l}\right)_{l=1}^{m}$ (1.8) from where the representation $\left\{\mathfrak{R}_{g}\right\}_{g \in G},\left\{\mathfrak{S}_{h}\right\}_{h \in H}$ can be easily obtained.

As the main results of this paper, we first prove that for any set of polynomials $\mathcal{R}_{g}, g \in G$, with $\operatorname{deg} \mathcal{R}_{g}=g$, and $\mathcal{S}_{h}, h \in H$, with $\operatorname{deg} \mathcal{S}_{h}=h$, satisfying (1.14), the polynomials $\left(q_{n}\right)_{n}(1.15)$ are bispectral. And second, we also prove that the only sequences $\left(q_{n}\right)_{n}$ (1.15) satisfying a three-term recurrence relation (and therefore they are orthogonal with respect to a measure) are essentially the Krall-Jacobi polynomials orthogonal with respect to the any of the measures (1.4), (1.5) or (1.6).

The content of the paper is as follows. After some preliminaries in Section 2, in Section 3 we find some orthogonality properties for the polynomials $\left(q_{n}\right)_{n}$ with respect to a certain bilinear form. When $\alpha-\max G \neq$ $0,-1,-2, \ldots$ and $\beta-\max H \neq 0,-1,-2, \ldots$, we get this bilinear form by modifying the Jacobi weight with a nonsymmetric perturbation (which strongly depends on the polynomials $\mathcal{R}_{g}$ and $\mathcal{S}_{h}$ ). When $1 \leq \alpha \leq \max G$ and/or $1 \leq \beta \leq \max H$ (which includes the Krall-Jacobi polynomials orthogonal with respect to (1.4), (1.5) or (1.6)), in order to get orthogonality properties, we have to transform a portion of that perturbation into a discrete Sobolev part.

These orthogonality properties allow us to prove in Section 4 that the sequence $\left(q_{n}\right)_{n}$ satisfies some recurrence relations of the form (1.2) where $s=-r$. On the other hand, the orthogonality properties constrain the number of terms of these recurrence relations: in particular, we prove in Section 4 that when $\alpha-\max G \neq 0,-1,-2, \ldots$ and $\beta-\max H \neq 0,-1,-2, \ldots$, the sequence $\left(q_{n}\right)_{n}$ can never satisfy a three-term recurrence relation of the form (1.3). When $1 \leq \alpha \leq \max G$ and/or $1 \leq \beta \leq \max H$, we prove that the sequence $\left(q_{n}\right)_{n}$ satisfies a three-term recurrence relation of the form (1.3) only when they correspond with the Krall-Jacobi cases (1.4), (1.5) or (1.6).

We also prove some results for the algebra of operators $\mathfrak{D}_{n}$, defined as follows. We denote by $\mathcal{A}_{n}$ the algebra formed by all higher-order difference operators (acting on the variable $n$ ) of the form (1.1). Then we define

$$
\mathfrak{D}_{n}=\left\{D_{n} \in \mathcal{A}_{n}: D_{n}\left(q_{n}\right)=Q(x) q_{n}, Q \in \mathbb{R}[x]\right\}
$$

where $\mathbb{R}[x]$ denotes the linear space of real polynomials in the unknown $x$. This algebra is actually characterized by the algebra of polynomials defined from the corresponding eigenvalues

$$
\tilde{\mathfrak{D}}_{n}=\left\{Q \in \mathbb{R}[x]: \text { there exists } D_{n} \in \mathfrak{D}_{n} \text { such that } D_{n}\left(q_{n}\right)=Q(x) q_{n}\right\}
$$

In Section 4 we prove that when $\alpha-\max G \neq 0,-1,-2, \ldots$ and $\beta-\max H \neq 0,-1,-2, \ldots$ and $G$ is a segment, i.e. its elements are consecutive positive integers, the algebra $\tilde{\mathfrak{D}}_{n}$ has a simple estructure:

$$
\tilde{\mathfrak{D}}_{n}=\left\{Q \in \mathbb{R}[x]:(1+x)^{\max G}(1-x)^{\max H} \text { divides } Q^{\prime}\right\} .
$$

For a characterization of the corresponding algebra for the Charlier and Meixner type polynomials see [8, 12]. We also give some examples showing that, in general, this algebra can have a more complicated structure.

The structure of the Jacobi case is technically more involved than that of the Laguerre case studied in 11]. On one hand, we have to use a more complicated basis $\left(b_{s}\right)_{s \geq 1}$ in the linear space of polynomials (see (2.9) below). On the other hand, we have to work with a pair of finite sets of positive integers instead of only one set, and more parameters (in any case we will omit those proofs which are too similar to the corresponding ones in 11 for the Laguerre type polynomials).

## 2. Preliminaries

Consider two finite sets $G=\left\{g_{1}, \ldots, g_{m_{1}}\right\}$ and $H=\left\{h_{1}, \ldots, h_{m_{2}}\right\}$ of positive integers (written in increasing size) and polynomials $\mathcal{R}_{g}, g \in G$, with $\operatorname{deg} \mathcal{R}_{g}=g$ and $\mathcal{S}_{h}, h \in H$, with $\operatorname{deg} \mathcal{S}_{h}=h$. We associate to $G$ and $H$ the sequence of polynomials $\left(q_{n}\right)_{n}$ defined by (1.15). Along this paper we will always assume that $\Lambda_{G, H}(n) \neq 0, n \geq 0$.

Remark 2.1. When $\alpha$ and $\beta$ are integers, $\mathfrak{p}(n) \mathfrak{q}(n)$ can vanish for some $n=0, \ldots, m-1$, where $\mathfrak{p}$ and $\mathfrak{q}$ are the polynomials defined by (1.12) and (1.13), respectively. However, even if for some $n=0, \ldots, m-1, \mathfrak{p}(n) \mathfrak{q}(n)=0$, the ratio $\Lambda_{G, H}$ (1.11) and the polynomial $q_{n}$ (1.15) are well-defined (and hence $q_{n}$ has degree $n$ if and only if $\left.\Lambda_{G, H}(n) \neq 0, n \geq 0\right)$. This can be proved as for the Jacobi-Sobolev polynomials studied in [10, p. 205].

We will use the following alternative definition of the polynomials $\left(q_{n}\right)_{n}$ in (1.15). For $j=0,1, \ldots, m$, let us define the sequences $\left(\beta_{n, j}\right)_{n}$ by

$$
\begin{equation*}
\beta_{n, j}=\frac{1}{\mathfrak{p}(n) \mathfrak{q}(n)} \operatorname{det}\left(\rho_{n, i}^{l} \mathcal{Z}_{l}\left(\theta_{n-i}\right)\right)_{\substack{l=1, \ldots, m, i=0, \ldots, m, i \neq j}} \tag{2.1}
\end{equation*}
$$

By expanding the determinant (1.15) by its first row (writing $J_{u}^{\alpha, \beta}(x)=0$ for $u<0$ ) we get the expansion

$$
\begin{equation*}
q_{n}(x)=\sum_{j=0}^{m \wedge n} \beta_{n, j} J_{n-j}^{\alpha, \beta}(x) \tag{2.2}
\end{equation*}
$$

A straightforward computation, using (1.11), (1.12), (1.13), (2.1) and (1.14), shows that

$$
\begin{equation*}
\beta_{n, m}=(-1)^{m_{1}}\left(\frac{n+\alpha-m+1}{n+\beta}\right)^{m_{1}} \frac{\mathfrak{p}(n+1) \mathfrak{q}(n+1)}{\mathfrak{p}(n) \mathfrak{q}(n)} \Lambda_{G, H}(n+1) \tag{2.3}
\end{equation*}
$$

where the polynomials $\mathfrak{p}$ and $\mathfrak{q}$ are defined by (1.12) and (1.13), respectively.
On the other hand, substituting the first row in (1.15) by any other row in that determinant, we get the trivial identity

$$
\begin{equation*}
\sum_{j=0}^{m}(-1)^{j} \beta_{n, j} \rho_{n, j}^{l} \mathcal{Z}_{l}\left(\theta_{n-j}\right)=0, \quad l=1, \ldots, m \tag{2.4}
\end{equation*}
$$

Remark 2.2. We stress that if we substitute the polynomials $\mathcal{R}_{g}$ and $\mathcal{S}_{h}$ in the determinant (1.15) by any linear combination $R_{g}$ and $S_{h}$ of the form

$$
R_{g}=\mathcal{R}_{g}+\sum_{\tilde{g} \in G ; \tilde{g}<g} \zeta_{g, \tilde{g}} \mathcal{R}_{\tilde{g}}, \quad S_{h}=\mathcal{S}_{h}+\sum_{\tilde{h} \in H ; \tilde{h}<h} \chi_{h, \tilde{h}} \mathcal{S}_{\tilde{h}},
$$

then the polynomials $\left(q_{n}\right)_{n}$ remain invariant. Notice that $\operatorname{deg} R_{g}=\operatorname{deg} \mathcal{R}_{g}=g$, $\operatorname{deg} S_{h}=\operatorname{deg} \mathcal{S}_{h}=h$ and $R_{g}$ and $S_{h}$ are again monic polynomials.

Given polynomials $Y_{i}, i=0, \ldots, m$, with $\operatorname{deg} Y_{i}=u_{i}$, we write

$$
W_{a}^{Y}(x)=\frac{\left|\begin{array}{cccc}
\rho_{x, 0}^{1} Y_{0}\left(\theta_{x}\right) & \rho_{x, 1}^{1} Y_{0}\left(\theta_{x-1}\right) & \cdots & \rho_{x, m}^{1} Y_{0}\left(\theta_{x-m}\right)  \tag{2.5}\\
\rho_{x, 0}^{1} Y_{1}\left(\theta_{x}\right) & \rho_{x, 1}^{1} Y_{1}\left(\theta_{x-1}\right) & \cdots & \rho_{x, m}^{1} Y_{1}\left(\theta_{x-m}\right) \\
\vdots & \vdots & \ddots & \vdots \\
\rho_{x, 0}^{m} Y_{m}\left(\theta_{x}\right) & \rho_{x, 1}^{m} Y_{m}\left(\theta_{x-1}\right) & \cdots & \rho_{x, m}^{m} Y_{m}\left(\theta_{x-m}\right)
\end{array}\right|}{\mathfrak{p}(x) \mathfrak{q}(x)} .
$$

Using Lemma A. 1 of [10], it follows easily that when $u_{i} \neq u_{j}, 0 \leq i, j \leq m_{1}, i \neq j$, and $m_{1}+1 \leq i, j \leq m$, $i \neq j$, then $W_{a}^{Y}(x)$ is a polynomial in $x$ of degree

$$
\begin{equation*}
d=2\left[\sum_{i=0}^{m} u_{i}-\binom{m_{1}+1}{2}-\binom{m_{2}}{2}\right] \tag{2.6}
\end{equation*}
$$

Otherwise, $W_{a}^{Y}(x)$ is a polynomial in $x$ of degree strictly less than $d$.
Analogously, given polynomials $Y_{i}, i=1, \ldots, m+1$, with $\operatorname{deg} Y_{i}=u_{i}$, the function

$$
W_{b}^{Y}(x)=\frac{\left|\begin{array}{cccc}
\rho_{x, 0}^{1} Y_{1}\left(\theta_{x}\right) & \rho_{x, 1}^{1} Y_{1}\left(\theta_{x-1}\right) & \cdots & \rho_{x, m}^{1} Y_{1}\left(\theta_{x-m}\right)  \tag{2.7}\\
\vdots & \vdots & \ddots & \vdots \\
\rho_{x, 0}^{m} Y_{m}\left(\theta_{x}\right) & \rho_{x, 1}^{m} Y_{m}\left(\theta_{x-1}\right) & \cdots & \rho_{x, m}^{m} Y_{m}\left(\theta_{x-m}\right) \\
\rho_{x, 0}^{m} Y_{m+1}\left(\theta_{x}\right) & \rho_{x, 1}^{m} Y_{m+1}\left(\theta_{x-1}\right) & \cdots & \rho_{x, m}^{m} Y_{m+1}\left(\theta_{x-m}\right)
\end{array}\right|}{\mathfrak{p}(x) \mathfrak{q}(x)},
$$

is a polynomial in $x$ of degree

$$
d=2\left[\sum_{i=1}^{m+1} u_{i}-\binom{m_{1}}{2}-\binom{m_{2}+1}{2}\right],
$$

if and only if $u_{i} \neq u_{j}, 1 \leq i, j \leq m_{1}, i \neq j$, and $m_{1}+1 \leq i, j \leq m+1, i \neq j$. Otherwise, $W_{b}^{Y}(x)$ is a polynomial in $x$ of degree strictly less than $d$.

We will also need the following combinatorial formula: if $\alpha, \beta, s, k, u$ are nonnegative integers with $s \geq \beta+k$, then

$$
\begin{equation*}
\sum_{j=0}^{s-\beta}\binom{s-\beta-k}{j-k}\binom{u+\alpha+\beta-k+j}{\beta-k+j}\binom{u+\alpha+\beta-s+k}{\alpha+\beta-s+j}=\binom{u+\alpha+\beta}{\alpha}\binom{u+s-k}{s-k} \tag{2.8}
\end{equation*}
$$

Part of the difficulties in the Jacobi case (compared with the Laguerre case) comes from the fact that we have to work with the following basis of the linear space of polynomials $\mathbb{R}[x]$ (instead of the usual basis of
monomials):

$$
b_{s}(x)= \begin{cases}(1+x)^{s-1}(1-x)^{m_{2}}, & \text { for } s=1, \ldots, m_{1}  \tag{2.9}\\ (1+x)^{m_{1}}(1-x)^{s-m_{1}-1}, & \text { for } s=m_{1}+1, \ldots, m \\ (1+x)^{m_{1}}(1-x)^{m_{2}} x^{s-m-1}, & \text { for } s=m+1, \ldots\end{cases}
$$

Let us write $\gamma_{s}^{i}$ as the coefficients of the change of basis $\left(b_{s}(x)\right)_{s} \rightarrow\left(x^{s-1}\right)_{s-1}, s \geq 1$ :

$$
\begin{equation*}
x^{i}=\sum_{s=1}^{(i+1) \vee m} \gamma_{s}^{i} b_{s}(x), \quad i \geq 0 \tag{2.10}
\end{equation*}
$$

Lemma 2.3. The coefficients $\gamma_{s}^{i}$ can be recursively obtained from the following relations:

$$
\begin{aligned}
\sum_{h=1}^{l}(-2)^{h-l}\binom{m_{2}}{l-h} \gamma_{h}^{i} & =\frac{(-1)^{i+l+1}}{2^{m_{2}}}\binom{i}{l-1}, \quad l=1, \ldots, m_{1} \\
\sum_{h=1}^{l}(-2)^{h-l}\binom{m_{1}}{l-h} \gamma_{m_{1}+h}^{i} & =\frac{(-1)^{l+1}}{2^{m_{1}}}\binom{i}{l-1}, \quad l=1, \ldots, m_{2}
\end{aligned}
$$

Proof. It is a matter of computation, by taking derivatives in the expansion (2.10), evaluating at $x=1,-1$, and using the following formulas: for $s=1, \ldots, m_{1}$,

$$
\left(b_{s}\right)^{(l)}(-1)= \begin{cases}l!2^{m_{2}}(-2)^{s-l-1}\binom{m_{2}}{l-s+1} & \text { for } l=s-1, \ldots,\left[m_{1} \wedge\left(s+m_{2}\right)\right]-1  \tag{2.11}\\ 0, & \text { for } l=0, \ldots, s-2, \text { or } l=s+m_{2}, \ldots, m_{1}-1\end{cases}
$$

while for $s \geq m_{1}+1$ we have $\left(b_{s}\right)^{(l)}(-1)=0$ for $l=0, \ldots, m_{1}-1$.
And, similarly, for $s=m_{1}+1, \ldots, m$, we have

$$
\left(b_{s}\right)^{(l)}(1)= \begin{cases}l!(-1)^{s-m_{1}-1} 2^{s-l-1}\binom{m_{1}}{s-l-1} & \text { for } l=s-m_{1}-1, \ldots,\left[s \wedge m_{2}\right]-1 \\ 0, & \text { for } l=0, \ldots, s-m_{1}-2, \text { or } l=s, \ldots, m_{2}-1\end{cases}
$$

while for $s=1, \ldots, m_{1}$, or $s \geq m+1$ we have $\left(b_{s}\right)^{(l)}(1)=0$ for $l=0, \ldots m_{2}-1$ (see proof of Lemma 2.1 in [10]).

We also need the following technical lemma.
Lemma 2.4. For $s=0,1, \ldots, m_{1}-1$, and $t=0,1, \ldots, m_{2}-1$, define the rational functions

$$
\phi_{s}(x)=\sum_{u=0}^{m_{1}-s-1} a_{u}^{s}(1+x)^{-u-1}, \quad \psi_{t}(x)=\sum_{u=0}^{m_{1}-t-1} c_{u}^{t}(1-x)^{-u-1}
$$

Then there exist numbers $a_{u}^{s}$ and $c_{u}^{t}$ (uniquely determined) such that for $i=1, \ldots, m_{1}$, we have

$$
\begin{equation*}
\sum_{l=i-1}^{\left[m_{1} \wedge\left(i+m_{2}\right)\right]-1}(-2)^{i-l-1}\binom{m_{2}}{l-i+1} \phi_{l}(x)=-(1+x)^{i-m_{1}-1} \tag{2.12}
\end{equation*}
$$

and for $i=m_{1}+1, \ldots, m$, we have

$$
\sum_{l=i-m_{1}-1}^{\left[m_{2} \wedge i\right]-1}(-2)^{i-l-1}\binom{m_{1}}{i-l-1} \psi_{l}(x)=-(1-x)^{i-m-1}
$$

Proof. The rational functions $\phi_{s}(x)$ can be recursively computed starting from $i=m_{1}$ in which case we have $\phi_{m_{1}-1}(x)=-(1-x)^{-1}$. From here we can compute $\phi_{m_{1}-2}(x), \ldots, \phi_{0}(x)$ recursively. The same can be applied to $\psi_{t}(x)$.

As we wrote in the Introduction, the most interesting case corresponds with the different families of KrallJacobi polynomials, orthogonal with respect to any of the measures (1.4), (1.5) or (1.6). In any of these cases we have $m_{2} \leq \alpha \leq \max H$ or/and $m_{1} \leq \beta \leq \max G$. For instance, the orthogonal polynomials with respect to the measure (1.6) are the polynomials $\left(q_{n}\right)_{n}$ (1.15), where $m_{2} \leq \alpha \leq \max H, m_{1} \leq \beta \leq \max G$,

$$
G=\left\{\beta, \beta+1, \ldots, \beta+m_{1}-1\right\}, \quad H=\left\{\alpha, \alpha+1, \ldots, \alpha+m_{2}-1\right\}
$$

and the polynomials $\mathfrak{R}_{g}, g \in G, \mathfrak{S}_{h}, h \in H$, are defined by (1.17) and (1.18), respectively.
If $1 \leq \alpha \leq m_{2}-1$ and/or $1 \leq \beta \leq m_{1}-1$ and if we take

$$
\begin{aligned}
& \mathfrak{R}_{g_{k}}\left(\theta_{x}\right)=u_{\beta+k-1}^{\alpha}(x)+\sum_{l=0}^{k+\beta-m_{1}-1} \frac{(\beta+k-l)_{l}\binom{k-1}{l} \tilde{a}_{k-l-1}}{(-1)^{l}(\beta-l)_{l}} u_{l}^{\alpha}(x), \quad k=1, \ldots, m_{1} \\
& \mathfrak{S}_{h_{k}}\left(\theta_{x}\right)=u_{\alpha+k-1}^{\alpha}(x)+\sum_{l=0}^{k+\alpha-m_{2}+1} \frac{(\alpha+k-l)_{l}\binom{k-1}{l} \tilde{b}_{k-l-1}}{(-1)^{l}(\alpha-l)_{l}} u_{l}^{\alpha}(x), \quad k=1, \ldots, m_{2}
\end{aligned}
$$

then the polynomials $\left(q_{n}\right)_{n}$ satisfies also three-term recurrence relations (if $u>v$ we always take $\sum_{l=u}^{v} \rho_{l}=0$ ). But these polynomials $\left(q_{n}\right)_{n}$, as in the case of Laguerre type polynomials (see [11), are somehow degenerated. Indeed, since we have (after a combination of formulas (3.94), (3.100) and (3.107) of [28, see also [10, p. 203])

$$
\begin{align*}
\left((1+x)^{k} J_{n}^{\alpha, \beta}\right)^{(j)}(-1) & =\frac{(-1)^{j+k} j!}{2^{j-k}\left(\begin{array}{c}
\alpha+\beta
\end{array}\right)}\binom{n+\alpha+\beta}{\alpha}\binom{n+\beta}{n-j+k}\binom{n+\alpha+\beta+j-k}{j-k}  \tag{2.13}\\
\left((1-x)^{k} J_{n}^{\alpha, \beta}\right)^{(j)}(1) & =\frac{(-1)^{n+k} j!}{2^{j-k}\binom{\alpha+\beta}{\beta}}\binom{n+\alpha+\beta}{\alpha}\binom{n+\alpha}{n-j+k}\binom{n+\alpha+\beta+j-k}{j-k},
\end{align*}
$$

it is not difficult to see that

$$
\begin{aligned}
q_{n}^{(j)}(1) & =0, \\
q_{n}^{(j)}(-1) & =0, \\
& j=0,1, \ldots, m_{2}-\alpha-1,
\end{aligned} \quad n \geq m-\alpha-\beta, m_{1}-\beta-1, \quad n \geq m-\alpha-\beta . ~ \$
$$

Moreover, it turns out that the polynomials

$$
\left(\frac{q_{n+m-\alpha-\beta}(x)}{(1-x)^{m_{2}-\alpha}(1+x)^{m_{1}-\beta}}\right)_{n \geq 0}
$$

are particular examples of the cases (1.17) and (1.18) for certain choice of the parameters involved.

## 3. Orthogonality properties

In this section we will establish some orthogonality properties for the polynomials $\left(q_{n}\right)_{n}$ in (1.15). We start with the case $\alpha-\max H \neq 0,-1,-2, \ldots$, and $\beta-\max G \neq 0,-1,-2, \ldots$ Using the polynomials $u_{j}^{\lambda}(x)$ (1.16), we can always write

$$
\begin{equation*}
\mathcal{R}_{g}\left(\theta_{x}\right)=\sum_{s=0}^{g} \nu_{s}^{g} u_{s}^{\alpha}(x), \quad \mathcal{S}_{h}\left(\theta_{x}\right)=\sum_{s=0}^{h} \omega_{s}^{h} u_{s}^{\alpha}(x) \tag{3.1}
\end{equation*}
$$

for certain numbers $\nu_{s}^{g}, s=0,1, \ldots, g$, and $\omega_{s}^{h}, s=0,1, \ldots, h,\left(\nu_{g}^{g}=1, \omega_{h}^{h}=1\right)$, which are uniquely determined from the polynomials $\mathcal{R}_{g}$ and $\mathcal{S}_{h}$.

For each $l=0,1, \ldots m_{1}-1$, we introduce the rational function $U_{l}$ defined by

$$
\begin{equation*}
U_{l}(x)=\phi_{l}(x)+\frac{\kappa_{l}}{\Gamma(\beta)} \sum_{s=0}^{g_{l+1}} \frac{(\beta-s)_{s} 2^{s} s!\nu_{s}^{g_{l+1}}}{(1+x)^{s+1}} \tag{3.2}
\end{equation*}
$$

where the rational functions $\phi_{l}(x), l=0,1, \ldots m_{1}-1$, are defined in Lemma 2.4 and $\kappa_{l}, l=0, \ldots, m_{1}-1$, are real numbers.

Similarly, for each $l=0,1, \ldots m_{2}-1$, the rational function $V_{l}$ is defined by

$$
\begin{equation*}
V_{l}(x)=\psi_{l}(x)+\frac{\tau_{l}}{\Gamma(\alpha)} \sum_{s=0}^{h_{l+1}} \frac{(\alpha-s)_{s} 2^{s} s!\omega_{s}^{h_{l+1}}}{(1-x)^{s+1}} \tag{3.3}
\end{equation*}
$$

where the rational functions $\psi_{l}(x), l=0,1, \ldots m_{2}-1$, are defined in Lemma 2.4 and $\tau_{l}, l=0, \ldots, m_{2}-1$, are real numbers.

Let us consider now the following bilinear form, with respect to which the polynomials $\left(q_{n}\right)_{n \geq m}$ in (1.15) will be (left) orthogonal. For real numbers $\alpha$ and $\beta$ such that $\alpha-\max H \neq 0,-1,-2, \ldots$, and $\beta-\max G \neq 0,-1,-2, \ldots$, we consider

$$
\begin{equation*}
\langle p, q\rangle=\langle p, q\rangle_{1}+\langle p, q\rangle_{2}+\langle p, q\rangle_{3} \tag{3.4}
\end{equation*}
$$

where

$$
\langle p, q\rangle_{1}=\int_{-1}^{1} p(x) q(x) \mu_{\alpha-m_{2}, \beta-m_{1}}(x) d x
$$

and $\mu_{\alpha, \beta}$ is the Jacobi weight given by (1.7),

$$
\begin{equation*}
\langle p, q\rangle_{2}=\sum_{l=0}^{m_{1}-1} \frac{q^{(l)}(-1)}{2^{m_{2}} l!} \int_{-1}^{1} p(x) U_{l}(x) \mu_{\alpha, \beta}(x) d x \tag{3.5}
\end{equation*}
$$

where $U_{l}$ is defined by (3.2), and

$$
\begin{equation*}
\langle p, q\rangle_{3}=\sum_{l=0}^{m_{2}-1} \frac{q^{(l)}(1)}{(-1)^{m_{1}+l} l!} \int_{-1}^{1} p(x) V_{l}(x) \mu_{\alpha, \beta}(x) d x \tag{3.6}
\end{equation*}
$$

where $V_{l}$ is defined by (3.3).
The following lemma will be the key for most of our results.
Lemma 3.1. Let $k, n \geq 0, j=0,1, \ldots, n$ and $n-j \geq k$. For $i=1, \ldots, m_{1}$, we have

$$
\left\langle(1+x)^{k} J_{n-j}^{\alpha, \beta}, b_{i}\right\rangle=\frac{c_{n, i} \rho_{n, j}^{i}}{(-1)^{j}}\left[\sum_{l=i-1}^{\left[m_{1} \wedge\left(m_{2}+i\right)\right]-1} \frac{\kappa_{l}\binom{m_{2}}{l-i+1}}{(-2)^{l+1}} \sum_{s=k}^{g_{l+1}} 2^{k} \nu_{s}^{g_{l+1}}(\beta-s)_{k}(s-k+1)_{k} u_{s-k}^{\alpha}(n-j)\right],
$$

where $c_{n, i}=(-1)^{m+i} 2^{\alpha+\beta+i} \Gamma(\beta+1) \Gamma(n+\alpha-m+1) /(\Gamma(\alpha+\beta+1) \Gamma(n+\beta))$ and $\rho_{x, j}^{i}$ is defined by (1.9). Similarly, for $i=m_{1}+1, \ldots, m$, we have

$$
\left\langle(1-x)^{k} J_{n-j}^{\alpha, \beta}, b_{i}\right\rangle=\frac{d_{n, i}}{(-1)^{j}}\left[\sum_{l=i-m_{1}-1}^{\left[m_{2} \wedge i\right]-1} \frac{\tau_{l}\binom{m_{1}}{i-l-1}}{(-2)^{l+1}} \sum_{s=k}^{h_{l+1}} 2^{k} \omega_{s}^{h_{l+1}}(\alpha-s)_{k}(s-k+1)_{k} u_{s-k}^{\alpha}(n-j)\right],
$$

where $d_{n, i}=(-1)^{n+i} 2^{\alpha+\beta+i} \Gamma(\beta+1) / \Gamma(\alpha+\beta+1)$.
Proof. We will need the following formula, which can be found in [10, p. 203]: for $l=1, \ldots, m_{1}$, we have

$$
\begin{equation*}
\int_{-1}^{1} J_{n}^{\alpha, \beta}(x) \mu_{\alpha, \beta-l}(x) d x=\frac{\Gamma(\beta+1) \Gamma(\beta-l+1)}{2^{l-\alpha-\beta-1} \Gamma(\alpha+\beta+1)}\binom{n+l-1}{l-1} \Gamma_{\beta, \alpha+\beta-l+1}^{\alpha, \alpha+\beta}(n) \tag{3.7}
\end{equation*}
$$

Now, for $i=1, \ldots, m_{1}$, we have, using (2.11), that $\left\langle(1+x)^{k} J_{n-j}^{\alpha, \beta}, b_{i}\right\rangle_{3}=0$. Using the definition of $b_{i}(x)$ and $U_{l}$ in (2.9) and (3.2), respectively, and (2.11) again, we have

$$
\begin{aligned}
& \left\langle(1+x)^{k} J_{n-j}^{\alpha, \beta}, b_{i}\right\rangle=\int_{-1}^{1} J_{n-j}^{\alpha, \beta} \mu_{\alpha, \beta+k+i-m_{1}-1} d x \\
& \quad+\sum_{l=i-1}^{\left[m_{1} \wedge\left(m_{2}+i\right)\right]-1} \frac{\binom{m_{2}}{l-i+1}}{(-2)^{l-i+1}} \int_{-1}^{1} J_{n-j}^{\alpha, \beta}\left(\phi_{l}(x)+\frac{\kappa_{l}}{\Gamma(\beta)} \sum_{s=0}^{g_{l+1}} \frac{(\beta-s)_{s} 2^{s} s!\nu_{s}^{g_{l+1}}}{(1+x)^{s+1}}\right) \mu_{\alpha, \beta+k} d x \\
& =\sum_{l=i-1}^{\left[m_{1} \wedge\left(m_{2}+i\right)\right]-1} \frac{\kappa_{l}\binom{m_{2}}{l-i+1}}{(-2)^{l-i+1} \Gamma(\beta)} \sum_{s=0}^{g_{l+1}}(\beta-s)_{s} 2^{s} s!\nu_{s}^{g_{l+1}} \int_{-1}^{1} J_{n-j}^{\alpha, \beta} \mu_{\alpha, \beta+k-s-1} d x \\
& =\sum_{l=i-1}^{\left[m_{1} \wedge\left(m_{2}+i\right)\right]-1} \frac{\kappa_{l}\left({ }_{l-i+1}^{m_{2}}\right)}{(-2)^{l-i+1} \Gamma(\beta)} \times \\
& \quad \times \sum_{s=0}^{g_{l+1}}(\beta-s)_{s} 2^{s} s!\nu_{s}^{g_{l+1}}\left[\frac{\Gamma(\beta+1) \Gamma(\beta-s+k)}{2^{s-k-\alpha-\beta} \Gamma(\alpha+\beta+1)}\binom{n+s-k}{s-k} \Gamma_{\beta, \alpha+\beta-s+k}^{\alpha, \alpha+\beta}(n-j)\right] \\
& =c_{n, i}(-1)^{j} \rho_{n, j}^{i}\left[\sum_{l=i-1}^{\left[m_{1} \wedge\left(m_{2}+i\right)\right]-1} \frac{\kappa_{l}\left(m_{2} m_{2}\right)}{\left.(-2)^{l+1}\right)} \sum_{s=k}^{g_{l+1}} 2^{k} \nu_{s}^{g_{l}+1}(\beta-s)_{k}(s-k+1)_{k} u_{s-k}^{\alpha}(n-j)\right] .
\end{aligned}
$$

The second step follows as a consequence of Lemma 2.4 (see (2.12)), while the third step follows from (3.7) and the definition of $\rho_{n, j}^{i}$ in (1.9) (see also (1.10)) and the definition of $u_{j}^{\lambda}(x)$ in (1.16). The second identity can be proved in a similar way.

Remark 3.2. Observe that for $k=0$ we have, using (3.1), the simplified formulas

$$
\left\langle J_{n-j}^{\alpha, \beta}, b_{i}\right\rangle=c_{n, i}(-1)^{j} \rho_{n, j}^{i} \sum_{l=i-1}^{\left[m_{1} \wedge\left(m_{2}+i\right)\right]-1} \frac{\kappa_{l}\binom{m_{2}}{l-i+1}}{(-2)^{l+1}} \mathcal{R}_{g_{l+1}}\left(\theta_{n-j}\right)
$$

for $i=1, \ldots, m_{1}$, and

$$
\left\langle J_{n-j}^{\alpha, \beta}, b_{i}\right\rangle=d_{n, i}(-1)^{j} \sum_{l=i-m_{1}-1}^{\left[m_{2} \wedge i\right]-1} \frac{\tau_{l}\binom{m_{1}}{i-l-1}}{(-2)^{l+1}} \mathcal{S}_{h_{l+1}}\left(\theta_{n-j}\right),
$$

for $i=m_{1}+1, \ldots, m$, using the notation in Lemma 3.1.
We are now ready to prove the orthogonality properties for the polynomials $\left(q_{n}\right)_{n}$.
Theorem 3.3. Let $\alpha$ and $\beta$ be real numbers with $\alpha-\max H \neq 0,-1,-2, \ldots$, and $\beta-\max G \neq 0,-1,-2, \ldots$.. Assume that conditions (1.14) hold. Then for $n \geq m$, the polynomials $\left(q_{n}\right)_{n}$ defined by (1.15) satisfy the following orthogonality properties with respect to the bilinear from (3.4):

$$
\begin{aligned}
\left\langle q_{n}, q_{i}\right\rangle & =0, \quad i=0,1, \ldots, n-1 \\
\left\langle q_{n}, q_{n}\right\rangle & \neq 0
\end{aligned}
$$

Proof. For $n \geq m$, let $q_{n}$ be written as in (2.2) and $x^{i}$ as in (2.10). Then, using Lemma 3.1 for $k=0$ (see Remark (3.2), we have

$$
\begin{aligned}
& \left\langle q_{n}, x^{i}\right\rangle=\sum_{j=0}^{m \wedge n} \beta_{n, j} \sum_{s=1}^{(i+1) \vee m} \gamma_{s}^{i}\left\langle J_{n-j}^{\alpha, \beta}, b_{s}\right\rangle \\
& =\sum_{j=0}^{m \wedge n} \beta_{n, j}\left(\sum_{s=1}^{m_{1}} \gamma_{s}^{i} c_{n, s}(-1)^{j} \rho_{n, j}^{s}\left[\sum_{l=s-1}^{\left[m_{1} \wedge\left(m_{2}+s\right)\right]-1} \frac{\kappa_{l}\binom{m_{2}}{l-s+1}}{(-2)^{l+1}} \mathcal{R}_{g_{l+1}}\left(\theta_{n-j}\right)\right]\right. \\
& +\sum_{s=m_{1}+1}^{m} \gamma_{s}^{i} d_{n, s}(-1)^{j}\left[\sum_{l=s-m_{1}-1}^{\left[m_{2} \wedge s\right]-1} \frac{\tau_{l}\binom{m_{1}}{s-l-1}}{(-2)^{l+1}} \mathcal{S}_{h_{l+1}}\left(\theta_{n-j}\right)\right] \\
& \left.+\sum_{s=m+1}^{(i+1) \vee m} \gamma_{s}^{i} \int_{-1}^{1} J_{n-j}^{\alpha, \beta}(x) x^{s-m-1} \mu_{\alpha, \beta} d x\right) \\
& =\sum_{s=1}^{m_{1}} \gamma_{s}^{i} c_{n, s}^{\left[m_{1} \wedge\left(m_{2}+s\right)\right]-1} \sum_{l=s-1} \frac{\kappa_{l}\binom{m_{2}}{l-s+1}}{(-2)^{l+1}}\left(\sum_{j=0}^{m \wedge n} \beta_{n, j}(-1)^{j} \rho_{n, j}^{s} \mathcal{R}_{g_{l+1}}\left(\theta_{n-j}\right)\right) \\
& +\sum_{s=m_{1}+1}^{m} \gamma_{s}^{i} d_{n, s} \sum_{l=s-m_{1}-1}^{\left[m_{2} \wedge s\right]-1} \frac{\tau_{l}\binom{m_{1}}{s-l-1}}{(-2)^{l+1}}\left(\sum_{j=0}^{m \wedge n} \beta_{n, j}(-1)^{j} \mathcal{S}_{h_{l+1}}\left(\theta_{n-j}\right)\right) \\
& +\sum_{j=0}^{m \wedge n} \beta_{n, j} \sum_{s=m+1}^{(i+1) \vee m} \gamma_{s}^{i} \int_{-1}^{1} J_{n-j}^{\alpha, \beta}(x) x^{s-m-1} \mu_{\alpha, \beta} d x .
\end{aligned}
$$

Assume first that $m \leq i \leq n-1$. In this case the third addend in the previous formula vanishes because of the orthogonality of the Jacobi polynomials. Indeed, the power of $x^{s-m-1}$ goes from 0 to $i-m$ (since $i \geq m$ ) and we always have in this situation that $i-m<n-j$ for $j=0, \ldots, m \wedge n=m$. The other two addends also vanish as a consequence of (2.4), since in this case we have $m \wedge n=m$. For $i=n \geq m$ we have $\left\langle q_{n}, x^{n}\right\rangle \neq 0$ as a consequence of the orthogonality properties for the Jacobi polynomials and that $\beta_{m, m} \neq 0$ (see (2.3)).

Let us now assume that $0 \leq i \leq m-1$. In this case there is no third addend in the previous formula (since $(i+1) \vee m<m+1)$. Therefore we have

$$
\begin{align*}
\left\langle q_{n}, x^{i}\right\rangle= & \sum_{s=1}^{m_{1}} \gamma_{s}^{i} c_{n, s} \sum_{l=s-1}^{\left[m_{1} \wedge\left(m_{2}+s\right)\right]-1} \frac{\kappa_{l}\binom{m_{2}}{l-s+1}}{(-2)^{l+1}}\left(\sum_{j=0}^{m \wedge n} \beta_{n, j}(-1)^{j} \rho_{n, j}^{s} \mathcal{R}_{g_{l+1}}\left(\theta_{n-j}\right)\right) \\
& +\sum_{s=m_{1}+1}^{m} \gamma_{s}^{i} d_{n, s} \sum_{l=s-m_{1}-1}^{\left[m_{2} \wedge s\right]-1} \frac{\tau_{l}\binom{m_{1}}{s-l-1}}{(-2)^{l+1}}\left(\sum_{j=0}^{m \wedge n} \beta_{n, j}(-1)^{j} \mathcal{S}_{h_{l+1}}\left(\theta_{n-j}\right)\right) . \tag{3.8}
\end{align*}
$$

For $n \geq m$ we have $m \wedge n=m$ and, as before, the two first addends vanish as a consequence of (2.4).
Notice that, we have not assumed any constrain on the real numbers $\kappa_{l}, l=0, \ldots, m_{1}-1$, and $\tau_{l}, l=$ $0, \ldots, m_{2}-1$. In general, the orthogonality properties in Theorem 3.3 can not be extended for $n=0, \ldots, m-1$. This fact would imply some problems to prove the bispectrality of the polynomials $\left(q_{n}\right)_{n}$. We will avoid those problems by using the following lemma.

Lemma 3.4. Let $\alpha$ and $\beta$ be real numbers with $\alpha-\max H \neq 0,-1,-2, \ldots$, and $\beta-\max G \neq 0,-1,-2, \ldots$.. Assume that conditions (1.14) hold and that $\kappa_{l}=1, l=0, \ldots, m_{1}-1$ and $\tau_{l}=1, l=0, \ldots, m_{2}-1$. Then the matrix $A$ with entries $A_{i, j}=\left\langle q_{j}, x^{i}\right\rangle, i, j=0, \ldots, m-1$, is nonsingular.
Proof. We will prove that $\operatorname{det} A \neq 0$. First we will find an explicit expression for $\left\langle q_{j}, x^{i}\right\rangle, i, j=0, \ldots, m-1$. For $0 \leq j \leq m-1$, using (2.4), we can write

$$
\begin{aligned}
\sum_{l=0}^{j}(-1)^{l} \beta_{j, l} \rho_{j, l}^{s} \mathcal{Z}_{s}\left(\theta_{j-l}\right) & =-\sum_{l=j+1}^{m}(-1)^{l} \beta_{j, l} \rho_{j, l}^{s} \mathcal{Z}_{s}\left(\theta_{j-l}\right) \\
& =-\sum_{l=1}^{m-j}(-1)^{j+l} \beta_{j, j+l} \rho_{j, j+l}^{s} \mathcal{Z}_{s}\left(\theta_{-l}\right)
\end{aligned}
$$

Substituting this expression in formula (3.8), using that $m \wedge j=j$ and the hypothesis that $\kappa_{l}=1, l=$ $0, \ldots, m_{1}-1$, and $\tau_{l}=1, l=0, \ldots, m_{2}-1$, we get

$$
\begin{aligned}
& \left\langle q_{j}, x^{i}\right\rangle=\sum_{s=1}^{m_{1}} \gamma_{s}^{i} c_{j, s} \sum_{p=s-1}^{\left[m_{1} \wedge\left(m_{2}+s\right)\right]-1} \frac{\binom{m_{2}}{p-s+1}}{(-2)^{p+1}}\left(\sum_{l=0}^{j} \beta_{j, l}(-1)^{l} \rho_{j, l}^{s} \mathcal{R}_{g_{p+1}}\left(\theta_{j-l}\right)\right) \\
& +\sum_{s=m_{1}+1}^{m} \gamma_{s}^{i} d_{j, s} \sum_{p=s-m_{1}-1}^{\left[m_{2} \wedge s\right]-1} \frac{\binom{m_{1}}{s-p-1}}{(-2)^{p+1}}\left(\sum_{l=0}^{j} \beta_{j, l}(-1)^{l} \mathcal{S}_{h_{p+1}}\left(\theta_{j-l}\right)\right) \\
& =-\sum_{s=1}^{m_{1}} \gamma_{s}^{i} c_{j, s}^{\left[m_{1} \wedge\left(m_{p=s-1}+s\right)\right]-1} \frac{\binom{m_{2}}{p-s+1}}{(-2)^{p+1}}\left(\sum_{l=1}^{m-j}(-1)^{j+l} \beta_{j, j+l} \rho_{j, j+l}^{s} \mathcal{R}_{g_{p+1}}\left(\theta_{-l}\right)\right) \\
& -\sum_{s=m_{1}+1}^{m} \gamma_{s}^{i} d_{j, s} \sum_{p=s-m_{1}-1}^{\left[m_{2} \wedge s\right]-1} \frac{\binom{m_{1}}{s-p-1}}{(-2)^{p+1}}\left(\sum_{l=1}^{m-j}(-1)^{j+l} \beta_{j, j+l} \rho_{j, j+l}^{s} \mathcal{S}_{h_{p+1}}\left(\theta_{-l}\right)\right) \\
& =-\sum_{l=1}^{m-j}(-1)^{j+l} \beta_{j, j+l}\left(\sum_{s=1}^{m_{1}} \gamma_{s}^{i} \rho_{j, j+l}^{s} c_{j, s} \sum_{p=s-1}^{\left[m_{1} \wedge\left(m_{2}+s\right)\right]-1} \frac{\binom{m_{2}}{p-s+1}}{(-2)^{p+1}} \mathcal{R}_{g_{p+1}}\left(\theta_{-l}\right)\right. \\
& \left.+\sum_{s=m_{1}+1}^{m} \gamma_{s}^{i} d_{j, s} \sum_{p=s-m_{1}-1}^{\left[m_{2} \wedge s\right]-1} \frac{\binom{m_{1}}{s-p-1}}{(-2)^{p+1}} \mathcal{S}_{h_{p+1}}\left(\theta_{-l}\right)\right) \\
& =\frac{2^{\alpha+\beta} \Gamma(\beta+1)}{\Gamma(\alpha+\beta+1)} \sum_{l=1}^{m-j}(-1)^{l+1} \beta_{j, j+l} \times \\
& \times\left[\frac{(-1)^{l} \Gamma(\alpha-l+1)}{\Gamma(\beta-l+1)} \sum_{s=1}^{m_{1}} \gamma_{s}^{i} \sum_{p=s-1}^{\left[m_{1} \wedge\left(m_{2}+s\right)\right]-1} \frac{\binom{m_{2}}{p-s+1}}{(-2)^{p-s+1}} \mathcal{R}_{g_{p+1}}\left(\theta_{-l}\right)\right. \\
& \left.+\sum_{s=m_{1}+1}^{m} \gamma_{s=s-m_{1}-1}^{i} \sum_{p+2)^{\left[m_{2} \wedge s\right]-1}} \frac{\binom{m_{1}}{s-p-1}}{(-2)^{p-s+1}} \mathcal{S}_{h_{p+1}}\left(\theta_{-l}\right)\right] .
\end{aligned}
$$

In the last step we have used that $\rho_{n, n+j}^{s} c_{n, s}=\frac{(-1)^{j} \Gamma(\alpha-j+1)}{\Gamma(\beta-j+1)} d_{n, s}$. Now write

$$
\Xi(i, l)=\frac{(-1)^{l} \Gamma(\alpha-l+1)}{\Gamma(\beta-l+1)} \sum_{s=1}^{m_{1}} \gamma_{s}^{i} \sum_{p=s-1}^{\left[m_{1} \wedge\left(m_{2}+s\right)\right]-1} \frac{\binom{m_{2}}{p-s+1}}{(-2)^{p-s+1}} \mathcal{R}_{g_{p+1}}\left(\theta_{-l}\right)
$$

$$
\begin{equation*}
+\sum_{s=m_{1}+1}^{m} \gamma_{s}^{i} \sum_{p=s-m_{1}-1}^{\left[m_{2} \wedge s\right]-1} \frac{\binom{m_{1}}{s-p-1}}{(-2)^{p-s+1}} \mathcal{S}_{h_{p+1}}\left(\theta_{-l}\right) \tag{3.9}
\end{equation*}
$$

so that

$$
\begin{equation*}
\left\langle q_{j}, x^{i}\right\rangle=\frac{2^{\alpha+\beta} \Gamma(\beta+1)}{\Gamma(\alpha+\beta+1)} \sum_{l=1}^{m-j}(-1)^{l+1} \beta_{j, j+l} \Xi(i, l) \tag{3.10}
\end{equation*}
$$

Let us write (3.9) in a more convenient way. Call $\delta_{i, l}$ and $\eta_{i, l}$ the following expressions

$$
\begin{aligned}
\delta_{i, l} & =\sum_{s=1}^{m_{1}} \gamma_{s}^{i} \sum_{p=s-1}^{\left[m_{1} \wedge\left(m_{2}+s\right)\right]-1} \frac{\binom{m_{2}}{p-s+1}}{(-2)^{p-s+1}} \mathcal{R}_{g_{p+1}}\left(\theta_{-l}\right), \\
\eta_{i, l} & =\sum_{s=m_{1}+1}^{m} \gamma_{s}^{i} \sum_{p=s-m_{1}-1}^{\left[m_{2} \wedge s\right]-1} \frac{\binom{m_{1}}{s-p-1}}{(-2)^{p-s+1}} \mathcal{S}_{h_{p+1}}\left(\theta_{-l}\right),
\end{aligned}
$$

so that $\Xi(i, l)=\frac{(-1)^{l} \Gamma(\alpha-l+1)}{\Gamma(\beta-l+1)} \delta_{i, l}+\eta_{i, l} . \delta_{i, l}$ and $\eta_{i, l}$ can be written in matrix form as

$$
\delta_{i, l}=\left(\gamma_{1}^{i}, \cdots, \gamma_{m_{1}}^{i}\right)\left(\begin{array}{ccc}
\eta_{11} & \cdots & \eta_{1, m_{1}} \\
& \ddots & \vdots \\
& & \eta_{m_{1}, m_{1}}
\end{array}\right)\left(\begin{array}{c}
\mathcal{R}_{g_{1}}\left(\theta_{-l}\right) \\
\vdots \\
\mathcal{R}_{g_{m_{1}}}\left(\theta_{-l}\right)
\end{array}\right)
$$

and

$$
\eta_{i, l}=(-2)^{m_{1}}\left(\gamma_{m_{1}+1}^{i}, \cdots, \gamma_{m}^{i}\right)\left(\begin{array}{ccc}
\eta_{m_{1}+1, m_{1}+1} & \cdots & \eta_{m_{1}+1, m} \\
& \ddots & \vdots \\
& & \eta_{m, m}
\end{array}\right)\left(\begin{array}{c}
\mathcal{S}_{h_{1}}\left(\theta_{-l}\right) \\
\vdots \\
\mathcal{S}_{h_{m_{2}}}\left(\theta_{-l}\right)
\end{array}\right)
$$

where

$$
\eta_{i, j}=(-2)^{i-j}\binom{m_{2}}{j-i}, \quad i, j=1, \ldots, m_{1}
$$

and

$$
\eta_{m_{1}+i, m_{1}+j}=(-2)^{i-j}\binom{m_{1}}{j-i}, \quad i, j=1, \ldots, m_{2}
$$

Using Lemma 2.3 we have that

$$
\left(\gamma_{1}^{i}, \cdots, \gamma_{m_{1}}^{i}\right)\left(\begin{array}{ccc}
\eta_{11} & \cdots & \eta_{1, m_{1}} \\
& \ddots & \vdots \\
& & \eta_{m_{1}, m_{1}}
\end{array}\right)=\frac{(-1)^{i}}{2^{m_{2}}}\left(\binom{i}{0},-\binom{i}{1}, \cdots,(-1)^{m_{1}-1}\binom{i}{m_{1}-1}\right)
$$

and

$$
\begin{gathered}
(-2)^{m_{1}}\left(\gamma_{m_{1}+1}^{i}, \cdots, \gamma_{m}^{i}\right)\left(\begin{array}{ccc}
\eta_{m_{1}+1, m_{1}+1} & \cdots & \eta_{m_{1}+1, m} \\
& \ddots & \vdots \\
& & \eta_{m, m}
\end{array}\right) \\
=(-1)^{m_{1}}\left(\binom{i}{0},-\binom{i}{1}, \cdots,(-1)^{m_{2}-1}\binom{i}{m_{2}-1}\right)
\end{gathered}
$$

Therefore we can rewrite (3.9) in the form

$$
\begin{gather*}
\Xi(i, l)=\frac{(-1)^{i+l}}{2^{m_{2}}} \frac{\Gamma(\alpha-l+1)}{\Gamma(\beta-l+1)} \sum_{s=0}^{i \wedge\left(m_{1}-1\right)}(-1)^{s}\binom{i}{s} \mathcal{R}_{g_{s+1}}\left(\theta_{-l}\right) \\
+(-1)^{m_{1}} \sum_{s=0}^{i \wedge\left(m_{2}-1\right)}(-1)^{s}\binom{i}{s} \mathcal{S}_{h_{s+1}}\left(\theta_{-l}\right) \tag{3.11}
\end{gather*}
$$

Write now $B$ for the $m \times m$ matrix whose entries are given by

$$
B_{i, j}=\Xi(i, m-j) \quad i, j=0, \ldots, m-1
$$

Since $\alpha-\max H \neq 0,-1,-2, \ldots$, and $\beta-\max G \neq 0,-1,-2, \ldots$, the identity (2.3) shows that $\beta_{i, m} \neq 0$. Combining columns, it is easy to see from (3.10) that

$$
\begin{equation*}
\operatorname{det} A=\frac{(-1)\binom{m+1}{2}+m}{2} 2^{m(\alpha+\beta)} \Gamma(\beta+1)^{m}\left(\prod_{j=0}^{m-1} \beta_{j, m}\right) \operatorname{det} B . \tag{3.12}
\end{equation*}
$$

Using (3.11), it follows easily that the matrix $B$ is in turn the product of the matrices $C$ and $D$ defined as follows

$$
\begin{aligned}
C_{i, s} & = \begin{cases}\frac{(-1)^{i+s}}{2^{m_{2}}}\binom{i}{s}, & s=0, \ldots, m_{1}-1, \\
(-1)^{m_{1}+s}\binom{i}{s-m_{1}}, & s=m_{1}, \ldots, m-1,\end{cases} \\
D_{s, j} & = \begin{cases}\frac{(-1)^{m-j} \Gamma(\alpha-m+j+1)}{\Gamma(\beta-m+j+1)} R_{g_{s+1}}\left(\theta_{j-m}\right), & s=0, \ldots, m_{1}-1, \\
S_{h_{s+1-m_{1}}\left(\theta_{j-m}\right),} & s=m_{1}, \ldots, m-1,\end{cases}
\end{aligned}
$$

On the one hand, it is not difficult to prove that $\operatorname{det} C=(-1)\binom{\left(m_{2}\right)}{2}$. The determinant of the matrix $D$ can be computed, using (1.9), (1.11), (1.12) and (1.13) for $n=0$ to get

$$
\begin{equation*}
\operatorname{det} D=\frac{\mathfrak{p}(0) \mathfrak{q}(0) \Gamma(\alpha-m+1)^{m_{1}}}{(-1)^{m_{1} m+\binom{m}{2}} \Gamma(\beta)^{m_{1}}} \Lambda_{G, H}(0) \tag{3.13}
\end{equation*}
$$

where the polynomials $\mathfrak{p}$ and $\mathfrak{q}$ are defined by (1.12) and (1.13), respectively. Combining (3.12) and (3.13), and using (2.3), we finally get

$$
\begin{align*}
\operatorname{det} A & =\frac{\operatorname{det}(C) 2^{m(\alpha+\beta)} \Gamma(\beta+1)^{m}}{\Gamma(\alpha+\beta+1)^{m}}\left(\prod_{j=0}^{m-1} \beta_{j, m}\right) \frac{\mathfrak{p}(0) \mathfrak{q}(0) \Gamma(\alpha-m+1)^{m_{1}}}{(-1)^{m_{1} m} \Gamma(\beta)^{m_{1}}} \Lambda_{G, H}(0) \\
& =\frac{\mathfrak{p}(m) \mathfrak{q}(m) 2^{m(\alpha+\beta)} \Gamma(\beta+1)^{m} \Gamma(\alpha+1)^{m_{1}}}{\left.(-1)^{\left(m_{2} 2\right.}\right) \Gamma(\alpha+\beta+1)^{m} \Gamma(\beta+m)^{m_{1}}}\left(\prod_{j=0}^{m} \Lambda_{G, H}(j)\right), \tag{3.14}
\end{align*}
$$

from where it follows that $\operatorname{det} A \neq 0$, since we are assuming $\Lambda_{G, H}(n) \neq 0, n \geq 0$ (see (1.14)) and $\alpha-\max H \neq$ $0,-1,-2, \ldots$, and $\beta-\max G \neq 0,-1,-2, \ldots$.

The case when $\alpha=1, \ldots, \max H$ or $/$ and $\beta=1, \ldots, \max G$ is specially interesting because it includes the Krall-Jacobi polynomials orthogonal with respect to the measures (1.4), (1.5) or (1.6). We only work out here the case when $\alpha=m_{2}, \ldots, \max H$ and $\beta=m_{1}, \ldots, \max G$. The other cases can be studied in a similar way.

We next show that we have to change the bilinear forms (3.5) and (3.6) by transforming a portion of the integral into a discrete Sobolev inner product. First of all, notice that for $g_{l+1} \in G, h_{l+1} \in H, g_{l+1} \geq \beta$ and $h_{l+1} \geq \alpha$, the rational functions $U_{l}$ (3.2) and $V_{l}$ (3.3) reduce to

$$
\begin{align*}
& U_{l}(x)=\phi_{l}(x)+\frac{\kappa_{l}}{\Gamma(\beta)} \sum_{s=0}^{\beta-1} \frac{(\beta-s)_{s} 2^{s} s!\nu_{s}^{g_{l+1}}}{(1+x)^{s+1}}  \tag{3.15}\\
& V_{l}(x)=\psi_{l}(x)+\frac{\tau_{l}}{\Gamma(\alpha)} \sum_{s=0}^{\alpha-1} \frac{(\alpha-s)_{s} 2^{s} s!\omega_{s}^{h_{l+1}}}{(1-x)^{s+1}}
\end{align*}
$$

Since $\alpha=m_{2}, \ldots, \max H$ and $\beta=m_{1}, \ldots, \max G$, there exist indices $k_{1}$ and $k_{2}, 1 \leq k_{1} \leq m_{1}$ and $1 \leq k_{2} \leq m_{2}$, such that $g_{l} \geq \beta$ for $l>k_{1}$ and $h_{l} \geq \alpha$ for $l>k_{2}$.

Take now $\tilde{\alpha}, \tilde{\beta} \notin \mathbb{Z}$ and $p, q \in \mathbb{P}$, and denote $\langle p, q\rangle_{\tilde{2}}$ the bilinear form (3.5) defined by $\tilde{\alpha}$ and $\tilde{\beta}$. Using the definition of $U_{l}(3.2)$, we can see that $\langle p, q\rangle_{\tilde{2}}$ is formed by certain summands depending on $l, l=0, \ldots, m_{1}-1$, of the form

$$
\begin{equation*}
\int_{-1}^{1} p(x) \phi_{l}(x) d \mu_{\tilde{\alpha}, \tilde{\beta}} \tag{3.16}
\end{equation*}
$$

and certain summands depending on $l$ and $s, l=0, \ldots, m_{1}-1, s=0, \ldots g_{l+1}$, of the form

$$
\begin{equation*}
\frac{\kappa_{l}(\tilde{\beta}-s)_{s} 2^{s} s!\nu_{s}^{g_{l+1}} q^{(l)}(-1)}{2^{m_{2}} l!\Gamma(\tilde{\beta})} \int_{-1}^{1} \frac{p(x)}{(1+x)^{s+1}} d \mu_{\tilde{\alpha}, \tilde{\beta}} \tag{3.17}
\end{equation*}
$$

Notice that when $\tilde{\alpha}$ and $\tilde{\beta}$ tend to $\alpha$ and $\beta$, respectively, each of the summands (3.16) has a limit (since $\left.\beta=m_{1}, \ldots, \max G\right)$. This also happens for the summands (3.17) when $l=0, \ldots, k_{1}-1$ (and hence $g_{l+1} \leq \beta-1$ ), or $l=k_{1}, \ldots, m_{1}-1$ and $s=0, \ldots, \beta-1$. Moreover, taking into account (3.2) and (3.15), the sum formed by these summands converges to $\langle p, q\rangle_{2}$.

Consider now one of the summands (3.17) corresponding to $l=k_{1}, \ldots, m_{1}-1$ (and hence $g_{l+1} \geq \beta$ ) and $s=\beta, \ldots, g_{l+1}$. Since

$$
\int_{-1}^{1} \frac{p(x)}{(1+x)^{s+1}} d \mu_{\tilde{\alpha}, \tilde{\beta}}=\int_{-1}^{1} p(x) d \mu_{\tilde{\alpha}, \tilde{\beta}-s-1}
$$

we can not take limit when $\tilde{\beta}$ tends to $\beta$ because $\beta-s-1 \leq-1$ and we will have divergent integrals. To avoid this problem, we split up $p$ in the form

$$
p(x)=p(x)-\sum_{j=0}^{g_{l+1}-\beta} \frac{p^{(j)}(-1)}{j!}(1+x)^{j}+\sum_{j=0}^{g_{l+1}-\beta} \frac{p^{(j)}(-1)}{j!}(1+x)^{j}=r(x)+\sum_{j=0}^{g_{l+1}-\beta} \frac{p^{(j)}(-1)}{j!}(1+x)^{j}
$$

On the one hand, we have

$$
\int_{-1}^{1} r(x) d \mu_{\tilde{\alpha}, \tilde{\beta}-s-1}=\int_{-1}^{1} \frac{r(x)}{(1+x)^{g_{l+1}-\beta+1}} d \mu_{\tilde{\alpha}, g_{l+1}-s+\tilde{\beta}-\beta}
$$

Since $r(x) /(1+x)^{g_{l+1}-\beta+1}$ is still a polynomial and $g_{l+1}-s \geq 0$, the above integral has a finite limit when $\tilde{\beta}$ tends to $\beta$. That integral is multiplied by the factor $(\tilde{\beta}-s)_{s}$ (see (3.17)), which goes to zero as $\tilde{\beta}$ tends to $\beta$ (since $s \geq \beta$ ).

On the other hand, for $j=0, \ldots, g-\beta$, we have

$$
\int_{-1}^{1}(1+x)^{j} d \mu_{\tilde{\alpha}, \tilde{\beta}-s-1}=\int_{-1}^{1} d \mu_{\tilde{\alpha}, \tilde{\beta}+j-s-1}=2^{\tilde{\alpha}+\tilde{\beta}+j-s} \frac{\Gamma(\tilde{\alpha}+1) \Gamma(\tilde{\beta}-s+j)}{\Gamma(\tilde{\alpha}+\tilde{\beta}-s+j+1)} .
$$

Multiplying $\Gamma(\tilde{\beta}-s+j)$ by $(\tilde{\beta}-s)_{s}$, we get

$$
(\tilde{\beta}-s)_{s} \Gamma(\tilde{\beta}-s+j)=(\tilde{\beta}-s)_{j} \Gamma(\tilde{\beta})
$$

which tends to $(\beta-s)_{j} \Gamma(\beta)$ as $\tilde{\beta}$ tends to $\beta$.
Hence, we have proved that

$$
\lim _{\tilde{\alpha} \rightarrow \alpha, \tilde{\beta} \rightarrow \beta} \int_{-1}^{1} \frac{(\tilde{\beta}-s)_{s} p(x)}{(1+x)^{s+1}} d \mu_{\tilde{\alpha}, \tilde{\beta}}=\Gamma(\alpha+1) \Gamma(\beta) \sum_{j=0}^{g-\beta} \frac{2^{\alpha+\beta+j-s} p^{(j)}(-1)}{j!} \frac{(\beta-s)_{j}}{\Gamma(\alpha+\beta-s+j+1)} .
$$

This gives the discrete Sobolev bilinear form

$$
\langle p, q\rangle_{2 S}=2^{\alpha+\beta} \Gamma(\alpha+1) \sum_{l=0}^{m_{1}-1} \kappa_{l} \frac{q^{(l)}(-1)}{2^{m_{2}} l!} \sum_{j=0}^{g_{l+1}-\beta} \frac{2^{j} p^{(j)}(-1)}{j!} \sum_{s=\beta+j}^{g_{l+1}} \frac{(\beta-s)_{j} s!}{\Gamma(\alpha+\beta-s+j+1)} \nu_{s}^{g_{l+1}}
$$

Proceeding in the same way with the bilinear form (3.6), we get the discrete Sobolev bilinear form

$$
\langle p, q\rangle_{3 S}=2^{\alpha+\beta} \Gamma(\beta+1) \sum_{l=0}^{m_{2}-1} \tau_{l} \frac{q^{(l)}(1)}{(-1)^{m_{1}+l} l!} \sum_{j=0}^{h_{l+1}-\alpha} \frac{2^{j} p^{(j)}(1)}{(-1)^{j} j!} \sum_{s=\alpha+j}^{h_{l+1}} \frac{(\alpha-s)_{j} s!}{\Gamma(\alpha+\beta-s+j+1)} \omega_{s}^{h_{l+1}}
$$

We then define the bilinear form

$$
\begin{equation*}
\langle p, q\rangle_{S}=\langle p, q\rangle_{1}+\langle p, q\rangle_{2}+\langle p, q\rangle_{2 S}+\langle p, q\rangle_{3}+\langle p, q\rangle_{3 S} \tag{3.18}
\end{equation*}
$$

It turns out that Lemma 3.1 is still true for this inner product.
Lemma 3.5. Let $k, n \geq 0, j=0,1, \ldots, n$ and $n-j \geq k$. For $i=1, \ldots, m_{1}$, we have

$$
\left\langle(1+x)^{k} J_{n-j}^{\alpha, \beta}, b_{i}\right\rangle_{S}=\frac{c_{n, i} \rho_{n, j}^{i}}{(-1)^{j}}\left[\sum_{l=i-1}^{\left[m_{1} \wedge\left(m_{2}+i\right)\right]-1} \frac{\kappa_{l}\binom{m_{2}}{l-i+1}}{(-2)^{l+1}} \sum_{s=k}^{g_{l+1}} 2^{k} \nu_{s}^{g_{l+1}}(\beta-s)_{k}(s-k+1)_{k} u_{s-k}^{\alpha}(n-j)\right],
$$

where $c_{n, i}=(-1)^{m+i} 2^{\alpha+\beta+i} \Gamma(\beta+1) \Gamma(n+\alpha-m+1) /(\Gamma(\alpha+\beta+1) \Gamma(n+\beta))$ and $\rho_{x, j}^{i}$ is defined by (1.9). Similarly, for $i=m_{1}+1, \ldots, m$, we have

$$
\left\langle(1-x)^{k} J_{n-j}^{\alpha, \beta}, b_{i}\right\rangle_{S}=\frac{d_{n, i}}{(-1)^{j}}\left[\sum_{l=i-m_{1}-1}^{\left[m_{2} \wedge i\right]-1} \frac{\tau_{l}\binom{m_{1}}{i-l-1}}{(-2)^{l+1}} \sum_{s=k}^{h_{l+1}} 2^{k} \omega_{s}^{h_{l+1}}(\alpha-s)_{k}(s-k+1)_{k} u_{s-k}^{\alpha}(n-j)\right],
$$

where $d_{n, i}=(-1)^{n+i} 2^{\alpha+\beta+i} \Gamma(\beta+1) / \Gamma(\alpha+\beta+1)$.
Proof. Call $v=n-j$. For $i=1, \ldots, m_{1}$, we have that $\left\langle(1+x)^{k} J_{v}^{\alpha, \beta}, b_{i}\right\rangle_{3}=\left\langle(1+x)^{k} J_{v}^{\alpha, \beta}, b_{i}\right\rangle_{3 S}=0$. Therefore

$$
\left\langle(1+x)^{k} J_{v}^{\alpha, \beta}, b_{i}\right\rangle_{S}=\left\langle(1+x)^{k} J_{v}^{\alpha, \beta}, b_{i}\right\rangle+\left\langle(1+x)^{k} J_{v}^{\alpha, \beta}, b_{i}\right\rangle_{2 S},
$$

where the inner product $\langle\cdot, \cdot\rangle$ is defined by (3.4). Following the same steps as in the proof of Lemma 3.1 we have that

$$
\begin{aligned}
& \left\langle(1+x)^{k} J_{v}^{\alpha, \beta}, b_{i}\right\rangle=\frac{c_{v+j, i} \rho_{v+j, j}^{i}}{(-1)^{j}}\left[\sum_{l=i-1}^{\left[m_{1} \wedge\left(m_{2}+i\right)\right]-1} \frac{\kappa_{l}\left(m_{l-i+1}\right.}{(-2)^{l+1}} \sum_{s=k}^{\beta-1} 2^{k} \nu_{s}^{g_{l+1}}(\beta-s)_{k}(s-k+1)_{k} u_{s-k}^{\alpha}(v)\right] \\
& =\frac{2^{\alpha+\beta} \Gamma(\beta+1) \Gamma(v+\alpha+1)}{\Gamma(\alpha+\beta+1) \Gamma(v+\beta+1)}\left[\sum_{l=i-1}^{\left[m_{1} \wedge\left(m_{2}+i\right)\right]-1} \frac{\kappa_{l}\left(m_{2}\right.}{\left.(-2)^{l+i+1}\right)} \sum_{s=k}^{\beta-1} 2^{k} \nu_{s}^{g_{l+1}}(\beta-s)_{k}(s-k+1)_{k} u_{s-k}^{\alpha}(v)\right] .
\end{aligned}
$$

On the other hand we have, using (2.11), (2.13), (1.16), (1.10) and (2.8) that

$$
\begin{aligned}
& \left\langle(1+x)^{k} J_{n-j}^{\alpha, \beta}, b_{i}\right\rangle_{2 S}=2^{\alpha+\beta} \Gamma(\alpha+1) \sum_{l=i-1}^{\left[m_{1} \wedge\left(m_{2}+i\right)\right]-1} \frac{\kappa_{l}\binom{m_{2}}{l-i+1}}{(-2)^{l-i+1}} \sum_{j=0}^{g_{l+1}-\beta} \frac{(-1)^{j+k} j!}{2^{-k}\binom{\alpha+\beta}{\beta}} \times \\
& \times\binom{ v+\alpha+\beta}{\alpha}\binom{v+\beta}{v-j+k}\binom{v+\alpha+\beta+j-k}{j-k} \sum_{s=\beta+j}^{g_{l+1}} \frac{(\beta-s)_{j} s!}{\Gamma(\alpha+\beta-s+j+1)} \nu_{s}^{g_{l+1}} \\
& =\frac{2^{\alpha+\beta} \Gamma(\beta+1) \Gamma(v+\alpha+1)}{\Gamma(\alpha+\beta+1) \Gamma(v+\beta+1)} \times \\
& \times\left[\sum_{l=i-1}^{\left[m_{1} \wedge\left(m_{2}+i\right)\right]-1} \frac{\kappa_{l}\left({ }_{l-i+1}{ }^{m_{2}}\right)}{(-2)^{l-i+1}} \sum_{j=0}^{g_{l+1}-\beta} \frac{(-1)^{j+k} 2^{k} \Gamma(\alpha+1) \Gamma(v+\beta+1) \Gamma(v+\alpha+\beta+j-k+1)}{\Gamma(u+\alpha+1) \Gamma(u-j+k+1) \Gamma(\beta+j-k+1) \Gamma(j-k+1)} \times\right. \\
& \left.\times \sum_{s=\beta+j}^{g_{l+1}} \frac{(\beta-s)_{j} s!}{\Gamma(\alpha+\beta-s+j+1)} \nu_{s}^{g_{l+1}}\right] \\
& =\frac{2^{\alpha+\beta} \Gamma(\beta+1) \Gamma(v+\alpha+1)}{\Gamma(\alpha+\beta+1) \Gamma(v+\beta+1)} \times \\
& \times\left[\sum_{l=i-1}^{\left[m_{1} \wedge\left(m_{2}+i\right)\right]-1} \frac{\kappa_{l}\binom{m_{2}}{l-i+1}}{(-2)^{l-i+1}} \sum_{s=\beta}^{g_{l+1}} 2^{k} \nu_{s}^{g_{l+1}} \times\right. \\
& \left.\times \sum_{j=0}^{s-\beta} \frac{(-1)^{j+k} \Gamma(\alpha+1) \Gamma(v+\beta+1) \Gamma(v+\alpha+\beta+j-k+1)(\beta-s)_{j} s!}{\Gamma(u+\alpha+1) \Gamma(u-j+k+1) \Gamma(\beta+j-k+1) \Gamma(j-k+1) \Gamma(\alpha+\beta-s+j+1)}\right] \\
& =\frac{2^{\alpha+\beta} \Gamma(\beta+1) \Gamma(v+\alpha+1)}{\Gamma(\alpha+\beta+1) \Gamma(v+\beta+1)} \times
\end{aligned}
$$

$$
\begin{aligned}
& \times\left[\sum_{l=i-1}^{\left[m_{1} \wedge\left(m_{2}+i\right)\right]-1} \frac{\kappa_{l}\binom{m_{2}}{l-i+1}}{(-2)^{l-i+1}} \sum_{s=\beta}^{g_{l+1}} 2^{k} \nu_{s}^{g_{l+1}} \frac{(\beta-s)_{k}(s-k+1)_{k} \Gamma(v+s-k+1) \Gamma(v+\alpha+\beta+1)}{\Gamma(v+1) \Gamma(v+\alpha+\beta-s+k+1)}\right] \\
& =\frac{2^{\alpha+\beta} \Gamma(\beta+1) \Gamma(v+\alpha+1)}{\Gamma(\alpha+\beta+1) \Gamma(v+\beta+1)}\left[\sum_{l=i-1}^{\left[m_{1} \wedge\left(m_{2}+i\right)\right]-1} \frac{\kappa_{l}\left(\begin{array}{c}
m_{l-i+1}
\end{array}\right)}{(-2)^{l-i+1}} \sum_{s=\beta}^{g_{l+1}} 2^{k} \nu_{s}^{g_{l+1}}(\beta-s)_{k}(s-k+1)_{k} u_{s-k}^{\alpha}(v)\right] .
\end{aligned}
$$

In the third step we have interchanged the order of summation and in the fourth step we have used (2.8) written in terms of Gamma functions. Therefore adding the previous expression to $\left\langle(1+x)^{k} J_{v}^{\alpha, \beta}, b_{i}\right\rangle$ we get $\left\langle(1+x)^{k} J_{v}^{\alpha, \beta}, b_{i}\right\rangle_{S}$. The second identity can be proved in a similar way.

Theorem 3.6. Let $\alpha$ and $\beta$ be positive integers satisfying $\alpha=m_{2}, \ldots, \max H$ and $\beta=m_{1}, \ldots, \max G$ and assume that conditions (1.14) hold. Then, for $n \geq m$, the polynomials $\left(q_{n}\right)_{n}$ defined by (1.15) satisfy the following orthogonality properties with respect to the bilinear from (3.18):

$$
\begin{aligned}
\left\langle q_{n}, q_{i}\right\rangle_{S} & =0, \quad i=0,1, \ldots, n-1, \\
\left\langle q_{n}, q_{n}\right\rangle_{S} & \neq 0 .
\end{aligned}
$$

Moreover, if we assume that $\kappa_{l}=1, l=0, \ldots, m_{1}-1$ and $\tau_{l}=1, l=0, \ldots, m_{2}-1$, then the matrix $A$ with entries $A_{i, j}=\left\langle q_{j}, x^{i}\right\rangle_{S}, i, j=0, \ldots, m-1$, is nonsingular.

Proof. The proof of the first part is similar to that of Theorem 3.3, but using now Lemma 3.5 instead of Lemma 3.1. The second part can be proved by passing to the limit in Lemma 3.4 Indeed, take $\tilde{\alpha}, \tilde{\beta} \notin \mathbb{Z}$ and write $\tilde{A}$ for the corresponding matrix associated to $\tilde{\alpha}, \tilde{\beta}$. We have that $\tilde{A}$ tends to $A$ as $\tilde{\alpha}, \tilde{\beta}$ tends to $\alpha$, $\beta$, respectively. According to (3.14) we have

$$
\operatorname{det} A=\frac{\mathfrak{p}(m) \mathfrak{q}(m) 2^{m(\alpha+\beta)} \Gamma(\beta+1)^{m} \Gamma(\alpha+1)^{m_{1}}}{(-1)^{\binom{m_{2}}{2}} \Gamma(\alpha+\beta+1)^{m} \Gamma(\beta+m)^{m_{1}}}\left(\prod_{j=0}^{m} \Lambda_{G, H}(j)\right)
$$

where the polynomials $\mathfrak{p}$ and $\mathfrak{q}$ are defined by (1.12) and (1.13), respectively. From here it follows that $\operatorname{det} A \neq 0$, since we are assuming $\Lambda_{G, H}(n) \neq 0, n \geq 0$ (see (1.14)) and for $\alpha=m_{2}, \ldots, \max H$ and $\beta=m_{1}, \ldots, \max G$, we have $\mathfrak{p}(m) \mathfrak{q}(m) \neq 0$.

## 4. Recurrence relations

In the next theorem we prove that the Jacobi-type polynomials (1.15) are bispectral. We first consider the case $\alpha-\max H \neq 0,-1,-2, \ldots$, and $\beta-\max G \neq 0,-1,-2, \ldots$..

Theorem 4.1. Let $\alpha$ and $\beta$ be real numbers with $\alpha-\max H \neq 0,-1,-2, \ldots$, and $\beta-\max G \neq 0,-1,-2, \ldots$.. Let $Q \in \mathbb{R}[x]$ be a polynomial of degree $s$ satisfying that $(1+x)^{\max G}(1-x)^{\max H}$ divides $Q^{\prime}$. Then the sequence $\left(q_{n}\right)_{n}$ in (1.15) satisfies the recurrence relation

$$
\begin{equation*}
Q(x) q_{n}(x)=\sum_{j=-s}^{s} \gamma_{n, j} q_{n+j}(x), \quad \gamma_{n, s}, \gamma_{n,-s} \neq 0 \tag{4.1}
\end{equation*}
$$

Proof. Let us take $\kappa_{l}=1, l=0, \ldots, m_{1}-1$, and $\tau_{l}=1, l=0, \ldots, m_{2}-1$ (see (3.2) and (3.3)). We proceed in five steps.
First step. For $n \geq m+s$ and $i=1, \ldots, n-s$, we have that $\left\langle Q q_{n}, b_{i}\right\rangle=0$ and $\left\langle Q q_{n}, b_{n-s+1}\right\rangle \neq 0$, where $\left(b_{i}\right)_{i}$ is the basis defined by (2.9). Indeed, from the hypothesis we have that $(Q(x)-Q(1))(1-x)^{-j-1}, j=0, \ldots, \max H$,
and $(Q(x)-Q(-1))(1+x)^{-j-1}, j=0, \ldots, \max G$, are always polynomials. For $i=1, \ldots, m_{1}$, we have

$$
\begin{aligned}
\left\langle Q q_{n}, b_{i}\right\rangle & =\left\langle(Q(x)-Q(-1)) q_{n}, b_{i}\right\rangle+Q(-1)\left\langle q_{n}, b_{i}\right\rangle \\
& =\left\langle(1+x)^{\max G+1} r(x) q_{n}, b_{i}\right\rangle+Q(-1)\left\langle q_{n}, b_{i}\right\rangle,
\end{aligned}
$$

for some polynomial $r$ of degree $s-\max G-1$ with $r(-1) \neq 0$. The result then holds following the same steps as in the proof of Theorem 3.3] The rest of cases are similar.
Second step. For $n \geq m+s$ and $i=0, \ldots, n-s-1$, we have that $\left\langle Q q_{n}, q_{i}\right\rangle=0$ and $\left\langle Q q_{n}, q_{n-s}\right\rangle \neq 0$. Indeed, it follows from the first step, taking into account that $q_{i}=\sum_{j=1}^{m \vee(1+i)} \xi_{i, j} b_{j}$, and hence, for $n \geq m+s$ and $i=0, \ldots, n-s-1$, we have that $1 \leq j \leq n-s$ for $j=1, \ldots m \vee(1+i)$.
Third step. The recurrence formula (4.1) holds for $n \geq m+s$. Since $\operatorname{deg} q_{n}=n$, we can always write

$$
\begin{equation*}
Q(x) q_{n}(x)=\sum_{j=-n}^{s} \gamma_{n, j} q_{n+j}, \tag{4.2}
\end{equation*}
$$

with $\gamma_{n, s} \neq 0, n \geq 0$. Take now $n \geq m+s$ and $i \leq m-1$. Using the orthogonality conditions of Theorem 3.3] we get from (4.2)

$$
\begin{aligned}
\left\langle Q(x) q_{n}(x), x^{i}\right\rangle & =\sum_{j=-n}^{s} \gamma_{n, j}\left\langle q_{n+j}(x), x^{i}\right\rangle=\sum_{j=-n}^{m-n-1} \gamma_{n, j}\left\langle q_{n+j}(x), x^{i}\right\rangle \\
& =\sum_{j=0}^{m-1} \gamma_{n, j-n}\left\langle q_{j}(x), x^{i}\right\rangle .
\end{aligned}
$$

The second step then gives $\left\langle Q(x) q_{n}(x), x^{i}\right\rangle=0$, and therefore

$$
0=\sum_{j=0}^{m-1} \gamma_{n, j-n}\left\langle q_{j}(x), x^{i}\right\rangle, \quad i=0, \ldots, m-1
$$

For each $n \geq m+s$, this can be seen as a linear system of $m$ homogeneous equations in the $m$ unknowns $\gamma_{n, j-n}$, $j=0, \ldots, m-1$. Lemma 3.4 gives that the coefficient matrix $A=\left(\left\langle q_{j}(x), x^{i}\right\rangle\right)_{i, j=0}^{m-1}$ is nonsingular, and hence we deduce $\gamma_{n, j-n}=0$, for $j=0, \ldots, m-1$, and $n \geq m+s$. Using this, the recurrence relation (4.2) reduces to

$$
Q(x) q_{n}(x)=\sum_{j=-n+m}^{s} \gamma_{n, j} q_{n+j}
$$

Using again the second step and the orthogonality conditions of Theorem 3.3 for $i=m$, we get

$$
0=\left\langle Q q_{n}, q_{m}\right\rangle=\gamma_{n, m-n}\left\langle q_{m}, x^{m}\right\rangle .
$$

Since $\left\langle q_{m}, x^{m}\right\rangle \neq 0$ (see Theorem (3.3), we deduce that $\gamma_{n, m-n}=0$. In the same way, we can prove that $\gamma_{n, j}=0$ for $j=-n+m+1, \ldots,-s-1$, and $\gamma_{n,-s} \neq 0$. Hence, the polynomials $q_{n}, n \geq m+s$, satisfy the recurrence relation (4.1) for $n \geq m+s$.
Fourth step. Let $P$ be a polynomial of degree $s$ and write

$$
\begin{equation*}
P(x) q_{n}(x)=\sum_{j=-n}^{s} \gamma_{n, j} q_{n+j}(x) . \tag{4.3}
\end{equation*}
$$

Then for fixed $j \leq s$, the recurrence coefficients $\gamma_{n, j}$ are rational functions of $n$ for $n \geq \max \{0,-j\}$. Indeed, since the sequences $\beta_{n, j}$ (2.1) are rational functions of $n$ and the recurrence coefficients of the Jacobi polynomials are also rational functions of $n$, the result can be proved in a similar way as in [8, Lemma 2.5].

Fifth step. The recurrence formula (4.1) holds for $n \geq 0$. Since $Q$ has degree $s$, we always have a representation of $Q(x) q_{n}(x)$ like in (4.3). For a fixed $j \leq-s-1$, from the third step, we deduce that $\gamma_{n, j}=0$ for $n \geq m+s$. Since $\gamma_{n, j}$ is a rational function of $n$ for $n \geq s+1$, it follows that $\gamma_{n, j}=0$ for $n \geq s+1$ as well. Then the recurrence formula (4.1) holds for $n \geq s+1$. For $n=0, \ldots, s$, the recurrence formula (4.1) always holds.

The orthogonality properties proved in Section 3 impose some constrains on the recurrence relations satisfied by the polynomials (1.15) (the proofs of the following results are similar to that of Theorem 4.2 and Corollaries 4.3 and 4.4 in [11, hence we only include here the proof of the Theorem 4.2).

Theorem 4.2. Let $\alpha, \beta$ be real numbers with $\alpha-\max H \neq 0,-1,-2, \ldots$, and $\beta-\max G \neq 0,-1,-2, \ldots$, and assume that conditions (1.14) hold. Let $Q$ be the polynomial $Q(x)=\sum_{k=u}^{v} \sigma_{k}(1+x)^{k}$, with $u \leq v$ and $\sigma_{u}, \sigma_{v} \neq 0$. If there exists $\hat{g} \in G$ such $\hat{g}-u \notin G$ and $\hat{g}-u \geq 0$ then the polynomials $\left(q_{n}\right)_{n}$ in (1.15) do not satisfy a recurrence relation of the form (1.2). Analogously, let $Q$ be the polynomial $Q(x)=\sum_{k=w}^{v} \tilde{\sigma}_{k}(1-x)^{k}$, with $w \leq v$ and $\tilde{\sigma}_{w}, \tilde{\sigma}_{v} \neq 0$. If there exists $\hat{h} \in H$ such $\hat{h}-w \notin H$ and $\hat{h}-w \geq 0$ then the polynomials $\left(q_{n}\right)_{n}$ do not satisfy a recurrence relation of the form (1.2).

Proof. We proceed by reductio ad absurdum. Assume that the sequence $\left(q_{n}\right)_{n}$ satisfies the recurrence relation (1.2). Write $0 \leq \hat{l} \leq m_{1}-1$ for the index such that $\hat{g}=g_{\hat{l}+1}$. Using Theorem 3.3 we get $0=\left\langle Q(x) q_{n}, b_{\hat{l}+1}\right\rangle$, for $n$ big enough. Using now Lemma 3.1 we can write

$$
0=\left\langle Q(x) q_{n}, b_{\hat{l}+1}\right\rangle=c_{n, \hat{l}+1} \sum_{j=0}^{m} \beta_{n, j}(-1)^{j} \rho_{n, j}^{\hat{l}+1} \Upsilon(n-j),
$$

where $\Upsilon$ is the polynomial

$$
\Upsilon(x)=\sum_{l=\hat{l}}^{\left[m_{1} \wedge\left(m_{2}+\hat{l}+1\right)\right]-1} \frac{\kappa_{l}\binom{m_{2}}{l-\hat{l}}}{(-2)^{l+1}} \sum_{k=u}^{v} \sigma_{k} \sum_{s=k}^{g_{\hat{l}+1}} 2^{k} \nu_{s}^{g_{\hat{l}+1}}(\beta-s)_{k}(s-k+1)_{k} u_{s-k}^{\alpha}(x) .
$$

Taking $\kappa_{\hat{l}}=1$ and $\kappa_{l}=0$ for $l \neq \hat{l}$, we get that $\operatorname{deg} \Upsilon=2(\hat{g}-u)$. Since each $u_{i}^{\alpha}(x)$ is actually a polynomial in $\theta_{x}$, there exists a polynomial $P$ such that $\Upsilon(x)=P\left(\theta_{x}\right)$. On the other hand, the degree of $u_{i}^{\alpha}(x)$ is $2 i$, and since $\sigma_{u} 2^{u} \nu_{\hat{g}}^{\hat{g}}(\beta-\hat{g})_{u}(\hat{g}-u+1)_{u} \neq 0$, we conclude that $P$ is a polynomial of degree $\hat{g}-u$ satisfying

$$
0=\sum_{j=0}^{m} \beta_{n, j}(-1)^{j} \rho_{n, j}^{\hat{l}+1} P\left(\theta_{n-j}\right)
$$

If we set $Y_{0}(x)=P(x), Y_{l}(x)=R_{g_{l}}(x), l=1, \ldots, m_{1}$, and $Y_{m_{1}+l}(x)=S_{h_{l}}(x), l=1, \ldots, m_{2}$, we get from (2.5) that

$$
W_{a}^{Y}(x)=\sum_{j=0}^{m} \beta_{x, j}(-1)^{j} \rho_{x, j}^{\hat{l}+1} P\left(\theta_{x-j}\right)=0
$$

which it is a contradiction because since $\operatorname{deg} P=\hat{g}-u \notin G$, then $W_{a}^{Y}$ is a polynomial of degree

$$
d=2\left[\hat{g}-u+\sum_{g \in G} g+\sum_{h \in H} h-\binom{m_{1}+1}{2}-\binom{m_{2}}{2}\right]>0
$$

The second part is similar but now starting with an index $0 \leq \hat{l} \leq m_{2}-1$ such that $\hat{h}=h_{\hat{l}+1}$, using that $0=\left\langle Q(x) q_{n}, b_{m_{1}+\hat{l}+1}\right\rangle$ for $n$ big enough, using the second part of Lemma 3.1 taking $\tau_{\hat{l}}=1$ and $\tau_{l}=0$ for $l \neq \hat{l}$ and finishing with (2.7).

Corollary 4.3. Let $\alpha, \beta$ be real numbers satisfying $\alpha-\max H \neq 0,-1,-2, \ldots$, and $\beta-\max G \neq 0,-1,-2, \ldots$, and assume that conditions (1.14) hold. Then the polynomials $\left(q_{n}\right)_{n}$ never satisfy a three-term recurrence relation and hence they are not orthogonal with respect to any measure.

Using Theorem 4.2 we can also characterize the algebra of operators $\mathfrak{D}_{n}$ when $G$ and $H$ are segments.
Corollary 4.4. Let $\alpha, \beta$ be real numbers satisfying $\alpha-\max H \neq 0,-1,-2, \ldots$, and $\beta-\max G \neq 0,-1,-2, \ldots$, and assume that conditions (1.14) hold. If $G$ and $H$ are segments then

$$
\tilde{\mathfrak{D}}_{n}=\left\{Q \in \mathbb{R}[x]:(1+x)^{\max G}(1-x)^{\max H} \text { divides } Q^{\prime}\right\} .
$$

If $G$ or $H$ are not segments the algebra $\tilde{\mathfrak{D}}_{n}$ can have a more complicated structure, as the following example shows.

Example 4.5. Take $G=\{1,3\}, H=\{1\}, \alpha=1 / 2, \beta=1 / 3$, and

$$
R_{1}(x)=x+1, \quad R_{3}(x)=x^{3}+x^{2} / 3+2 x / 3+1, \quad S_{1}(x)=x+1 / 2 .
$$

Using Maple one can see that the polynomials $\left(q_{n}\right)_{n}$ satisfy recurrence relations of the form (1.2) for $Q_{0}(x)=$ $\frac{x}{135}\left(135 x^{3}+244 x^{2}-270 x-732\right)$, and $Q_{0}^{\prime}$ is not divisible by $(1+x)^{3}(1-x)$. Computational evidence suggests that

$$
\tilde{\mathfrak{D}}_{n}=\left\{Q(x)+c_{0} Q_{0}(x):(1+x)^{3}(1-x) \text { divides } Q^{\prime} \text { and } c_{0} \in \mathbb{R}\right\} .
$$

The case when $\alpha=1, \ldots, \max H$, or/and $\beta=1, \ldots, \max G$, is specially interesting because it includes the Krall-Jacobi polynomials orthogonal with respect to the measures (1.4), (1.5) or (1.6). As in the previous section, we only work out here the case $\alpha=m_{2}, \ldots, \max H$, and $\beta=m_{1}, \ldots, \max G$ (the other cases can be studied in a similar way). The orthogonality conditions in Theorem 3.6 lead us to an improvement of Theorem 4.1 (the proof is similar to that of Theorem 4.1 and it is omitted).

Corollary 4.6. Let $\alpha, \beta$ be positive integers satisfying $\alpha=m_{2}, \ldots, \max H$, and $\beta=m_{1}, \ldots, \max G$, and assume that conditions (1.14) hold. Write $\rho_{1}=\max \{\max G-\beta+1, \beta\}$ and $\rho_{2}=\max \{\max H-\alpha+1, \alpha\}$. Let $Q \in \mathbb{R}[x]$ be a polynomial of degree s satisfying that $(1+x)^{\rho_{1}}(1-x)^{\rho_{2}}$ divides $Q^{\prime}$. Then the sequence $\left(q_{n}\right)_{n}$ in (1.15) satisfies the recurrence relation of the form (1.2).

Theorem 3.6 also allows us to prove that the only Jacobi type polynomials which are orthogonal with respect a measure on the real line are the Krall-Jacobi polynomials (the proof is similar to that of Theorem 5.5 in [11]).
Theorem 4.7. Let $\alpha, \beta$ be two positive integers satisfying $\alpha=m_{2}, \ldots, \max H$, and $\beta=m_{1}, \ldots, \max G$, and assume that conditions (1.14) hold. Then the sequence $\left(q_{n}\right)_{n}$ only satisfies a three-term recurrence relation as in (1.3) when the polynomials $\mathfrak{R}_{g}(x)$ and $\mathfrak{S}_{h}(x)$ have the form 1.17) and (1.18), respectively.
Proof. We proceed by reductio ad absurdum. Assume that the sequence $\left(q_{n}\right)_{n}$ satisfies the three-term recurrence relation of the form (1.3). Theorem 3.6]gives $0=\left\langle(1+x) q_{n}, b_{1}\right\rangle$, for $n \geq m+1$. Using Lemma[3.5(for $k=i=1$ ) we have

$$
\begin{aligned}
0= & \left\langle(1+x) q_{n}, b_{1}\right\rangle \\
& =c_{n, 1} \sum_{j=0}^{m}(-1)^{j} \beta_{n, j} \rho_{n, j}^{1}\left[\sum_{l=0}^{\left[m_{1} \wedge\left(m_{2}+1\right)\right]-1} \frac{\kappa_{l}\binom{m_{2}}{l}}{(-2)^{l+1}} \sum_{s=1}^{g_{l+1}} 2 \nu_{s}^{g_{l+1}}(\beta-s) s u_{s-1}^{\alpha}(n-j)\right] .
\end{aligned}
$$

For $\hat{g} \in G$, write $0 \leq \hat{l} \leq m_{1}-1$, for the index such that $\hat{g}=g_{\hat{l}+1}$. Taking $\kappa_{\hat{l}}=1$ and $\kappa_{l}=0$ for $l \neq \hat{l}$, we get

$$
\begin{equation*}
0=\sum_{j=0}^{m}(-1)^{j} \beta_{n, j} \rho_{n, j}^{1} r_{\hat{g}}(n-j), \tag{4.4}
\end{equation*}
$$

where $r_{\hat{g}}$ is the polynomial

$$
r_{\hat{g}}(x)=2 \sum_{s=1}^{\hat{g}} \nu_{s}^{\hat{g}}(\beta-s) s u_{s-1}^{\alpha}(x) .
$$

Since $u_{i}^{\alpha}(x)$ is a polynomial in $\theta_{x}$, there exists a polynomial $R_{\hat{g}}$ such that $R_{\hat{g}}\left(\theta_{x}\right)=r_{\hat{g}}(x)$. If we set $Y_{0}(x)=$ $R_{\hat{g}}(x), Y_{l}(x)=\mathfrak{R}_{g_{l}}(x), l=1, \ldots, m_{1}$ and $Y_{m_{1}+l}(x)=\mathfrak{S}_{h_{l}}(x), l=1, \ldots, m_{2}$, we get from (2.5) and (4.4) that

$$
W_{a}^{Y}(x)=\sum_{j=0}^{m} \beta_{x, j}(-1)^{j} \rho_{x, j}^{i} R_{\hat{g}}\left(\theta_{x-j}\right)=0 .
$$

Consider now $\hat{g}=g_{1}=\min G$. If $\beta \neq g_{1}$, the polynomial $R_{\hat{g}}$ has degree $g_{1}-1 \notin G$ and so $0=W_{a}^{Y}(x)$ is a contradiction because $W_{a}^{Y}$ is a polynomial of degree (see (2.6) ) $2\left(\hat{g}-1+\sum_{g \in G} g+\sum_{h \in H} h-\binom{m_{1}+1}{2}-\binom{m_{2}}{2}\right) \geq 0$. Hence $\beta=g_{1}$. In a similar way we can deduce that $\nu_{l}^{\hat{g}}=0, l=1, \ldots g_{1}-1$, and therefore $r_{\hat{g}}=0$. This gives for $\mathfrak{R}_{g_{1}}$ the form

$$
\begin{equation*}
\mathfrak{R}_{g_{1}}\left(\theta_{x}\right)=u_{\beta}^{\alpha}(x)+a_{0}, \tag{4.5}
\end{equation*}
$$

for certain real number $a_{0}$.
Take now $\hat{g}=g_{2}$, the second element of $G$. Since $\beta \neq g_{2}$, the polynomial $R_{\hat{g}}$ has degree $g_{2}-1$ and so $g_{2}-1 \notin G$, otherwise $0=W_{a}^{Y}(x)$ is a contradiction because $W_{a}^{Y}$ would be a polynomial of degree $2\left(g_{2}-1+\sum_{g \in G} g+\sum_{h \in H} h-\binom{m_{1}+1}{2}-\binom{m_{2}}{2}\right)>0$ (see (2.6)). Hence, we conclude that $g_{2}-1 \in G$ and so $g_{2}=\beta+1$. Proceeding as before, we can then conclude that

$$
\Re_{g_{2}}\left(\theta_{x}\right)=u_{\beta+1}^{\alpha}(x)-\frac{a_{0}(\beta+1)}{\beta-1} u_{1}^{\alpha}(x)+a_{1}
$$

for certain real number $a_{1}$. We can now proceed in the same way to get (1.17).
Similarly, for the polynomials $\mathfrak{S}\left(\theta_{x}\right)$ in (1.18), we start with $0=\left\langle(1-x) q_{n}, b_{m_{1}+1}\right\rangle$, for $n$ big enough and for $\hat{h} \in H$ we write $0 \leq \hat{l} \leq m_{2}-1$, for the index such that $\hat{h}=h_{\hat{l}+1}$. Taking $\tau_{\hat{l}}=1$ and $\tau_{l}=0$ for $l \neq \hat{l}$ we proceed then in the same way as before but using $\alpha$ instead of $\beta$ and (2.7) instead of (2.5).

If $\alpha=1, \ldots, \max H$, or $/$ and $\beta=1, \ldots, \max G$, Theorem 4.2 is no longer true. Even Corollary 4.4 also fails in this case, as the following example shows.
Example 4.8. Take $G=\{1\}, H=\{2\}, \alpha=2, \beta=1$, and

$$
R_{1}(x)=x+1, \quad S_{2}(x)=x^{2}+2 x / 3+1 / 2
$$

Using Maple one can see that the polynomials $\left(q_{n}\right)_{n}$ satisfy recurrence relations of the form (1.2) for

$$
Q_{0}(x)=x(x-2), \quad Q_{1}(x)=\frac{x^{2}}{2}(2 x-3)
$$

However $Q_{0}^{\prime}(x)=-2(1-x)$ and $Q_{1}^{\prime}(x)=-3 x(1-x)$ are not divisible by $(1+x)(1-x)^{2}$. Computational evidence suggests that

$$
\tilde{\mathfrak{D}}_{n}=\left\{Q(x)+c_{0} Q_{0}(x)+c_{1} Q_{1}(x):(1+x)(1-x)^{2} \text { divides } Q^{\prime} \text { and } c_{0}, c_{1} \in \mathbb{R}\right\} .
$$
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