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INVARIANTS FOR LEVEL-1 PHYLOGENETIC NETWORKS UNDER THE

CAVENDAR-FARRIS-NEYMAN MODEL

JOSEPH CUMMINGS, BENJAMIN HOLLERING, CHRISTOPHER MANON

Abstract. Phylogenetic networks can model more complicated evolutionary phenomena that trees fail to
capture such as horizontal gene transfer and hybridization. The same Markov models that are used to
model evolution on trees can also be extended to networks and similar questions, such as the identifiability
of the network parameter or the invariants of the model, can be asked. In this paper we focus on finding
the invariants of the Cavendar-Farris-Neyman (CFN) model on level-1 phylogenetic networks. We do this
by reducing the problem to finding invariants of sunlet networks, which are level-1 networks consisting of
a single cycle with leaves at each vertex. We then determine all quadratic invariants in the sunlet network
ideal which we conjecture generate the full ideal.

1. Introduction

The field of phylogenetics aims to determine the evolutionary relationships between species which are often
represented with trees. There are some evolutionary phenomena that trees are unable to capture though.
Non-treelike evolutionary processes include horizontal gene transfer where genetic material is passed laterally
within a generation or hybridization [32, 41]. Phylogenetic networks have emerged as a tool to model events
in the evolutionary history of organisms that tree models are unable to represent. This has spurred an effort
to study networks and develop methods to reconstruct them from data. Many results have already been
obtained on the combinatorial properties of networks and many current methods for constructing networks
are combinatorial in nature [25, 36]. Other methods that have been used to infer trees have also been
extended to networks such as maximum parsimony [26], maximum likelihood [27], and neighbor joining [7].

Recently, there has been work on the algebraic structure of network models motivated by the advances
that algebraic methods achieved for tree models which include many identifiability results [1, 2, 5, 30, 33]
and descriptions of the phylogenetic invariants of many tree-based models [3, 12, 13, 31, 38]. Algebraic
methods have also led to competitive methods for reconstructing trees such as those described in [11, 14, 16]
which all utilize invariants. Gross and Long began the study of the algebraic and geometric structure of
network models in [19] and obtained some identifiability results for a certain class of Jukes-Cantor (JC)
network models. Further identifiability results have since been obtained for networks using algebraic and
combinatorial methods. These include level-1 networks under the coalescent model [4], large-cycle networks
under the Kimura 2-Parameter (K2P) and Kimura 3-Parameter (K3P) models [24], and level-1 networks
under the JC, K2P, and K3P models [21]. There have also been some results obtained on the invariants of
network models such as those in [9].

In this paper we focus on finding the invariants of the Cavendar-Farris-Neyman (CFN) model on level-1
phylogenetic networks. The discrete Fourier transform, which is used to simplify the parameterization of
group-based models, such as the CFN model, can also be applied to network models as well [19]. After
applying this transform, CFN tree models become toric varieties but the same is not true for CFN network
models which makes analyzing their algebraic structure more difficult. As observed in [19], the toric fiber
product of [39] can still be applied to group-based network models. Our approach leverages this toric fiber
product structure to reduce the problem to that of finding the invariants for sunlet networks which consist
of only a single cycle. While sunlet network varieties are still not toric, they do have a lower-dimensional
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torus action on them meaning they are T-varieties [22]. We use this torus action to break up the ideal of
invariants of a n-leaf sunlet network into homogeneous graded pieces we call gloves. As a result, we arrive
at the following theorem.

Theorem. A quadratic f is an invariant of the n-sunlet network if and only if it is an invariant for both of
the underlying trees obtained by deleting a reticulation edge.

We then explicitly produce all quadratic generators of the sunlet network ideal that lie in a given graded piece
which gives a complete set of quadratic generators of the sunlet network ideal under the CFN model. We
conjecture that the sunlet network ideal is generated by quadratics which would imply our set of quadratic
generators actually generate the entire ideal.

We have also studied the 4- and 5-leaf sunlet networks in more detail. We have shown through explicit
computation that their corresponding varieties are normal and Gorenstein. This means that any level-1
network that can be built by gluing together 4- and 5-leaf sunlets along trees is normal and Cohen-Macaulay
since these properties are preserved by the toric fiber product. Level-1 networks built from gluing 4- and
5-sunlets along leaves that are not adjacent to the reticulation vertex of the respective networks are also
Gorenstein for the same reason but this may not hold if networks are glued together along leaves adjacent to
the reticulation vertex. Lastly, we compute the multigraded Hilbert function of the 4-leaf sunlet network. All
of these computational results along with an implementation of our algorithm to find quadratic generators
and computational evidence for our conjectures can be found at:

https://github.com/bkholler/CFN Networks.

This paper is organized as follows. In Section 2, we provide some background on phylogenetic models with a
particular emphasis on the CFN model and the ideal of invariants for CFN tree models. We also describe the
toric fiber product. In Section 3, we show that studying the CFN model on level-1 networks can be reduced
to understanding the CFN model on n-sunlets. In Section 4, we give a complete description for quadratic
invariants for any sunlet network. In Section 5, we focus on 4- and 5-leaf sunlet networks and describe some
algebraic properties of their ideals. In Section 6, we discuss some open problems and conjectures concerning
network ideals and give some possible directions for approaching them. In particular, we conjecture that the
CFN sunlet network ideal is generated by quadratics and is dimension 2n when the network has n leaves.
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2. Preliminaries

In this section, we provide some background on phylogenetic networks and phylogenetic Markov models on
them. We then discuss toric fiber products which will be useful tools for describing the ideal of phylogenetic
invariants for the CFN model on a phylogenetic network.

2.1. Phylogenetic Networks. In this section, we review the basics of phylogenetic networks and define
some network structures that we will use throughout the paper. Our notation and terminology is adapted
from [19, 20]. For additional information on the combinatorial properties of networks and definitions asso-
ciated to them we refer the reader to [20, 36].

Definition 2.1. A phylogenetic network N on leaf set rns “ t1, 2, . . . nu is a rooted acyclic digraph with no
edges in parallel and satisfying the following properties:

(1) the root has out-degree two;
(2) a vertex with out-degree zero has in-degree one, and the set of vertices with out-degree zero is rns;
(3) all other vertices have either in-degree one and out-degree two, or in-degree two and out-degree one.

Vertices with in-degree one and out-degree two are called tree vertices while vertices with in-degree two and
out-degree one are called reticulation vertices. Edges directed into a reticulation vertex are called reticulation
edges and all other edges are called tree edges. This paper focuses on the CFNmodel which is group-based and
hence time-reversible. This means that it is impossible to identify the location of the root under this model
so we are only interested in the underlying semi-directed network structure of the phylogenetic network.
The underlying semi-directed network of a phylogenetic network is obtained by suppressing the root and
undirecting all tree edges in the network. The reticulation edges remain directed though. This is illustrated
in Figure 1.

As the number of reticulation vertices in the network increases, the parameterization of the model becomes
increasingly complicated. A common restriction is to limit the number of reticulation vertices in each
biconnected component of the network. A network is called level-k if there is a maximum of k reticulation
vertices in each biconnected component of the network. In this paper we will focus on level-1 networks and
a special subclass of these networks called sunlet networks which were first studied in [19].

Definition 2.2. A n-sunlet network is a semi-directed network with one reticulation vertex and whose
underlying graph is obtained by adding a leaf to every vertex of a n-cycle. We denote with Sn the n-sunlet
network with reticulation vertex adjacent to the leaf 1 and the other leaves labelled clockwise from 1 in
increasing order.

Note that any level-1 network can be constructed by gluing sunlets of possibly different sizes along trees.
It was noted in [19] that this corresponds to a toric fiber product of their ideals. We develop this further
in Section 3. We end this section with an example that corresponds to the 4-sunlet, S4, which we will use
throughout this paper.

Example 2.3. Consider the network pictured on the left in Figure 1. This is a 4 leaf, level-1 network. The
reticulation edges are dashed and the reticulation vertex is the vertex adjacent to the leaf labelled 1. It’s
underlying semi-directed network is pictured on the right. This semi-directed network is a 4-sunlet with
reticulation vertex 1. Observe that deleting either of the reticulation edges in the sunlet network yields an
unrooted binary tree with 4 leaves but that these two trees are not the same.

2.2. Phylogenetic Markov Models. In this section, we review the basics of phylogenetic Markov models
for trees and networks. For additional information we refer the reader to [34, 36]. Phylogenetic Markov
models on networks are determined by the trees that result from deleting reticulation edges in the network.
This means we first need to describe phylogenetic Markov models on trees.
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Figure 1. A four leaf, level-1 network pictured on the left with all edges directed away from the root. On
the right is the associated semidirected network obtained by suppressing the root and undirecting all tree
edges. The edges are implicitly assumed to be directed into the vertex adjacent to the leaf 1.

A κ-state phylogenetic Markov model on a n-leaf, leaf-labelled rooted binary tree T gives us a joint distribu-
tion on the states of the leaves of T . This joint distribution is determined by associating a random variable
Xv with state space rκs to each internal vertex v of T and a κ ˆ κ transition matrix M e to each directed
edge e “ pu, vq of T such that M e

i,j “ P pXv “ j|Xu “ iq. Also associate a root distribution π is to the root
ρ of T . Let Xi be the random variable associated to the leaf labelled i for i P rns. Then the probability of
observing a configuration px1, . . . xnq P rκsn of states at the leaves is

P pX1 “ x1, . . . , Xn “ xnq “
ÿ

jPrκsIntpT q

πjρ

ź

pu,vqPEpT q

M
pu,vq
ju,jv

.

Note that the joint distribution of pX1, . . .Xnq is given by polynomials in the entries of π and the M e. This
means that the model can be thought of as a polynomial map

ψT : ΘT Ñ ∆κn´1

where ΘT is the stochastic parameter space of the model (the space of transition matrices and root distri-
butions) and ∆κn´1 is the probability simplex. Since this map is a polynomial map, tools from algebraic
geometry can be used to study the model. This is one of the key takeaways from algebraic statistics and we
refer the reader to [40] for additional information.

We ignore the restrictions of the stochastic parameter space and extend ψT to be a complex polynomial map

and study the variety VT “ impψT q
Zar

which is called the phylogenetic variety associated to T . Polynomials
in the vanishing ideal IT “ IpVT q are called phylogenetic invariants and a major problem for any phylogenetic
model is to describe this ideal. Characterizing the invariants of phylogenetic models began with [10, 29] and
has been continued by many including but not limited to [3, 12, 13, 31, 38].

We can now use the Markov models we have for trees to define phylogenetic Markov models on networks. Let
N be a network with reticulation vertices v1, . . . vm and let e0i and e1i be the reticulation edges adjacent to
vi. Associate a transition matrix to each edge of N . Independently at random we delete e0i with probability
λi and otherwise delete e1i and record which edge is deleted with a vector σ P t0, 1um where σi “ 0 indicates
that edge e0i was deleted. Each σ corresponds to a different tree Tσ. Then the parameterization ψN is given
by

(1) ψN “
ÿ

σPt0,1um

˜
mź

i“1

λ1´σi

i p1 ´ λiq
σi

¸
ψTσ

where ψTσ
is the parameterization corresponding to the tree Tσ with transition matrices inherited from

the original network N . Note that this is similar to a mixture model but with many additional relations
among the parameters. The parameterization ψN is still a polynomial map though which means we can still
consider the Zariski closure of the image ψN and the corresponding ideal of phylogenetic invariants, IN . As
mentioned previously, if the phylogenetic model is time-reversible then we get the same model by considering
the Markov process on the underlying semi-directed network. We end this section with our running example.
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Figure 2. A 4 leaf 4-cycle network N and the two trees T0 and T1 that are obtained by deleting the
reticulation edges e8 and e5 respectively.

Example 2.4. Consider the 4-sunlet S4 pictured in figure 2 with reticulation vertex adjacent to the leaf 1
and reticulation edges e5 and e8. The trees T0 and T1 are obtained by deleting edges e8 and e5 respectively.
Since there is only one reticulation vertex in S4, the sum in Equation 1 simplifies to

ψS4
“ λψT0

` p1 ´ λqψT1
.

The transition matrices used in the parameterization maps ψTi
are inherited from the original network. For

instance the edge e6 in the original network has a transition matrix M e6 associated to it and thus the edge
e6 that appears in T0 and the edge e6 that appears in T1 both use the same transition matrix M e6 .

2.3. The CFN Model. In this section, we review the CFN model, sometimes called the binary Jukes-
Cantor model, and some known results about the ideal of phylogenetic invariants of trees under this model.
In particular, we describe the discrete Fourier transform which turns the map ψT into a monomial map
in the transformed parameters and thus the ideal IT becomes a toric ideal [38]. This vastly simplifies the
network parameterization as well and will make it much easier to define the parameterization explicitly. We
begin with a description of general group-based models and then discuss the CFN model in particular.

Definition 2.5. Let G be a finite abelian group of order κ and T a rooted binary tree. The state space
of the random variables Xv is identified with the elements of the group G. A group-based model on T is a
phylogenetic Markov model on T such that for each transition matrixM e, there exists a function fe : G Ñ R

such that M e
g,h “ fpg ´ hq.

The CFN model is a 2 state phylogenetic Markov model where the states are purine (adenine and guanine)
and pyrimidine (thymine and cytosine), that is the DNA bases are grouped into two groups corresponding
to their chemical structure. It is a group-based model for the group G “ Z{2Z with the states purine and
pyrimidine arbitrarily associated to the elements of Z{2Z. This means the transition matrices in the model
have the form

M e “

ˆ
α β

β α

˙

and the associated function fe : Z{2Z Ñ R is simply fep0q “ α and fep1q “ β.

Group-based models allow for a linear change of coordinates that makes ψT a monomial map in the trans-
formed parameters. This means many group-based models (such as the CFN, JC, K2P, and K3P models)
are toric varieties in the transformed coordinates [38]. This change of coordinates is called the discrete
Fourier transform and was first utilized in [15, 23]. The new image coordinates, commonly called the Fourier
coordinates, are denoted with qg1,...,gn for g1, . . . , gn P G. For the CFN model, that is we have G “ Z{2Z,
the parameterization ψT can be given in terms of the edges of the tree and their corresponding splits which
we briefly describe first.

A split of rns is a set partition A|B of the set rns. A split A|B is valid for an unrooted binary tree T leaf-
labelled by rns if it can be obtained as the leaf sets of the two connected components of T ze for some edge e
of T . So we let ΣpT q be the set of edges of T and to each edge e we associate the split Ae|Be that deleting
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the edge e yields. Now for each edge e P ΣpT q and each group element g P Z{2Z we have a parameter aeg.
The parameterization of the model ψT in the Fourier coordinates is given by

(2) qg1,...gn “

$
&
%

ź

Ae|BePΣpT q

aeř
iPAe

gi
if

ř
iPrns

gi “ 0

0 otherwise.

Note in the parameterization we are utilizing the natural identification between the edge e and its associated
split Ae|Be. We can now think of the variety VT as being the closure of the map given in Equation 2 where
the parameters are allowed to range freely over the complex numbers.

We now introduce two different interpretations of the toric ideal IT that will be useful in building the sunlet
ideal ISn

. Sturmfels and Sullivant showed in [38] that the ideal of phylogenetic invariants for a tree T

under the CFN model can be constructed in the following way. Let A|B be a split of T and let |A| “ j

so |B| “ n ´ j. For each i P Z{2Z we form a matrix Mi with rows indexed by sequences r P pZ{2ZqA and
columns indexed by sequences c P pZ{2ZqB such that

ř
aPA ra “

ř
bPB cb “ i. The entry of Mi in row r and

column c is qg such that g|A “ r and g|B “ c. Then the ideal of phylogenetic invariants for the tree T is
given by all of the 2 ˆ 2 minors of the matrices Mi as A|B ranges over all the splits of T . The following
example illustrates this construction.

Example 2.6. Let T be the unrooted binary tree determined by the split 12|34. Then

M0 “

00 11ˆ ˙
00 q0000 q0011
11 q1100 q1111

and M1 “

01 10ˆ ˙
01 q0101 q0110
10 q1001 q1010

.

So the ideal of phylogenetic invariants for T is IT “ xq0000q1111 ´ q0011q1100, q0101q1010 ´ q0110q1001y.

Essentially, their construction shows that the ideal IT is given by rank constraints on matrices that come
from slicing and flattening the tensor pqg : g P pZ{2Zqnq according to the splits of T . This determinantal
representation is also amenable to computation since determining whether or not a point is in the variety can
be done by verifying that the rank of the associated matrices, Mi, is at most one. Another representation
of relations in IT was given by Buczyńska and Wísniewski in [8]. They use systems of paths on the tree T

to describe these binomials instead. Note that any g P pZ{2Zqn defines a unique system of disjoint paths on
T that connects the leaves ℓ such that gℓ “ 1 [8, Lemma 2.4]. One can also construct this path system by
including every edge e such that for the associated split Ae|Be it holds that

ř
aPAe

ga “
ř

bPBe
gb “ 1. The

following example illustrates their construction.

Example 2.7. Let T again be the 4 leaf tree defined by the single split 12|34. Note that each g P pZ{2Zq4

corresponds to a unique system of disjoint paths between the leaves ℓ P r4s such that gℓ “ 1. For instance
q0101 corresponds to the red path

1

2 3

4 .

We saw in Example that q0000q1111 ´ q0011q1100 P IT . Using the interpretation of the variables as paths, we
can see this relation as encoding that two systems of paths are equivalent. The paths are pictured below in
red.

1

2 3

4
q0000

1

2 3

4
q1111

=

1

2 3

4
q0011

1

2 3

4
q1100
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Since the discrete Fourier transform gives a linear change of coordinates it can also be applied to group-based
models on phylogenetic network models [19]. This means the parameterization of Sn is

(3) qg1,...gn “

$
&
%

ź

Ae|BePΣpT0q

aeř
iPAe

gi
`

ź

Ae|BePΣpT1q

aeř
iPAe

gi
if

ř
iPrns

gi “ 0

0 otherwise.

Example 2.8. Let Sn be the 4-sunlet pictured in Figure 2. As we saw in the previous example, the trees
T0 and T1 that are also pictured in Figure 2 are obtained from Sn by deleting the reticulation edges e8 and
e5 respectively. We denote the Fourier parameter corresponding to the edge ei and group element gj by aigj .
The parameterization ψSn

in the Fourier coordinates is

qg1,g2,g3,g4 “

#
a1g1a

2
g2
a3g3a

4
g4
a5g1a

6
g1`g2

a7g4 ` a1g1a
2
g2
a3g3a

4
g4
a6g3a

7
g1`g4

a8g1 if
ř

iPr4s gi “ 0

0 otherwise

The first term in the above parameterization comes from the parameterization ψT0
in the Fourier coordinates

and the second term comes from ψT1
.

This new parameterization is easier to work with than the previous parameterization but ISn
is still not

a toric ideal in the new coordinates. This means the techniques used to analyze the ideal IT can not be
directly used to analyze ISn

. One of our goals in this paper is to develop new techniques to describe the
invariants in ISn

that are reminiscent of the original constructions for trees.

2.4. Toric Fiber Products. In this section we recall the toric fiber product operation on multigraded ideals
first defined by Sullivant in [39].

We first consider a polynomial ring Crx̄s :“ Crx1, . . . , xns equipped with a grading by elements of a lattice
M . This means that there is a linear map deg : Nn Ñ M , and a direct sum decomposition of Crx̄s as a
C-vector space into isotypical components indexed by M :

Crx̄s “
à

mPM

Crx̄sm,

where Crx̄sm has a basis of the set of monomials xα where degpαq “ m. The support semigroup Spdegq Ď M

is defined to be the set of m such that Crx̄sm ‰ 0. It is straightforward to show that Spdegq is closed under
under addition, contains 0 P M , and is generated by the set td1, . . . , dnu Ă M , where di “ degpeiq.

A polynomial f P Crx̄s is said to be M -homogeneous if f P Crx̄sm for some m P Spdegq. Equivalently, f is
M -homogeneous if and only if each non-zero monomial term Cαx

α appearing in f satisfies degpαq “ m. A
polynomial ideal I Ď Crx̄s is M -homogeneous if it satisfies the following equivalent conditions:

(1) I “ xf1, . . . , fℓy for M -homogeneous polynomials fi P Crx̄smi
,

(2) I “
À

mPM Im, where Im “ I X Crx̄sm.

Next we consider twoM -graded polynomial rings Crx̄s, Crȳs with homogeneous ideals I Ă Crx̄s and J Ă Crȳs.
Let deg1 : Nn Ñ M and deg2 : Nm Ñ M be the linear maps corresponding to the M -gradings on Crx̄s and
Crȳs, respectively. We make the technical assumption that the set of degrees A “ td1, . . . , dru Ă M obtained
by applying the functions deg1, deg2 to the generators of Crx̄s and Crȳs form a linearly independent set in
M , and we assume without loss of generality that rankpMq “ r. We also assume that each degree di is
realized by an element of x̄ and an element of ȳ. These conditions are satisfied by the toric fiber products of
cycle networks we consider in this paper, whereM “ Z2 and the degree set can be taken to be tp0, 1q, p1, 0qu.

We define S Ă Crx̄, ȳs to be the subalgebra spanned by those monomials xαyβ such that deg1pαq “ deg2pβq.
It is a straightforward consequence of the linear independence assumption on A that S is generated as an
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algebra by the monomials xiyj where xi and yj have the same M -degree. We let Crz̄s be the polynomial
ring on variables zij , where ij corresponds to a monomial xiyj with this property. We let φ denote the
composition of the following ring homomorphisms:

Crz̄s Ñ Crx̄, ȳs Ñ Crx̄, ȳs{xI, Jy

zij Ñ xiyj Ñ rxiyjs

The following is the main definition of [39].

Definition 2.9. Let I Ă Crx̄s and J Ă Crȳs be M -graded ideals as above, then the toric fiber product
I ˆM J Ă Crz̄s is defined to be the kernel of φ.

A key feature of the toric fiber product construction in the linearly independent case we consider here is that
a Gröbner basis for I ˆM J can be assembled from Gröbner bases for I and J . Recall that a weight vector
w P Qn defines an initial ideal inwpIq Ă Crx̄s (see [37]). In particular, inwpIq is generated by the initial
forms inwpfq for f P I, where inwpfq is the polynomial obtained from f by taking only those monomial
terms whose monomial power is minimized on the inner product with w. We say that G Ă I is a Gröbner
basis for I with respect to w if the initial forms tinwpgq | g P Gu Ă inwpIq are a generating set.

The kernel of the map Crz̄s Ñ Crx̄, ȳs is a binomial ideal with a distinguished generating set QuadM .
Following the description in [39, Proposition 2.6], we suppose xi1 ,xi2 , yj1 , yj2 all have the same degree d,
then we get a relation:

zi1,j1zi2,j2 ´ zi1,j2zi2,j1 .

Ranging over all d P A we obtain a set of binomial quadratic relations QuadM Ă I ˆM J .

Let w1 P Qn and w2 P Qm be weights for Crx̄s and Crȳs, respectively. We obtain a weight φ˚pw1, w2q for Crz̄s
by setting φ˚pw1, w2qrzijs “ w1rxis ` w2ryjs. For an M -homogeneous polynomial g P Crx̄s, Liftpgq Ă Crz̄s
is obtained as follows. Let g “

ř
Cax

a1

1
¨ ¨ ¨xan

n , where
ř
ai deg1pxiq “ u P M is fixed for all monomials with

Ca ‰ 0. Linear independence of A implies that for each di P A, the total contribution of di in each monomial
term is independent of a. Now, for each xi select κpiq P rms such that deg1pxiq “ deg2pyκpiqq and κpiq “ κpjq
when deg1pxiq “ deg1pxjq. This choice κ defines a set of monomial generators z1,κp1q, . . . , zn,κpnq P Crz̄s.
The κ-lift of g is the polynomial gκ “

ř
Caz

a1

1,κp1q ¨ ¨ ¨ zan

n,κpnq P Crz̄s. The set Liftpgq is then defined to be the

set of all such lifts. The lift of an M -homogeneous polynomial in Crȳs, and the lift of a set of a polynomials
are defined similarly. The following is [39, Theorem 2.8].

Proposition 2.10. Let G1 Ă I and G2 Ă J be Gröbner bases with respect w1 and w2 respectively, then
tLiftpG1q,LiftpG2q,QuadMu is a Gröbner basis with respect to φ˚pw1, w2q, and inw1

pIq ˆM inw2
pJq “

inφ˚pw1,w2qpI ˆM Jq.

Corollary 2.11. If I and J have weights w1 w2, respectively, with Gröbner bases with degrees bounded above
by k, then there is a Gröbner basis of IˆM J with respect to φ˚pw1, w2q of degree greater than 2 and bounded
above by k. If the initial ideals inw1

pIq, inw2
pJq are toric, then inφ˚pw1,w2qpI ˆM Jqq is toric.

Proof. If inw1
pIq, inw2

pJq are toric, then Proposition 2.10 implies that inφ˚pw1,w2qpI ˆM Jqq is the kernel of
a map to a domain, and possesses a binomial Gröbner basis. �

The assumption that I and J are M -homogeneous ideals implies that their factor rings A “ Crx̄s{I and
B “ Crȳs{J are M -graded as well:

8



A “
à

mPM

Am B “
à

mPM

Bm.

The linear independence of the set A Ă M implies that the factor ring Crz̄s{I ˆM J is isomorphic to the
subalgebra

À
mPM Am b Bm Ă A bC B. We let pA bC BqTM denote this subalgebra. This notation is

explained as follows. The spectrum of the group algebra CrM s is an algebraic torus TM , and the M -grading
on A and B naturally corresponds to an action by TM , where the graded components Am and Bm are the
m P M -isotypical spaces of A and B, respectively, when these rings are regarded as TM representations.
Consequently, we can define an “anti-diagonal” TM -action on the tensor product A bC B by giving Bm

isotypical degree ´m. The subring pA bC BqTM Ă A bC B is the ring of invariants with respect to the
antidiagonal action. In the following we use the invariant-theoretic interpretation of the toric fiber product.

Proposition 2.12. With I, J , and A, A, and B as above, if A and B are normal, then pA bC BqTM is
normal. If there exist w1 and w2 such that Crx̄s{inw1

pIq and Crȳs{inw2
pJq are normal toric algebras, then

pA bC BqTM is normal and Cohen-Macaulay.

Proof. The invariant ring of a normal algebra is normal, and the invariant ring of a Cohen-Macaulay ring
is Cohen-Macaulay. If Crx̄s{inw1

pIq and Crȳs{inw2
pJq are normal toric algebras, then both are normal and

Cohen-Macaulay. It follows that the algebras A and B are normal and Cohen-Macaulay, and also that
Crz̄s{inφ˚pw1,w2qpI ˆM Jq is normal and Cohen-Macaulay. We conclude that pA b BqTM is normal and
Cohen-Macaulay as well. �

We recall the characterization of Gorenstein normal toric algebras [6, Corollary 6.3.8]. Let P Ď Rn be a
polyhedral cone with affine semigroup SP “ P X Zn and relative interior intpP q. For w P P let rws denote
the associated element of the affine semigroup algebra KrSP s, The canonical module of KrSP s is isomorphic
to the ideal xrws | w P intpP q X Zny “ ΩP Ă KrSP s. The algebra KrSP s is Gorenstein if and only if
ΩP “ rwsKrSP s for some w P intpP q.

Proposition 2.13. Let I, J , and A, A, and B be as above. Suppose there exist w1 and w2 such that
Krx̄s{inw1

pIq and Krȳs{inw2
pJq are Gorenstein normal toric algebras isomorphic to KrSP s and KrSQs for

cones P Ă Rn and Q Ď Rm, respectively. Finally, suppose that the canonical module generators u P P and
v P Q have the same M -degree. Then Krz̄s{inφ˚pw1,w2qpI ˆM Jq and pA b BqTM are normal Gorenstein
algebras.

Proof. If pp, qq P SP ˆMSQ is not of the form pp1, q1q`pu, vq for p1 P SP and q1 P SQ, then it follows that p P SP

or q P SQ is not an interior point of P or Q, respectively. Say p is not an interior point of P . It follows that
for some linear function ℓ : Rn Ñ R, ℓppq “ 0 and ℓpwq ą 0. We extend ℓ to ℓ1 : RnˆRm Ñ R. It follows that
ℓ1pp, qq “ 0 and ℓ1pu, vq ą 0, so that pp, qq must be on the relative boundary of P ˆM Q. By contrapositive,
if pp, qq is a relative interior point of P ˆM Q, then pp, qq “ pp1, q1q ` pu, vq, for some pp1, q1q P SP ˆM SQ.
This implies that Krz̄s{inφ˚pw1,w2qpI ˆM Jq is normal and Gorenstein. It follows that pA bBqTM is normal
and Cohen-Macaulay, with the same Hilbert function as its initial algebra Krz̄s{inφ˚pw1,w2qpI ˆM Jq. Now

[35, Theorem 4.4] implies that pA bBqTM is Gorenstein. �

3. Reduction to Sunlet Networks

In this section, we show that gluing level-1 networks together along a leaf corresponds to a toric fiber product
of their corresponding ideals. This was pointed out in [19] but the authors do not prove it. We include a
more detailed discussion and the proof here for completeness. This means that the ideal of invariants for
any network can be constructed by taking toric fiber products of sunlet networks and trees.

Let N be a level-1 network and observe that we can either find an edge e such that when e is cut, N is
split into two new networks N´ and N` where N´ and N` are level-1 networks with fewer leaves or that

9



no such e exists in which case N is a sunlet network or 3-leaf tree. We can of course recover the network N

by gluing N´ and N` along the edge e which is a leaf of both new networks. We denote the operation of
gluing these networks along a leaf edge as N “ N´ ˚ N`. This operation is pictured in Figure 3.

We now assume N does admit a decomposition N “ N´ ˚ N` and denote the ambient polynomial rings of
these networks with Crqs, Crqs´, Crqs`. Note that their corresponding ideals IN , IN´ , IN` are all homoge-
neous in the grading determined by degpqgq “ ege where ege is the corresponding standard basis vector.

Example 3.1. Let N´ be the corresponding network pictured in Figure 3 then

Crqs´ “ Crqg|g “ pg1, g2, g3, geq P Z2 and g1 ` g2 ` g3 ` ge “ 0s

and one can compute explicitly that

IN´ “ xq0000q1111 ´ q0011q1100 ` q0101q1010 ´ q0110q1001y Ď Krq´s.

We can clearly see that this polynomial is homogeneous of degree e0 ` e1 “

ˆ
1
1

˙
by simply examining the

last entry of the label sequence of each monomial.

Proposition 3.2. Assume N is not a sunlet network or 3-leaf tree and let N “ N´ ˚N` be a decomposition
of N into two smaller level-1 networks. Let each variable qg in Crqs, Crqs´, Crqs` have degree ege . Then
IN is the toric fiber product:

IN “ IN´ ˆA IN`

with A “ te0, e1u linearly independent.

Proof. We prove this by slightly modifying the parameterization ψN and then factoring it which is a standard
technique introduced in [39]. Recall that for a tree T , IT can be thought of as the kernel of the map

ψT : Crqs Ñ Craig : g P Z{2Z, i P EpN qs

given by Equation 2 and IN is then the kernel of the map

ψN “
ÿ

σPt0,1um

˜
mź

i“1

λ1´σi

i p1 ´ λiq
σi

¸
ψTσ

.

Note that squaring the variables associated to the edge e, which are aege , everywhere they appear does not
change the parameterization. Furthermore, the edge e which we have glued along is an edge in every tree
Tσ and so we can also split each Tσ along this edge to get two new trees T `

σ and T ´
σ . Then we have from

[39, Theorem 3.10] that

(4) ψTσ
pqgq “ ψT

´
σ

pqgqψT
`
σ

pqgq.

That is the parameterization for the tree Tσ factors as a product of the parameterizations for the trees T `
σ

and T ´
σ .

Without loss of generality let v1, . . . , vℓ be the reticulation vertices of N that lie in N´ and vl`1, . . . , vm be
those that lie in N`. Then we can substitute Equation 4 into ψN and regroup to get

ψN pqgq “
ÿ

σPt0,1um

«˜
ℓź

i“1

λ1´σi

i p1 ´ λiq
σi

¸
ψT

´
σ

pqgq

ff «˜
mź

i“ℓ`1

λ1´σi

i p1 ´ λiq
σi

¸
ψT

´
σ

pqgq

ff

“

¨
˝ ÿ

σPt0,1uℓ

˜
ℓź

i“1

λ1´σi

i p1 ´ λiq
σi

¸
ψ
T

´
σ

pqgq

˛
‚

¨
˝ ÿ

σPt0,1um´ℓ

˜
mź

i“ℓ`1

λ1´σi

i p1 ´ λiq
σi

¸
ψ
T

`
σ

pqgq

˛
‚

“ ψN´ pqgqψN` pqgq

since trees T´
σ and T`

σ are exactly the trees that appear in the parameterization of ψN´ and ψN` respectively.
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Figure 3. We can glue two four leaf networks along identified leaves to get a six leaf network. This
corresponds to taking a toric fiber product of the corresponding ideals.

This implies that ψN factors through the map

φ : Crqs Ñ Crqs´ b Crqs`

qg ÞÑ qg´ b qg`

and thus IN is the desired toric fiber product. �

Remark 3.3. The exact same proof can be used to extend the above proposition to all group-based models
on level-1 phylogenetic networks. We present it in terms of the CFN model here since that is the main focus
of our paper.

The above proposition gives an immediate algorithm for constructing the ideal IN if the ideals for all sunlet
networks and trees are known. The original network N is recursively decomposed into sunlet networks and
trees. One then builds the ideal back up by taking toric fiber products of the sunlet network ideals and tree
ideals. Since the ideals corresponding to trees are completely known, the problem of finding the ideal IN
now amounts to understanding the sunlet network ideals ISn

. This is our main focus for the remainder of
this paper.

4. Quadratic Invariants of Sunlet Networks

4.1. Sunlet Networks are Graded. Let Sn be the n-sunlet network. The leaf edges are labelled e1, . . . , en,
the reticulation edges are en`1 and e2n, and all the other edges are listed sequentially around the cycle
clockwise. Let

Rn “ Crqg1,...,gn | pg1, . . . , gnq P pZ{2Zqn and
nÿ

i“1

gi “ 0s

and let
Sn “ Craig | g P Z{2Z and 1 ď i ď 2ns.

Then the defining ideal of Sn is given by the kernel of ψn : Rn Ñ Sn defined by

qg1,...,gn ÞÑ
nź

j“1

ajgj

˜
n´1ź

j“1

a
n`jřj

ℓ“1
gℓ

`
nź

j“2

a
n`jřj

ℓ“2
gℓ

¸
.

We grade Rn by Zn`1 as follows:
degpqg1,...,gkq “ p1, h1, . . . , hkq
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where hi “ 1 if gi “ 1 and hi “ 0 if gi “ 0. Similarly, we grade Sn by Zn`1 as follows:

degpajgj q “

$
’&
’%

0 if j ą n

p1, h1, 0, . . . , 0q if j “ 1

p0, 0, . . . , hj, . . . , 0q if 2 ď j ď n

where the hj ’s are defined as above and it occurs in the pj ` 1qst position. In this way, we see that ψn is
Zn`1-graded C-algebra homomoprhism; thus, the kernel of ψn inherits the grading on Rn.

Remark 4.1. We have shown that the coordinate ring of the n-sunlet variety is graded by Zn`1. In
particular, this makes the variety into a T -variety: there is a T – pCˆqn`1-action on the variety. We note
that Sn does not yield a toric variety since in general dimpT q ă dimSn.

4.2. Quadratic phylogenetic invariants for sunlet networks. In this subsection, we will leverage the
grading from Section 4.1 to find all quadratic invariants of Sn. At first glance, this procedure might feel
slightly unnatural; however, as we will see in Section 4.3, our approach produces all quadratic invariants for
any phylogenetic tree. Since these ideals are generated by quadratics this completely describes all invariants
for trees, and so we argue that this is a natural procedure to try on networks. At the end of this subsection,
we will also give a visual representation of the quadratic invariants in terms of paths in the network.

Throughout this section, let ψn : Rn Ñ Sn be the parameterization of the network variety Sn as defined in
Section 4.1, and let Jn “ kerψn. We begin with a definition.

Definition 4.2. Fix F Ď rns and a P pZ{2ZqF . The glove, Gpn,F , aq, is the C-vector space spanned by all
quadratic monomials qgqh in Rn so that g|F “ h|F “ a and g|Fc ` h|Fc “ 1 where 1 is the all ones vector

in pZ{2ZqF
c

. If F “ H, then we simply write Gpn,Hq.

Remark 4.3. It is not efficient to consider all possible gloves since for some choices of F and a, the
corresponding glove intersects Jn trivially. In fact, given a glove, Gpn,F , aq Ď Rn, if Gpn,F , aq X Jn ‰ t0u,
then |rnszF | ě 4 and is even. In order to prove the claim, we first show that if |rnszF | is odd, then
Gpn,F , aq “ t0u. Indeed, if one considers a monomial qgqh P Gpn,F , aq, then it is not possible for

řn
i“1

gi
and

řn
i“1

hi to both be 0; hence, no such monomial exists. Now, suppose that |rnszF | “ 0 or 2. In either
case, dimCpGpn,F , aqq “ 1. Then as ψnpqgq ‰ 0 for any g and as Sn is an integral domain, all non-trivial
polynomials from Gpn,F , aq lie outside the kernel of ψn.

Remark 4.4. Note that when n ě 4 and is even, dimCpGpn,Hqq “ 2n´2. One way to see this is to note
that the indices tg,hu that appear in the chosen basis for Gpn,Hq are exactly the cosets of x1y ď tg P
pZ{2Zqn |

řn
i“1

gi “ 0u.

With respect to the Zn`1 grading from Section 4.1, each glove Gpn,F , aq is pRnqc where c1 “ 2 and ci`1 “ 1
if i R F and ci`1 “ 2ai when i P F . Moreover, this encompasses all graded components whose total degree
is 2. Therefore, in order to describe all quadratic phylogenetic invariants of Sn, it is enough to find a basis
for Gpn,F , aq X Jn for each choice of F and a where |rnszF | “ 2k for all k in t1, . . . , tn

2
uu.

In order to state the main result of this section, we need to define two linear maps obtained out of a glove
Gpn,F , aq. Consider two following subsets of rns:

Epn,Fq “ ti | |riszF | is even and 2 ď i ď n´ 1u

Opn,Fq “ ti | |riszF | is odd and 2 ď i ď n´ 1u.

When n and F are clear from context, we will just write E and O, respectively. Using these subsets of
t2, . . . , n ´ 1u, we color the monomials lying in Gpn,F , aq in two ways. If we have a monomial lying in
Gpn,F , aq, and we know that one of the factors is qg, then the other factor is determined by g. Thus, it is
convenient for us to only record “half” of each term, so we set

Lpn,F , aq “ tg | qgqh P Gpn,F , aq and g ălex hu.
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If qgqh P Gpn,F , aq and g P Lpn,F , aq, we define our two colorings as follows.

cEpqgqhq “

˜
jÿ

i“1

gi

¸

jPE

P pZ{2ZqE

cOpqgqhq “

˜
jÿ

i“1

gi

¸

jPO

P pZ{2ZqO

Now we can define our two maps Mn,F ,a
E

: Gpn,F , aq Ñ CpZ{2ZqE and Mn,F ,a
O

: Gpn,F , aq Ñ CpZ{2ZqO . With

respect to the bases tqgqh | g P Lpn,F , au, tec | c P pZ{2ZqEu, and tec | c P pZ{2ZqOu, these maps have the
following matrix representations.

pMn,F ,a
E

qpc,qgqhq “

#
1 if c “ cEpqgqhq

0 otherwise

and

pMn,F ,a
O

qpc,qgqhq “

#
1 if c “ cOpqgqhq

0 otherwise
.

At this point, we are fully equipped to state the main theorem of this section; however, we will delay the
proof until Section 4.4.

Theorem 4.5. Let Gpn,F , aq be a glove so that either 1 is not in F or 1 is in F but a1 “ 1. Then

Jn X Gpn,F , aq “ kerMn,F ,a
E

X kerMn,F ,a
O

.

On the other hand, if 1 is in F and a1 “ 0, then

Jn X Gpn,F , aq “ kerMn,F ,a
E

.

Remark 4.6. As we shall see in Section 4.3, Theorem 4.5 can be reformulated as follows: f P JnXGpn,F , aq
if and only if f is a phylogenetic invariant for both underlying trees. If we let IT0

and IT1
be the defining

ideals for the two underlying trees, then it is always true that Jn is contained in the intersection of IT0
and

IT1
; however, in general, Jn is not the intersection of these two toric ideals as can be seen even when n “ 4.

Indeed, the ideals for the two underlying trees are given by

IT0
“ xq0011q1100 ´ q0000q1111, q0110q1001 ´ q0101q1010y

IT1
“ xq0101q1010 ´ q0011q1100, q0110q1001 ´ q0000q1111y.

However, IT0
XIT1

is generated by one quadratic and one quartic, while J4 is generated by just the quadratic.

Proposition 4.7. If n is at least 4 and is even, then dimCpJn X Gpn,Hqq “ p2n{2´1 ´ 1q2. Moreover, as
long as 1 R F or 1 P F but a1 “ 1, Jn X Gpn,F , aq – Jn´|F | X Gpn,Hq.

Proof. For the first claim, note that n must be even; otherwise, Gpn,Hq is trivial. By Theorem 4.5, Jn X

Gpn,Hq is the intersection of kerMn,H
E

and kerMn,H
O

. Let Mn,H be the map Mn,H
E

‘ M
n,H
O

: Gpn,Hq Ñ

CpZ{2ZqE ‘ CpZ{2ZqO , so Jn X Gpn,Hq “ kerMn,H.

We will demonstrate that dimCpJn XGpn,Hqq “ p2n{2´1 ´ 1q2 by showing that the rank ofMn,H is 2n{2 ´ 1.
Then, as dimCpGpn,Hqq “ 2n´2, we will see by rank-nullity that dimCpJn X Gpn,Hqq “ 2n´2 ´ 2n{2 ` 1 “
p2n{2´1 ´ 1q2.

Note that |E| “ |O| “ n
2

´ 1. If we think of Mn,H as a matrix, its columns are indexed by monomials

qgqh P Gpn,Hq, and its first 2n{2´1 rows are indexed by the elements of pZ{2ZqE and the last 2n{2´1 rows
are indexed by pZ{2ZqO. We claim that the matrix for Mn,H takes the following form: (1) every column
is of the form ec1 ` ec2 where c1 P pZ{2ZqE and c2 P pZ{2ZqO, (2) each column is distinct, and (3) every
possible combination of ec1 ` ec2 occurs.
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The first point is clear by the definition of the maps Mn,H
E

and Mn,H
O

. For the second and third points, we

will show that for any c1 P pZ{2ZqE and c2 P pZ{2ZqO there is a unique qgqh P Gpn,Hq so that cEpqgqhq “ c1
and cOpqgqhq “ c2. Note that uniqueness will follow immediately since if there were two monomials whose
colors are c1 and c2, then they must be the same since c1 and c2 record all the partial sums of each of their
corresponding group elements. We will build up g P Lpn,F , aq whose partial sums are given by c1 and c2.
Let c P pZ{2Zqt2,...,n´1u be the unique vector with c|E “ c1 and c|O “ c2. If we let rc “ p0, c, 0q P pZ{2Zqn,

then we set gi “ rci ` rci´1 for i ě 2 and g1 “ 0. One can see that
řj

i“1
gj “ cj for any 2 ď j ď n ´ 1. In

order to get a monomial in the glove, we consider qgq1`g P Gpn,Hq. By construction, cEpqgq1`gq “ c1 and
cOpqgq1`gq “ c2.

Now, we can show that the row rank of Mn,H is one less than the number of rows. Up to scaling there is
only one linear relation among the rows which is given by adding up the first 2n{2´1 rows and subtracting off
the last 2n{2´1 rows. Points (2) and (3) above guarantee that this is the only relation among the rows. Since
the rank of Mn,H is 2n{2 ´ 1 and dimC Gpn,Hq “ 2n´2, we have that dimCpJn X Gpn,Hqq “ p2n{2´1 ´ 1q2.

For the second statement fix a glove Gpn,F , aq. First, suppose that
ř

iPF ai “ 0. Then for any g P

pZ{2Zqn´|F |, define gpF , aq P pZ{2Zqn as gpF , aq|F “ a and gpF , aq|Fc “ g. Then define a linear map
T : Gpn,Hq Ñ Gpn,F , aq defined by T pqgqhq “ qgpF ,aqq1`gpF ,aq. T is an isomorphism, and it is not hard to
see that there is a map which makes the diagram commute and is an isomorphism when restricted to the
images of the horizontal maps.

Gpn ´ |F |,Hq CEpn´|F |,Hq ‘ COpn´|F |,Hq

Gpn,F , aq CEpn,Fq ‘ COpn,Fq

Mn´|F|,H

T

Mn,F,a

It then follows that Jn X Gpn,F , aq – Jn´|F | X Gpn,Hq in this case. The other case, when
ř

iPF ai “ 1, is
exactly the same except gpF , aq is defined as gpF , aq|F “ a and gpF , aq|Fc “ g ` en´|F |. �

By the propsoition, in order to find a basis for Jn X Gpn,F , aq when 1 is not in F or 1 is in F but a1 “ 1, it
is enough to find a basis for Jn´|F | X Gpn´ |F |,Hq and then apply the map T . In the next proposition, we
provide an explicit basis for Jn X Gpn,Hq for any even n greater than or equal to 4.

Theorem 4.8. Fix an even integer n P Zě4, and a group element c P pZ{2Zqt2,...,n´1u so that c|Epn,Hq ‰ 0

and c|Opn,Hq ‰ 0. Then we define the polynomial

fc “ qgp0,0qqhp0,0q ´ qgpc|E,0qqhpc|E,0q ` qgpc|E,c|Oqqhpc|E,c|Oq ´ qgp0,c|Oqqhp0,c|Oq

in Jn X Gpn,Hq. Here gpc1, c2q is defined by setting g1 “ 0 and for i ě 2 we have that gi “ ci´1 ` ci where
c P pZ{2Zqn has c1 “ cn “ 0 and c|E “ c1 and c|O “ c2, and hpc1, c2q “ 1 ` gpc1, c2q. Then

Bn “ tfc | c P pZ{2Zqt2,...,n´1u and c|E ‰ 0, c|O ‰ 0u

is a basis for Jn X Gpn,Hq.

Proof. Note that by definition fc P Gpn,F , aq. To see that fc P Jn, note that

Mn,Hpfcq “ e0|E ` e0|O ´ ec|E ´ e0|O ` ec|E ` ec|O ´ e0|E ´ ec|O “ 0.

By Theorem 4.5, fc P Jn.

Since |Bn| is p2n{2´1 ´ 1q2, it is enough show that Bn is independent. Consider any linear combination of
the elements of Bn

0 “
ÿ

c

acfc.
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Projecting
ř

c acfc onto spanCtqgpc|E,c|Oqqhpc|E,c|Oqu, yields acqgpc|E,c|Oqqhpc|E,c|Oq from which it follows that
ac “ 0 for all such c. �

Remark 4.9. Let In be the ideal generated by all quadratics in Jn. Then Propositions 4.7 and 4.8 give a
recipe for obtaining generators of Jn X Gpn,F , aq where either 1 R F or 1 P F but a1 “ 0. The case when
1 P F and a1 “ 0 is easily taken care of using previously known technology. In this case, the parameterization
restricts to a monomial map. These phylogenetic invariants are obtained from the underlying tree T in Sn

where all the edges containing the reticulation vertex are deleted. Of course, this tree only has n´ 1 leaves,
so we lift these phylogenetic invariants to the network via the map qg ÞÑ qp0,gq. These facts along with
Propositions 4.7 and 4.8 allow us to find all quadratic generators of the sunlet network ideal very quickly.
Our implementation of this can be found in the macaulay2 file sunletQuadGens.m2.

Similar to the tree case, each variable qg can be thought of as a system of paths on the network. The paths
connecting the vertices ℓ such that gℓ “ 1 though are not necessarily unique. Indeed, there is a unique
system of paths connecting all such vertices for each tree. For a monomial, qg, we consider all the edges
in the network which are supported in either of these two path systems. Now, we fix a glove Gpn,F , aq so
that 1 R F . For any monomial qgqh P Gpn,F , aq, we take the symmetric difference of the collection of edges
obtained from each monomial. Below is an example with q001100q100010 P Gpt2, 6u, p0, 0qq Ă R6.

ˆ =

Note that in this example, the leaves which are omitted correspond to F “ t2, 6u. Note E “ t3, 5u,
O “ t2, 4u, cEpq001100q100010q “ p1, 0q P pZ{2Zqt3,5u, and cOpq001100q100010q “ p0, 0q P pZ{2Zqt2,4u. Putting

these two colorings together gives us p0, 1, 0, 0q P pZ{2Zqt2,3,4,5u. We see that the 1 in the coloring indicates
that e6`3 should be removed while the zeros in positions 2, 4, and 5 indicate that the edges e6`2, e6`4,
and e6`5 should remain in the resulting diagram. In fact, these observations hold true as long as 1 R F .
Therefore, we define the diagram for qgqh P Gpn,F , aq (for any F) by omitting any leaves which are in F

and any edge en`k when the coloring of the monomial in position k is 1. These diagrams gives us a visual
interpretation of the colorings cE and cO.

Example 4.10. These diagrams give us an easy way to tell if an element f P Gpn,F , aq is in an invariant.
For example, take f “ q101111q111000 ´ q101011q111100 ` q101101q111010 ´ q101110q111001 P Gpt1, 3u, p1, 1qq Ă R6.
Here E “ t4u and O “ t2, 3, 5u. Then cE and cO on each monomial is as follows.

cEpq101000q111111q “ 0 cOpq101000q111111q “ p1, 0, 0q

cEpq101011q111100q “ 0 cOpq101011q111100q “ p1, 0, 1q

cEpq101101q111010q “ 1 cOpq101101q111010q “ p1, 0, 1q

cEpq101110q111001q “ 1 cOpq101110q111001q “ p1, 0, 0q

Pictorially, this is as follows:

ψ6pq101111q111000 ` q101101q111010q “ ψ6pq101011q111100 ` q101110q111001q

` “ `

We can tell that f P J6 X Gpt1, 3u, p1, 1qq by noting that the odd colors, p1, 0, 0q and p1, 0, 1q, and the even

colors, 0 and 1, appear once on each side of the equation, i.e. M
t1,3u,p1,1q
E

pfq and M
t1,3u,p1,1q
O

pfq are both 0.

On the other hand, one can also see that J6 X Gpt1, 3u, p1, 1qq contains no binomials of the form

z1qg1
qh1

´ z2qg2
qh2
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for any suitable group elements and complex numbers zi P Czt0u. The reason being that if this were to
vanish under ψ6 that would mean that z1 “ z2 and the colorings of each qgi

qhi
would need to be identical,

but this would imply that g1 “ g2 and h1 “ h2.

Example 4.11. Let n “ 6 and F “ H. In this case, Gp6,Hq is spanned by the following 16 monomials.

q000000q111111, q000011q111100, q000101q111010, q000110q111001,

q001001q110110, q001010q110101, q001100q110011, q001111q110000,

q010001q101110, q010010q101101, q010100q101011, q010111q101000,

q011000q100111, q011011q100100, q011101q100010, q011110q100001

We have the following matrices where the columns are indexed by the monomials above and the rows are
indexed by elements of pZ{2Zq2 lexicographically.

M
6,H
E

“

¨
˚̊
˝

1 1 0 0 0 0 1 1 0 0 0 0 0 0 0 0
0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0
0 0 0 0 0 0 0 0 1 1 0 0 0 0 1 1

˛
‹‹‚

M
6,H
O

“

¨
˚̊
˝

1 0 0 1 0 0 0 0 0 0 0 0 1 0 0 1
0 1 1 0 0 0 0 0 0 0 0 0 0 1 1 0
0 0 0 0 0 1 1 0 0 1 1 0 0 0 0 0
0 0 0 0 1 0 0 1 1 0 0 1 0 0 0 0

˛
‹‹‚

Then J6 X Gp6,Hq is a 9 dimensional C-vector space spanned by the following polynomials.

q000000q111111 ´ q000110q111001 ` q000101q111010 ´ q000011q111100

q000000q111111 ´ q000110q111001 ` q001010q110101 ´ q001100q110011

q000000q111111 ´ q000110q111001 ` q001001q110110 ´ q001111q110000

q000000q111111 ´ q011000q100111 ` q011011q100100 ´ q000011q111100

q000000q111111 ´ q011000q100111 ` q010100q101011 ´ q001100q110011

q000000q111111 ´ q011000q100111 ` q010111q101000 ´ q001111q110000

q000000q111111 ´ q011110q100001 ` q011101q100010 ´ q000011q111100

q000000q111111 ´ q011110q100001 ` q010010q101101 ´ q001100q110011

q000000q111111 ´ q011110q100001 ` q010001q101110 ´ q001111q110000

Let us consider the colorings of the monomials in the last polynomial. Note E “ t2, 4u and O “ t3, 5u

cEpq000000q111111q “ p0, 0q cOpq000000q111111q “ p0, 0q

cEpq011110q100001q “ p1, 1q cOpq011110q100001q “ p0, 0q

cEpq010001q101110q “ p1, 1q cOpq010001q101110q “ p1, 1q

cEpq001111q110000q “ p0, 0q cOpq001111q110000q “ p1, 1q

This relation can be viewed pictorially as

ψ6pq000000q111111 ` q010001q101110q “ ψ6pq011110q100001 ` q001111q110000q

+ = +

We also note that the dimension of S6 is 12, its codimension is 20, and J6 is minimally generated by 79
polynomials; thus, contrary to say the 4-leaf case, S6 is not a complete intersection even set-theoretically.
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4.3. Quadratic phylogenetic invariants of trees. Let T be a binary tree with leaf set rns, and let IT be
the defining ideal for the corresponding variety. As was discussed in Section 2.3, the phylogenetic invariants
for this model are given purely in terms of 2 ˆ 2 minors of certain matrices. In this section, we give a
separate description for the generating set which is in line with the approach from Section 4.2. Using the
same reasoning as in Section 4.1, we can see that IT is also graded by Zn`1; hence, the quadratic generators
can be described by the C-vector spaces IT X Gpn,F , aq where we can again restrict to when rnszF is even
has cardinality at least 4. Recall that for any edge e P ΣpT q, the edge induces a split of the tree Ae|Be. In
this section, given a glove Gpn,F , aq, we define

ET pFq “ te P EpT q||AezF | is evenu.

When it is clear from context, we will simply write ET . Similarly, we let the linear mapMF ,a
ET

: Gpn,F , aq Ñ

CpZ{2ZqET be defined by the following matrix as in the previous subsection.

pMn,F ,a
ET

qc,qgqh “

#
1 if for all e P ET , ce “

ř
iPAe

gi

0 otherwise

where g ălex h. Then we have the following theorem which is analogous to Theorem 4.5, but for trees.

Theorem 4.12. Given a glove Gpn,F , aq and a phylogenetic tree T , the Zn`1-graded piece IT X Gpn,F , aq

is the kernel of Mn,F ,a
ET

.

Proof. Let ST “ Craeg | g P Z{2Z and e P EpT qs. Recall that IT is the kernel of ψT : Rn Ñ ST defined by

qg ÞÑ
ź

Ae|BePΣpT q

aeř
iPAe

gi

Now, fix a glove Gpn,F , aq, and note that if qgqh P Gpn,F , aq, then
ř

iPAe
gi “

ř
iPAe

hi if and only if e P ET .

Consider any polynomial f “
ř

gPLpn,F ,aq cgqgqh P Gpn,F , aq. If we apply ψT , we get the following.

ψT pfq “
ÿ

gPLpn,F ,aq

cg

¨
˝

ź

ePEpT q

aeř
iPAe

gi

˛
‚

¨
˝

ź

ePEpT q

aeř
iPAe

hi

˛
‚

“
ÿ

gPLpn,F ,aq

cg

˜
ź

eRE

ae
0
ae
1

¸ ˜
ź

ePET

paeř
iPAe

gi
q2

¸

“

˜
ź

eRET

ae0a
e
1

¸
ÿ

gPLpn,F ,aq

cg

˜
ź

ePE

paeř
iPAe

gi
q2

¸

The monomials,
ś

ePET
paeř

iPAe
gi

q2, can be identified as standard basis vectors in CpZ{2ZqET . After making

this identification, it becomes evident that ψT pfq “ 0 if and only if MF ,a
ET

pfq “ 0. �

Consider Sn and its two underlying trees T0 and T1, and fix any glove Gpn,F , aq where either 1 is not in F or
1 is in F but a1 “ 1. Recall that T0 is obtained by deleting the reticulation edge that lies between the leaves
e1 and e2, and T1 is obtained by deleting the reticulation edge that lies between the leaves e1 and en. The
defining ideals for T0 and T1 are generated by quadratic binomials. Here we will show that the polynomials
fc from Proposition 4.8 are either sums or differences of binomials coming from IT0

and IT1
. In the following

proposition, we only consider the case when n is even, at least 4, and F “ H since any other glove of the
form stated can be obtained from this case.

Proposition 4.13. Let n P Zě4 be even, and consider any polynomial

fc “ qgp0,0qqhp0,0q ´ qgpc|E,0qqhpc|E,0q ` qgpc|E,c|Oqqhpc|E,c|Oq ´ qgp0,c|Oqqhp0,c|Oq

in Jn X Gpn,Hq from Proposition 4.8. Then

qgpc|E,0qqhpc|E,0q ´ qgpc|E,c|Oqqhpc|E,c|Oq
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qgp0,0qqhp0,0q ´ qgp0,c|Oqqhp0,c|Oq

are in IT0
X Gpn,Hq, and

qgp0,0qqhp0,0q ´ qgpc|E,0qqhpc|E,0q

qgpc|E,c|Oqqhpc|E,c|Oq ´ qgp0,c|Oqqhp0,c|Oq

are in IT1
X Gpn,Hq. E is the set of even numbers between 2 and n ´ 1 and O is the odd numbers in the

same range.

Proof. Note that E “ ET0
and O “ ET1

. Then the claim follows by Theorem 4.12. �

4.4. Proof of Theorem 4.5. Let f “
ř

qgqhPGpn,F ,aq cg,hqgqh with cg,h P C. We want to identify necessary

and sufficient conditions on the coefficients cg,h for f P Jn. We analyze the gloves in three cases.

(1) 1 R F

(2) 1 P F and a1 “ 1
(3) 1 P F and a1 “ 0

Case 1: 1 R F . First, note that for each monomial, qgqh, in Gpn,F , aq, either g1 or h1 is 0. We will always
assume that g1 “ 0, and we also remark that h is completely determined by g; therefore, we will write cg
instead of cg,h. We have the set Lpn,F , aq as defined in Section 4 which in this case simplifies to

Lpn,F , aq “ tg P pZ{2Zqn | there exists h so that qgqh P Gpn,F , aq and g1 “ 0u.

Now, we compute ψnpfq.

ψnpfq “
ÿ

gPLpn,F ,aq

cgψnpqgqhq

“
ÿ

gPLpn,F ,aq

cg

˜
nź

j“1

ajgj

¸ ˜
n´1ź

j“1

a
n`jřj

ℓ“1
gℓ

`
nź

j“2

a
n`jřj

ℓ“2
gℓ

¸ ˜
nź

j“1

a
j
hj

¸ ˜
n´1ź

j“1

a
n`jřj

ℓ“1
hℓ

`
nź

j“2

a
n`jřj

ℓ“2
hℓ

¸

“
ÿ

gPLpn,F ,aq

cg

˜
ź

jPF

pajgj q2

¸ ˜
ź

jRF

a
j
0
a
j
1

¸ ˜
n´1ź

j“1

a
n`jřj

ℓ“1
gℓ

`
nź

j“2

a
n`jřj

ℓ“2
gℓ

¸ ˜
n´1ź

j“1

a
n`jřj

ℓ“1
hℓ

`
nź

j“2

a
n`jřj

ℓ“2
hℓ

¸

The monomial
´ś

jPF pajgj q2
¯ ´ś

jRF a
j
0
a
j
1

¯
depends only on F and a, so this can be factored out and denoted

by mF ,a.

ψnpfq “ mF ,a

ÿ

gPLpn,F ,aq

cg

˜
n´1ź

j“1

a
n`jřj

ℓ“1
gℓ

`
nź

j“2

a
n`jřj

ℓ“2
gℓ

¸ ˜
n´1ź

j“1

a
n`jřj

ℓ“1
hℓ

`
nź

j“2

a
n`jřj

ℓ“2
hℓ

¸

“ mF ,a

ÿ

gPLpn,F ,aq

cg

˜
an`1

g1

n´1ź

j“2

a
n`jřj

ℓ“1
gℓ

` a2ng1

n´1ź

j“2

a
n`jřj

ℓ“2
gℓ

¸ ˜
an`1

h1

n´1ź

j“2

a
n`jřj

ℓ“1
hℓ

` a2nh1

n´1ź

j“2

a
n`jřj

ℓ“2
hℓ

¸

“ mF ,a

ÿ

gPLpn,F ,aq

cg

˜
an`1

0

n´1ź

j“2

a
n`jřj

ℓ“1
gℓ

` a2n
0

n´1ź

j“2

a
n`jřj

ℓ“2
gℓ

¸ ˜
an`1

1

n´1ź

j“2

a
n`jřj

ℓ“1
hℓ

` a2n
1

n´1ź

j“2

a
n`jřj

ℓ“2
hℓ

¸

We proceed by multiplying these two binomials and make the following observations about the various sums
in the subscripts.

‚
řj

ℓ“1
gℓ “

řj
ℓ“2

gℓ since g1 “ 0

‚
řj

ℓ“1
gℓ “

řj

ℓ“1
hℓ if and only if rjszF has even cardinality.

‚
řj

ℓ“2
gℓ “

řj
ℓ“2

hℓ if and only if rjszF has odd cardinality.
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This yields the following.

ψnpfq “ mF ,a

ÿ

gPLpn,F ,aq

cg

˜
an`1

0
an`1

1

ź

jPE

pan`jřj
ℓ“1

gℓ
q2

ź

jPO

a
n`j
0

a
n`j
1

` an`1

0
a2n
1

ź

jPE

a
n`j
0

a
n`j
1

ź

jPO

pan`jřj

ℓ“1
gℓ

q2

` an`1

1
a2n
0

ź

jPE

pan`jřj
ℓ“1

gℓ
q2

ź

jPO

a
n`j
0

a
n`j
1

`a2n0 a2n1

ź

jPE

a
n`j
0

a
n`j
1

ź

jPO

pan`jřj
ℓ“1

gℓ
q2

¸

Note that the following products depend only on F . We make these substitutions and proceed.

mF ,E :“
ź

jPE

a
n`j
0

a
n`j
1

mF ,O :“
ź

jPO

a
n`j
0

a
n`j
1

ψnpfq “ mF ,a

ÿ

gPLpn,F ,aq

cg

˜
an`1

0
an`1

1
mF ,O

ź

jPE

pan`jřj

ℓ“1
gℓ

q2

` an`1

0
a2n1 mF ,E

ź

jPO

pan`jřj
ℓ“1

gℓ
q2 ` an`1

1
a2n0 mF ,O

ź

jPE

pan`jřj
ℓ“1

gℓ
q2

`a2n
0
a2n
1
mF ,E

ź

jPO

pan`jřj

ℓ“1
gℓ

q2

¸

“ mF ,a

ÿ

gPLpn,F ,aq

cg

˜
pan`1

0
an`1

1
` an`1

1
a2n0 qmF ,O

ź

jPE

pan`jřj
ℓ“1

gℓ
q2

`pan`1

0
a2n
1

` a2n
0
a2n
1

qmF ,E

ź

jPO

pan`jřj
ℓ“1

gℓ
q2

¸

“ mF ,amF ,Opan`1

0
an`1

1
` an`1

1
a2n0 q

ÿ

gPLpn,F ,aq

cg
ź

jPE

pan`jřj
ℓ“1

gℓ
q2

`mF ,amF ,epan`1

0
a2n
1

` a2n
0
a2n
1

q
ÿ

gPLpn,F ,aq

cg
ź

jPO

pan`jřj

ℓ“1
gℓ

q2

In the last line, we note that the superscripts appearing in the sums are completely disjoint. Since the cg P C

for every g P Lpn,F , aq, the only way for ψnpfq “ 0 is if both sums vanish. Recall the maps of Mn,F ,a
E

and

M
n,F ,a
O

from Section 4. By the definition of Mn,F ,a
E

the first sum vanishes if and only if f P kerMn,F ,a
E

, and

similarly the second sum vanishes if and only if f P kerMn,F ,a
O

. It then follows that f P Jn X Gpn,F , aq if
and only if f lies in the intersection of these two kernels.

Case 2: 1 P F and a1 “ 1. First, note that for each monomial, qgqh, in Gpn,F , aq, both g1 and h1 are 1.
We will always assume that g ălex h, i.e. g P Lpn,F , aq. Again, we remark that h is completely determined
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by g; therefore, we will write cg instead of cg,h. Now, we compute ψnpfq.

ψnpfq “
ÿ

gPLpn,F ,aq

cgψnpqgqhq

“
ÿ

gPLpn,F ,aq

cg

˜
nź

j“1

ajgj

¸ ˜
n´1ź

j“1

a
n`jřj

ℓ“1
gℓ

`
nź

j“2

a
n`jřj

ℓ“2
gℓ

¸ ˜
nź

j“1

a
j
hj

¸ ˜
n´1ź

j“1

a
n`jřj

ℓ“1
hℓ

`
nź

j“2

a
n`jřj

ℓ“2
hℓ

¸

“
ÿ

gPLpn,F ,aq

cg

˜
ź

jPF

pajgj q2

¸ ˜
ź

jRF

a
j
0
a
j
1

¸ ˜
n´1ź

j“1

a
n`jřj

ℓ“1
gℓ

`
nź

j“2

a
n`jřj

ℓ“2
gℓ

¸ ˜
n´1ź

j“1

a
n`jřj

ℓ“1
hℓ

`
nź

j“2

a
n`jřj

ℓ“2
hℓ

¸

The monomial
´ś

jPF pajgj q2
¯ ´ś

jRF a
j
0
a
j
1

¯
depends only on F and a, so it can be factored out of the sum,

and it will be denoted as mF ,a.

ψnpfq “ mF ,a

ÿ

gPLpn,F ,aq

cg

˜
n´1ź

j“1

a
n`jřj

ℓ“1
gℓ

`
nź

j“2

a
n`jřj

ℓ“2
gℓ

¸ ˜
n´1ź

j“1

a
n`jřj

ℓ“1
hℓ

`
nź

j“2

a
n`jřj

ℓ“2
hℓ

¸

“ mF ,a

ÿ

gPLpn,F ,aq

cg

˜
an`1

g1

n´1ź

j“2

a
n`jřj

ℓ“1
gℓ

` a2ng1

n´1ź

j“2

a
n`jřj

ℓ“2
gℓ

¸ ˜
an`1

h1

n´1ź

j“2

a
n`jřj

ℓ“1
hℓ

` a2nh1

n´1ź

j“2

a
n`jřj

ℓ“2
hℓ

¸

“ mF ,a

ÿ

gPLpn,F ,aq

cg

˜
an`1

1

n´1ź

j“2

a
n`jřj

ℓ“1
gℓ

` a2n1

n´1ź

j“2

a
n`jřj

ℓ“2
gℓ

¸ ˜
an`1

1

n´1ź

j“2

a
n`jřj

ℓ“1
hℓ

` a2n1

n´1ź

j“2

a
n`jřj

ℓ“2
hℓ

¸

Now, we will proceed by multiplying all these terms out and regrouping using the following observations
about the various sums in the subscripts.

‚
řj

ℓ“1
gℓ “ 1 `

řj

ℓ“2
gℓ since g1 “ 1

‚
řj

ℓ“1
gℓ “

řj

ℓ“1
hℓ if and only if rjszF has even cardinality.

‚
řj

ℓ“2
gℓ “

řj
ℓ“2

hℓ if and only if rjszF has even cardinality.

‚
řj

ℓ“1
gℓ “

řj

ℓ“2
hℓ if and only if rjszF has odd cardinality.

‚
řj

ℓ“2
gℓ “

řj
ℓ“1

hℓ if and only if rjszF has odd cardinality.

Then we get the following.

ψnpfq “ mF ,a

ÿ

gPLpn,F ,aq

cg

˜
an`1

1
an`1

1

ź

jPE

pan`jřj
ℓ“1

gℓ
q2

ź

jPO

a
n`j
0

a
n`j
1

` an`1

1
a2n1

ź

jPE

a
n`j
0

a
n`j
1

ź

jPO

pan`jřj
ℓ“1

gℓ
q2

` an`1

1
a2n1

ź

jPE

a
n`j
0

a
n`j
1

ź

jPO

pan`jřj

ℓ“2
gℓ

q2

`a2n
1
a2n
1

ź

jPE

pan`jřj
ℓ“2

gℓ
q2

ź

jPO

a
n`j
0

a
n`j
1

¸

The following products depend only on F , so we give them names.

mF ,E :“
ź

jPE

a
n`j
0

a
n`j
1

mF ,O :“
ź

jPO

a
n`j
0

a
n`j
1
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Then we have the following.

ψnpfq “ mF ,a

ÿ

gPLpn,F ,aq

cg

˜
an`1

1
an`1

1
mF ,O

ź

jPE

pan`jřj
ℓ“1

gℓ
q2

` an`1

1
a2n
1
mF ,E

ź

jPO

pan`jřj

ℓ“1
gℓ

q2 ` an`1

1
a2n
1
mF ,E

ź

jPO

pan`jřj

ℓ“2
gℓ

q2

`a2n1 a2n1 mF ,O

ź

jPE

pan`jřj
ℓ“2

gℓ
q2

¸

“ mF ,amF ,Opan`1

1
q2

ÿ

gPLpn,F ,aq

cg
ź

jPE

pan`jřj
ℓ“1

gℓ
q2

`mF ,amF ,Opa2n
1

q2
ÿ

gPLpn,F ,aq

cg
ź

jPE

pan`jřj
ℓ“2

gℓ
q2

`mF ,amF ,Ea
n`1

1
a2n1

ÿ

gPLpn,F ,aq

cg
ź

jPO

pan`jřj
ℓ“1

gℓ
q2

`mF ,amF ,Ea
n`1

1
a2n
1

ÿ

gPLpn,F ,aq

cg
ź

jPO

pan`jřj
ℓ“2

gℓ
q2

In the final expression of the equation above, there are four sums. The monomials in the first two sums have
the same superscripts, and the monomials in the second two sums have the same superscripts. Moreover,
these two sets of supersctipts are disjoint, so there can be no cancellation among these pairs of sums. Thus,
ψnpfq “ 0 if and only if the following equations hold.

0 “ pan`1

1
q2

ÿ

gPLpn,F ,aq

cg
ź

jPE

pan`jřj

ℓ“1
gℓ

q2 ` pa2n
1

q2
ÿ

gPLpn,F ,aq

cg
ź

jPE

pan`jřj

ℓ“2
gℓ

q2(1)

0 “
ÿ

gPLpn,F ,aq

cg
ź

jPO

pan`jřj
ℓ“1

gℓ
q2 `

ÿ

gPLpn,F ,aq

cg
ź

jPO

pan`jřj
ℓ“2

gℓ
q2(2)

In (1), there can be no cancellation among these two sums because of the coefficients pan`1

1
q2 and pa2n

1
q2 in

front of the sums. The subscripts in each of these sums are all off by exactly 1; therefore, the first term is 0
if and only if the second term is 0. In (2), the subscripts in each sum are also again off by exactly 1. In order
to show there is no cancellation among these sums, we will show that the monomials appearing in each sum
are distinct.

Lemma 4.14. There are no distinct g,g1 P Lpn,F , aq so that
řj

ℓ“1
gℓ “

řj
ℓ“2

g1
ℓ for all 2 ď j ď n ´ 1 so

that rjszF has odd cardinality. In other words, in (2), the monomials in the two sums above are disjoint.

Proof. Let ti1, . . . , imu “ rn´1szF . Suppose g,g1 P Lpn,F , aq and
řj

ℓ“1
gℓ “

řj
ℓ“2

g1
ℓ for all j P ti1, . . . , imu.

Since g1
1 “ 1, we have

řj

ℓ“1
gℓ “ 1`

řj

ℓ“1
g1
ℓ for all j P ti1, . . . , imu. Since g|a “ g1|a, we see that gi1 “ 1`g1

i1
.

However, this contradicts that g1 P Lpn,F , aq. Since Lpn,F , aq “ tg | qgqh P Gpn,F , aq and g ălex hu,
there is some h1 so that qg1qh1 P Gpn,F , aq, and since i1 R F , h1

i1
“ 0 which implies h1 ălex g1 and

g1 R Lpn,F , aq. �

All this is to show that equations (1) and (2) reduce to the following equations. Thus, ψnpfq “ 0 if and only
if the following equations hold.

0 “
ÿ

gPLpn,F ,aq

cg
ź

jPE

pan`jřj
ℓ“1

gℓ
q2

0 “
ÿ

gPLpn,F ,aq

cg
ź

jPO

pan`jřj

ℓ“1
gℓ

q2
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Recalling the definitions of Mn,F ,a
E

and Mn,F ,a
O

, we see that f P Jn X Gpn,F , aq if and only if it lies in the

intersection of kerMn,F ,a
E

and kerMn,F ,a
O

.

Case 3: 1 P F and a1 “ 0. Note that for each monomial, qgqh, in Gpn,F , aq, g1 and h1 are 0. We will
always assume that g P Lpn,F , aq.Now, we compute ψnpfq.

ψnpfq “
ÿ

gPLpn,F ,aq

cgψnpqgqhq

“
ÿ

gPLpn,F ,aq

cg

˜
nź

j“1

ajgj

¸ ˜
n´1ź

j“1

a
n`jřj

ℓ“1
gℓ

`
nź

j“2

a
n`jřj

ℓ“2
gℓ

¸ ˜
nź

j“1

a
j
hj

¸ ˜
n´1ź

j“1

a
n`jřj

ℓ“1
hℓ

`
nź

j“2

a
n`jřj

ℓ“2
hℓ

¸

“
ÿ

gPLpn,F ,aq

cg

˜
ź

jPF

pajgj q2

¸ ˜
ź

jRF

a
j
0
a
j
1

¸ ˜
n´1ź

j“1

a
n`jřj

ℓ“1
gℓ

`
nź

j“2

a
n`jřj

ℓ“2
gℓ

¸ ˜
n´1ź

j“1

a
n`jřj

ℓ“1
hℓ

`
nź

j“2

a
n`jřj

ℓ“2
hℓ

¸

The monomial
´ś

jPF pajgj q2
¯ ´ś

jRF a
j
0
a
j
1

¯
depends only on F and a, so we note this can be factored out

and we denote it by mF ,a.

ψnpfq “ mF ,a

ÿ

gPLpn,F ,aq

cg

˜
n´1ź

j“1

a
n`jřj

ℓ“1
gℓ

`
nź

j“2

a
n`jřj

ℓ“2
gℓ

¸ ˜
n´1ź

j“1

a
n`jřj

ℓ“1
hℓ

`
nź

j“2

a
n`jřj

ℓ“2
hℓ

¸

“ mF ,a

ÿ

gPLpn,F ,aq

cg

˜
an`1

g1

n´1ź

j“2

a
n`jřj

ℓ“1
gℓ

` a2ng1

n´1ź

j“2

a
n`jřj

ℓ“2
gℓ

¸ ˜
an`1

h1

n´1ź

j“2

a
n`jřj

ℓ“1
hℓ

` a2nh1

n´1ź

j“2

a
n`jřj

ℓ“2
hℓ

¸

“ mF ,a

ÿ

gPLpn,F ,aq

cg

˜
an`1

0

n´1ź

j“2

a
n`jřj

ℓ“1
gℓ

` a2n0

n´1ź

j“2

a
n`jřj

ℓ“2
gℓ

¸ ˜
an`1

0

n´1ź

j“2

a
n`jřj

ℓ“1
hℓ

` a2n0

n´1ź

j“2

a
n`jřj

ℓ“2
hℓ

¸

Now, we will go through the tedious task of multiplying these two binomials. In order to simplify the
computation, we make the following obsevations about the various sums in the subscripts.

‚
řj

ℓ“1
gℓ “

řj

ℓ“2
gℓ since g1 “ 0

‚
řj

ℓ“1
hℓ “

řj
ℓ“2

hℓ since h1 “ 0

‚
řj

ℓ“1
gℓ “

řj

ℓ“1
hℓ if and only if rjszF has even cardinality.

‚
řj

ℓ“2
gℓ “

řj

ℓ“2
hℓ if and only if rjszF has even cardinality.

With these observations, we get the following:

ψnpfq “ mF ,a

ÿ

gPLpn,F ,aq

cg

˜
an`1

0
an`1

0

ź

jPE

pan`jřj

ℓ“1
gℓ

q2
ź

jPO

a
n`j
0

a
n`j
1

` an`1

0
a2n0

ź

jPE

pan`jřj
ℓ“1

gℓ
q2

ź

jPO

a
n`j
0

a
n`j
1

` an`1

0
a2n0

ź

jPE

pan`jřj
ℓ“1

gℓ
q2

ź

jPO

a
n`j
0

a
n`j
1

`a2n
0
a2n
0

ź

jPE

pan`jřj
ℓ“1

gℓ
q2

ź

jPO

a
n`j
0

a
n`j
1

¸

Note that the product
ś

jPO a
n`j
0

a
n`j
1

depends only on F and O, so we set it equal to mF ,O. Then we have
the following.

ψnpfq “ mF ,amF ,Opan`1

0
` a2n

0
q2

ÿ

gPLpn,F ,aq

cg
ź

jPE

pan`jřj
ℓ“1

gℓ
q2
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Recalling the definition of Mn,F ,a
E

, we see that ψnpfq “ 0 if and only if f P kerMn,F ,a
E

.

5. Algebraic Properties of Small Sunlet Networks

5.1. The 4-Sunlet Network. In this section, we use a toric initial ideal of J4 to show that S4 is normal
and Gorenstein.

We consider a monomial weighting w “ pw0000, w1111, w0011, w1100, w0101, w1010, w0110, w1001q, wijkl P Z of
the generators of the polynomial ring R4 “ Crq0000, q1111, q0011, q1100, q0101, q1010, q0110, q1001s which satisfies
the following equalities and inequalities:

w0000 ` w1111 “ w0011 ` w1100 ą w0101 ` w1010, w0110 ` w1001

The associated initial ideal of J4 “ xq0000q1111 ´ q0011q1100 ` q0101q1010 ´ q0110q1001y is generated by the
binomial q0000q1111 ´ q0011q1100.

Definition 5.1. Let ∆4 Ă R6 be the convex hull of the points p0, 0, 0, 0, 0, 0q, p1, 0, 0, 0, 0, 0q, p0, 1, 0, 0, 0, 0q,
p1, 1, 0, 0, 0, 0q, p0, 0, 1, 0, 0, 0q, p0, 0, 0, 1, 0, 0q, p0, 0, 0, 0, 1, 0q, and p0, 0, 0, 0, 0, 1q. Let G4 Ă Z6`1 be the
graded semigroup obtained by taking the integral points in the cone P4 Ă R6`1 over ∆4 ˆ t1u Ă R6`1.

Proposition 5.2. The initial algebra R4{inwpJ4q is isomorphic to the affine semigroup algebra CrG4s. The
latter is normal and Gorenstein with a´invariant equal to ´6

Proof. The algebra CrG4s is a polynomial ring in four variables t0010001, t0001001, t0000101, and t0000011 over the
subalgebra A “ Krt0000001, t1100001, t1000001, t0100001s. The relations among the generators of the algebra A
are generated by the relation t0000001t1100001´t1000001t0100001. It follows thatKrG4s is normal and Gorenstein.
The canonical module of CrG4s is isomorphic to the ideal generated by G4 X intpP4q. In turn, this ideal is
principal and generated by the degree 6 element t1111116 “ t0000001t1100001t0010001t0001001t0000101t0000011.

We define a map φ : R4 Ñ CrG4s as follows:

q0000 Ñ t0000001 q1111 Ñ t1100001

q0011 Ñ t1000001 q1100 Ñ t0100001

q0101 Ñ t0010001 q1010 Ñ t0001001

q0110 Ñ t0000101 q1001 Ñ t0000011

The kernel of φ is seen to be inwpJ4q “ xq0000q1111 ´ q0011q1100y. �

We can compute the weight of each generator of G4 along each edge of the four leaf network by mapping it
to a monomial in R4{inwpJ4q with φ. Let πi : G4 Ñ Zě0e0 ` Zě0e1 be the map which assigns an element
u P G4 the weight along the i-th edge. The generator of the canonical module of KrG4s corresponds to the
monomial q0000q1111q0101q1010q0110q1001. This monomial has weight 3e0 ` 3e1 on each edge in the 4-cycle.

The algebra R4{J4 is multigraded by the group pZě0e0 ` Zě0e1q4. The multigrading is shared by the
degeneration CrG4s, where it corresponds to the linear projection

π̄ “ pπ1, π2, π3, π4q : G4 Ñ pZě0e0 ` Zě0e1q4.

The image of π̄ is the set Q4 Ă pZě0e0 ` Zě0e1q4 of pA1e0 `A2e1, B1e0 `B2e1, C1e0 `C2e1, D1e0 `D2e1q
where A1 `A2 “ B1 `B2 “ C1 ` C2 “ D1 `D2 and A1 `B1 ` C1 `D1 P 2Z.
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Remark 5.3. Note that the multigrading by pZě0e0 ` Zě0e1q4 coincides with the grading by Z5 described
in Section 4.1 by sending pA1e0 `A2e1, B1e0 `B2e1, C1e0 `C2e1, D1e0 `D2e1q to pA1 `A2, A2, B2, C2, D2q.

Fix p P Q4, then the number of elements of G4 which map to p under π̄ coincides with the value hR4{J4
ppq

of the multigraded Hilbert function of R4{J4. This value can be computed as follows. Let A1 “ A1 `
MINt0, 1

2
pC1 `D1 ´A1 ´B1qu, B1 “ B1 ` MINt0, 1

2
pC1 `D1 ´A1 ´B1qu, C 1 “ C1 ´ MINt0, 1

2
pC1 `D1 ´

A1 ´B1qu, D1 “ D1 ´MINt0, 1
2

pC1 `D1 ´A1 ´B1qu, and E1 “ A1 `A2 `MINt´A1 ´B1,´C1 ´D1u, then

hR4{J4
ppq “

1

2
pMINtA1, B1, C 1, D1u ` MINt0, E1u ` 1qp3MINtA1, B1, C 1, D1u ´ MINt0, E1u ` 2q.

The Hilbert series is given by

HR4{J4
pT q “

1 ` T

p1 ´ T q7
.

Now fix a 4-valent tree T , and let N be the network optained by gluing 4-sunlet networks together according
to T . Let GT be the toric fiber product of EpT q according to the topology of T . The next proposition
establishes the basic properties of the semigroup algebra CrGT s and the network algebra Crqs{IN .

Proposition 5.4. The semigroup GT is generated in degree 1. Its generators are the lattice points in a
normal polytope ∆T obtained as a fiber product polytope of EpT q copies of ∆4 over the topology of T . With
these generators, the semigroup algebra CrGT s is presented by a quadratic ideal, and is Gorenstein with
a´invariant equal to ´6. Moreover, the algebra Crqs{IN is normal, presented by quadratics, and Gorenstein
with a-invariant equal to ´6, and its Hilbert function agrees with Ehrhart polynomial of ∆T .

Proof. This is a consequence of Propositions 2.12 and 2.13. �

5.2. The 5-Sunlet Network. In this section, we focus on the 5-sunlet network S5 and its corresponding
ideal J5. We describe the structure of its generating set and also discuss some properties of the ideal. All
computations for this section can be found in the macaulay2 file sunlet5.m2.

We first computed the ideal J5 by elimination with a degree bound. We computed a Gröbner basis for the
elimination ideal up to degree 2 and then verified that the result was prime and of the correct dimension
which is 10. The dimension is obtained by computing the rank of the Jacobian of ψS5

symbolically. As a
result we get that

J5 “ xq10111q11000 ´ q10100q11011 ` q10010q11101 ´ q10001q11110,

q01111q11000 ´ q01100q11011 ` q01010q11101 ´ q01001q11110,

q01111q10100 ´ q01100q10111 ` q00110q11101 ´ q00101q11110,

q01111q10010 ´ q01010q10111 ` q00110q11011 ´ q00011q11110,

q01100q10010 ´ q01010q10100 ` q00110q11000 ´ q00000q11110,

q01111q10001 ´ q01001q10111 ` q00101q11011 ´ q00011q11101,

q01100q10001 ´ q01001q10100 ` q00101q11000 ´ q00000q11101,

q01010q10001 ´ q01001q10010 ` q00011q11000 ´ q00000q11011,

q00110q10001 ´ q00101q10010 ` q00011q10100 ´ q00000q10111,

q00011q01100 ´ q00000q01111,

q00110q01001 ´ q00101q01010y.
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We also computed the tropical variety explicitly. It has 252 maximal cones. Using sunlet5.m2, we found
that 116 of these maximal cones give prime toric initial ideals [18]. The toric varieties corresponding to these
116 cones are all normal which was checked using normaliz. The following example showcases one of these
toric degenerations.

Example 5.5. Consider the weight vector

w “ pw00000, w00011, w00101, w00110, w01001, w01010, w01100, w01111,

w10001, w10010, w10100, w10111, w11000, w11011, w11101, w11110q

“ p0, 0, 0, 0, 0, 0,´3,´3, 0,´2,´3,´3,´4,´4,´4,´5q

Using gfan, we found that with respect to this weight vector, the polynomials in the left column form a
Gröbner basis for J5, and the terms with the lowest weights are underlined. The polynomials in the right
column are the corresponding initial forms which generate inwpJ5q.

q10111q11000 ´ q10100q11011 ` q10010q11101 ´ q10001q11110 q10111q11000 ´ q10100q11011

q01111q11000 ´ q01100q11011 ` q01010q11101 ´ q01001q11110 q01111q11000 ´ q01100q11011

q01111q10100 ´ q01100q10111 ` q00110q11101 ´ q00101q11110 q01111q10100 ´ q01100q10111

q01111q10010 ´ q01010q10111 ` q00110q11011 ´ q00011q11110 q01111q10010 ´ q00011q11110

q01100q10010 ´ q01010q10100 ` q00110q11000 ´ q00000q11110 q01100q10010 ´ q00000q11110

q01111q10001 ´ q01001q10111 ` q00101q11011 ´ q00011q11101 q00101q11011 ´ q00011q11101

q01100q10001 ´ q01001q10100 ` q00101q11000 ´ q00000q11101 q00101q11000 ´ q00000q11101

q01010q10001 ´ q01001q10010 ` q00011q11000 ´ q00000q11011 q00011q11000 ´ q00000q11011

q00110q10001 ´ q00101q10010 ` q00011q10100 ´ q00000q10111 q00011q10100 ´ q00000q10111

q00011q01100 ´ q00000q01111 q00011q01100 ´ q00000q01111

q00110q01001 ´ q00101q01010 q00110q01001 ´ q00101q01010

The ideal, inwpJ5q, defines a toric variety which is parameterized by monomials whose exponent vectors are
the columns in the matrix below. This matrix was found using [28, Theorem 4]. In particular, the Fourier
coordinate generators of S5 are a Khovanskii basis of a valuation associated to the cone containing w, and
the convex hull of the columns of A in R16 is a Newton-Okounkov body of the sunlet variety V5 Ă P15.

A “

¨
˚̊
˚̊
˚̊
˚̊
˚̊
˚̊
˚̊
˚̊
˚̊
˚̊
˚̊
˚̊
˚̊
˝

1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
0 0 1 1 3 3 0 0 1 1 2 2 0 0 1 1
0 0 1 3 1 3 0 0 2 0 1 1 1 1 2 0
0 0 0 2 0 2 2 2 6 0 0 0 0 0 0 2
0 0 2 2 2 2 0 0 2 2 0 0 0 0 2 2
1 1 1 1 0 0 0 0 1 1 1 1 0 0 0 0
2 1 1 1 1 1 1 0 1 1 1 0 1 0 0 0
0 1 0 0 1 1 0 1 1 1 0 1 1 2 1 1
0 0 1 0 1 0 1 1 1 0 1 1 1 1 2 1
0 0 0 1 0 1 1 1 0 1 1 1 1 1 1 2
0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1
0 0 0 0 1 1 1 1 0 0 0 0 1 1 1 1
0 1 1 1 1 1 1 2 1 1 1 2 1 2 2 2
2 1 2 2 1 1 2 1 1 1 2 1 1 0 1 1
2 2 1 2 1 2 1 1 1 2 1 1 1 1 0 1
2 2 2 1 2 1 1 1 2 1 1 1 1 1 1 0

˛
‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‚

Using normaliz, we were able to show that the semigroup generated by the columns of A is saturated with
respect to the rank 10 sublattice of Z16 that they span; hence, this is a normal toric variety from which we
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can conclude that S5 is normal and Cohen-Macaulay. Moreover, the Hilbert series is given by

HR5{J5
pT q “

1 ` 6T ` 10T 2 ` 6T 3 ` T 4

p1 ´ T q10
.

Since the numerator is symmetric and since it is Cohen-Macaulay, [35, Theorem 4.4] shows that S5 is
Gorenstein. These computations can be found in sunlet5.m2. One can also check S5 is Gorenstein by
noting that that the canonical module of CrNAs – R5{inwpJ5q is generated by the following vector:

p6, 8, 8, 10, 8, 3, 4, 5, 5, 5, 4, 3, 8, 7, 7, 7qt.

This exponent vector corresponds to the degree 6 monomial q00000q01010q10001q10111q11101q11110.

In this last proposition, we record all the algebraic properties of S5 that we investigated in the previous
example, and we record that level-1 networks built from 4- and 5-sunlets are Cohen-Macaulay

Proposition 5.6. S5 is a normal, Gorenstein variety. Its tropicalization has 252 maximal cones, 116 of
which yield prime binomial initial ideals.

Corollary 5.7. Any level-1 network built out of 4- and 5-sunlet networks is a normal Cohen-Macualay
variety.

Proof. Since 4- and 5-sunlet varieties are normal and Cohen-Macualay, combining Proposition 2.12 with
Proposition 2.10 shows that any level-1 network built out from 4- and 5-sunlet networks is normal and
Cohen-Macualay. �

6. Open Problems

In this section, we discuss some conjectures for which we have computational evidence and suggest some
possible techniques for solving them. We also provide some interesting open problems surrounding sunlet
network ideals.

One of the main drawbacks to the techniques used in Section 4 is that it only yields quadratic generators
for Jn. For n-sunlet networks with 4 ď n ď 7, we have verified that their ideals are quadratically generated.
This was done in Macaulay2 by showing that over Q, kerψn “ In for n “ 4, 5, 6, and 7. Since we had
equality over Q, the ideals must still be equal after extending to the complex numbers. While we have
verified that Jn is generated by quadratics for 4 ď n ď 7, it remains open as to whether these generate Jn
for n ě 8. For the CFN model, the ideals for trees are always generated by quadratics, and as we have seen
the quadratic invariants obtained for the sunlet ideals are built from invariants from the underlying trees;
hence, we suspect that Jn is always quadratically generated.

Conjecture 6.1. Let In be the ideal generated by all quadratic invariants in Jn. Then In “ Jn for all n ě 4.

In order to prove Conjecture 6.1, it would be enough to show that In is prime and of the correct dimension.
To this end, we have the following conjecture which would prove Conjecture 6.1.

Conjecture 6.2. For n ě 5, dim Jn “ 2n “ dim In and In is prime.

A possible approach to proving that In is prime is that taken in [31]. The main workhorse of their technique
is the following lemma which was originally stated in [17, Proposition 23].

Lemma 6.3. [31, Lemma 2.5] Let k be a field and J Ă krx1, . . . xns be an ideal containing a polynomial
f “ gx1 ` h with g, h not involving x1 and g a non-zero divisor modulo J . Let J1 “ J X krx2, . . . xns be the
elimination ideal. Then J is prime if and only if J1 is prime.
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This lemma can be used to create a descending chain of ideals each one involving one less variable. As long
as a polynomial f of the required form can be found, then one can prove that the original ideal is prime by
verifying that the last ideal in the chain is prime. For 4 ď n ď 7 we have done this with In by repeatedly
eliminating variables in reverse lexicographic order until we are left with an ideal in only the variables qg
such that g1 “ 0. That is we build a chain

In Ą Ip1q
n Ą ¨ ¨ ¨ Ą Ip2n´2q

n

where I
pjq
n is obtained by eliminating the jth variable in reverse lexicographic order from I

pj´1q
n and at each

step we ensure that a polynomial f of the form described in Lemma 6.3 exists. Typically one would then need

to verify that I
p2n´2q
n is prime but the following lemma shows there is no need for this. Our implementation

of this can be found in the macaulay2 file primeDescent.m2.

Lemma 6.4. Let I
p2n´2q
n “ In X Crqg : g1 “ 0s. Then I

p2n´2q
n – IT where T is the tree obtained by deleting

the reticulation vertex of Sn and all adjacent edges.

This lemma implies that if one can always find a polynomial f of the desired form in each of the intermediate

elimination ideal I
pjq
n then In is prime since the last ideal I

p2n´2q
n is isomorphic to a tree ideal; thus, it must

be prime.

For the question of the dimension of Jn, we have the following bound.

Proposition 6.5. For n ě 4 it holds that 2n´ 1 ď dimpJnq ď 2n` 1.

Proof. First we note that Jn is properly contained in the ideals IT0
and IT1

for the trees T0 and T1 that are
obtained from Sn by deleting reticulation edges. It is well known that each of these ideals has dimpITi

q “
2n ´ 2 (see for example [5]). Since we have that Jn is a prime ideal properly contained in these two prime
ideals which are not equal, we get the lower bound 2n ´ 1 ď dimpJnq. For the other bound recall that VSn

can also be thought of as a projective variety the map ψSn
parameterizing Jn can be thought of as a map

ψSn
:

ź

ePEpSnq

P1 Ñ P2
n´1´1

where each copy of P1 in the domain corresponds to an edge of Sn. This immediately implies that the
projective variety corresponding to Sn has dimension at most #EpSnq “ 2n and so dimpJnq ď 2n` 1. �

We also have that dim Jn ď dim In as In Ď Jn. Moreover, using the rank of Jacobian of ψSn
, we have shown

for 5 ď n ď 8 that the dimension of Jn is 2n. We’ve also computed the rank of the Jacobian with random
values substituted in for the parameters for n up to 17. In each case we’ve found that the rank is also 2n
which means that dimpJnq “ 2n with probability 1 for 9 ď n ď 17. These computations can be found in the
file sunletDim.m2.

As we have seen in Section 5, the 4- and 5-sunlet networks are normal, Gorenstein varieties. We have not
been able to show that S6 is Gorenstein; however, we have computed its Hilbert series which suggests it is
indeed Gorenstein.

HR6{J6
pT q “

1 ` 20T ` 131T 2 ` 376T 3 ` 528T 4 ` 376T 5 ` 131T 6 ` 20T 7 ` T 8

p1 ´ T q
12

Therefore, to show that S6 has the Gorenstein property, it would be enough to show that it is Cohen-Macaulay
by [35, Theorem 4.4].

Question 6.6. Is Sn normal, Cohen-Macaulay, and Gorenstein for n ě 6?
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In Example 5.5, we also saw that the generator of the canonical module had degree 3e0 ` 3e1 for each
non-reticulation leaf, while at the reticulation edge, it had degree 2e0 ` 4e1. Then Propositions 2.12 and
2.13 imply the following proposition.

Proposition 6.7. Let N be a level-1 network obtained by gluing 4- and 5-sunlets along trees under the
condition that nothing is glued to a reticulation edge in a 5-sunlet. Then the phylogenetic variety VN is
Gorenstein.

The fact that the reticulation edge for a 5-sunlet has a different degree than the 4-sunlet case does not mean
that other level-1 networks built out of 4- and 5-sunlets are not Gorenstein. It just means that some other
proof would be needed to show the Gorenstein property.

As we have seen in Section 5, there are very well-behaved toric degenerations of S4 and S5. In the case when
n “ 5, there are 116 cones in the tropical variety which yield normal toric varieties; however, most of them
are somewhat less well-behaved than the one shown. For example, using the weight given in Example 5.5,
one sees that the quadratic invariants produced in Section 4 actually form a Gröbner basis with respect to
this weight. This is a property that does not happen for most of the weights in the tropical variety. Moreover,
the initial forms of these quadratic invariants are always invariants for at least one of the underlying trees
T0 or T1. To this end, we ask the following.

Question 6.8. For n ě 5, is there a weight vector w on Rn for which inwpJnq is a prime binomial ideal?
If so, can it be shown that there is a combinatorial rule for finding such a w where a Gröbner basis of Jn
with respect to w can be deduced combinatorially?

This question is interesting even in the case when n “ 6. If one was able to find a toric degeneration of S6

to a normal toric variety, then since the numerator of the Hilbert series is symmetric, one would also know
that S6 is Gorenstein.
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