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Abstract. We show that if a permutation statistic can be written as a linear combination of
bivincular patterns, then its moments can be expressed as a linear combination of factorials
with constant coefficients. This generalizes a result of Zeilberger. We use an approach of
Chern, Diaconis, Kane and Rhoades, previously applied on set partitions and matchings.
In addition, we give a new proof of the central limit theorem (CLT) for the number of
occurrences of classical patterns, which uses a lemma of Burstein and Hästö. We give a
simple interpretation of this lemma and an analogous lemma that would imply the CLT for
the number of occurrences of any vincular pattern. Furthermore, we obtain explicit formulas
for the moments of the descents and the minimal descents statistics. The latter is used to
give a new direct proof of the fact that we do not necessarily have asymptotic normality of
the number of pattern occurrences in the case of bivincular patterns. Closed forms for some
of the higher moments of several popular statistics on permutations are also obtained.

1. Introduction

If we have two combinatorial objects, O and p, a natural question to ask is how many
times does p occur as part of O. Loosely speaking, we will refer to p as the pattern. Patterns
in various combinatorial structures have been extensively studied in the past. This includes
patterns in set partitions [44], trees [19], Dyck paths [5] and permutations [9, 41]. Many
important statistics on these and other structures can be represented as linear combinations
of patterns (i.e., the number of occurrences of certain patterns).

Chern et al. [15] showed that the moments (mean, variance and higher moments) of any
such statistic on set partitions of {1, 2, . . . , n}, can be written as a linear combination of
shifted Bell numbers with coefficients that are polynomials in n. Their technique was also
used for patterns in perfect matchings [40], in which case the moments of the corresponding
statistics can be expressed as linear combinations of double factorials with constant coef-
ficients. This is an analogous result since the total number of perfect matchings of given
size is a double factorial, whereas the total number of set partitions of given size is a Bell
number.
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In this paper, we adapt the approach of Chern et al. to permutations and obtain an analog
to both of the mentioned results by showing that if a statistic on permutations of size n can
be written as a linear combination of bivincular patterns, then each of its higher moments
can be expressed as a linear combination of shifted factorials of n with constant coefficients.
This generalizes the main theorem of Zeilberger in [53], where he showed that each of these
higher moments for the number of occurrences of any classical pattern is a polynomial in n
of a certain degree depending on the pattern. The same was proved for the variance of the
number of occurrences of any vincular pattern [32, Lemma 4.2] and for an arbitrary moment
of the number of classical pattern occurrences, when we sample from a conjugacy class of
permutations [30].

The obtained result (Theorem 4.5) allows us to derive exact formulas for the moments of
various permutation statistics based on data for small values of n. Furthermore, we give new
proofs to some central limit theorems for the number of permutation pattern occurrences.

1.1. Central limit theorems for permutation patterns. Assume that the two objects
O and p are permutations. Some constraints on p give us different types of patterns in
permutations: consecutive, classical, vincular and bivincular. When p is fixed and O is
selected at random from a set of permutations of given size, then we are naturally interested
in the distribution of the number of occurrences of p, when the size of O approaches infinity.

Several previous works establish asymptotic normality of this distribution for different sets
of patterns in permutations selected uniformly at random. For example, see Feller [25, 3rd
ed., p.257] (for inversions), Mann [43] (for descents), Fulman [29] (for both inversions and
descents), Goldstein [31] and Borga [11] (for consecutive patterns), Bóna [8] (for classical
patterns) and Hofer [32] (for vincular patterns). However, the number of occurrences of some
simple bivincular patterns is not normally distributed (see Section 6.3).

The recent works of Gaetz and Ryba [30] and Kammoun [38] establish normal limit laws on
certain classes of permutations for classical and vincular patterns, respectively. In addition,
Janson [35, 36] showed that the number of pattern occurrences is not normally distributed
when we sample from the permutations avoiding a certain fixed pattern. Earlier, Janson,
Nakamura and Zeilberger [37] initiated the study of the same general question. Two articles
proving asymptotic normality for random permutations selected not according to the uniform
measure are [16, 26]. Finally, some important works [4, 24, 37] give central-limit theorems for
certain joint-distributions of pattern occurrences. The listed articles use various approaches,
from the method of moments [54] to dependency graphs, Stein’s method (see [32, Section 3]
for overview of both methods) and the theory of U-statistics [34, Chapter XI].

We give a new proof of the central limit theorem (CLT) for the number of occurrences
of any fixed classical pattern, first obtained by Bóna [8]. In particular, we show that the
lower bound for the variance of this number, which is a major part of his proof, follows from
a lemma of Burstein and Hästö [13]. We give a new simple interpretation of this lemma,
which provides an intuitive explanation of why this CLT holds. We obtain a similar lemma
with an analogous interpretation for the more general case of vincular patterns, which must
hold since the CLT for an arbitrary vincular pattern was established by Hofer [32]. Giving
a combinatorial proof of the lemma, either in the case of classical or vincular patterns will
be of great interest. Finally, we use a formula for the r-th moment of the minimal descent
statistic that we obtain with the adapted approach of Chern et al., to give a new direct proof
of the fact that we do not necessarily have asymptotic normality in the case of bivincular
patterns. In particular, we show that the minimal descent statistic, which counts the number
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of occurrences of a simple bivincular pattern, has Poisson distribution. The most recent proof
of this fact was given by Corteel et al. [17].

1.2. Summary of the paper. The structure of the paper is as follows. In Sections 2, 3
and 4 we adapt the definitions and tools developed in [15, 40] to permutations. Our main
result, giving a closed form for the higher moments of a large class of permutation statistics,
is Theorem 4.5. In Section 5, we demonstrate how one can use an important Corollary of
our main result to obtain explicit formulas for any given higher moment of some simple
permutation statistics, e.g., descents and minimal descents. Section 6.1 contains the new
proof of the CLT for the number of occurrences of classical patterns and Section 6.2 discusses
how one can use the same approach to obtain a proof of the CLT in the more general case of
vincular patterns. In Section 6.3, we use one of the two formulas, obtained in Section 5 to
show that there are simple bivincular patterns whose number of occurrences does not have
asymptotically normal distribution. Finally, in Section 7, we give explicit formulas for the
aggregates (resp., for the moments) of some permutation statistics in certain special cases,
where a linearity of expectation arguments are directly applicable.

2. Definitions and examples

Let Sn be the set of all permutations of [n] := {1, 2, . . . , n}, that is, the set of all bijections
from [n] to [n]. We will write any permutation π using the one-line notation π = π1π2 . . . πn,
where π(i) = πi for all i ∈ [n]. Let A(π) be the set of distinct pairs of integers (u, v), such
that u occurs before v in π. Formally, A(π) := {(u, v) | u = πi, v = πj , i < j}.

To define statistics on permutations, we need the following definition of pattern, which is
an analogue of those in [15] for set partitions and [40] for matchings.

Definition 2.1.

(i) A permutation pattern P of length k is a tuple P = (P,C(P ),D(P )), where P =
p1 · · ·pk is a permutation of length k and C(P ) ⊆ [k − 1], D(P ) ⊆ [k − 1] are two
subsets.

(ii) An occurrence of the pattern P = (p1p2 · · · pk,C(P ),D(P )) of length k in σ ∈ Sn is
a tuple s = (t1, t2, . . . , tk) with ti ∈ [n], such that:
a) t1 < t2 < · · · < tk.
b) (ti, tj) ∈ A(σ), if and only if (i, j) ∈ A(P ).
c) if i ∈ C(P ), then σ−1(tpi+1

) = σ−1(tpi) + 1, i.e., the positions of tpi and tpi+1
in

σ are consecutive.
d) if i ∈ D(P ), then ti+1 = ti+1, i.e., the values of ti and ti+1 in σ are consecutive.

Definition 2.1 is equivalent to the definition of the so-called bivincular patterns in permu-
tations introduced by Bousquet-Mélou et al. [12]. When D(P ) = ∅, then P is one of the
vincular patterns introduced by Babson and Steingŕımsson [3]. When both C(P ) = ∅ and
D(P ) = ∅, then P is a classical pattern. For simplicity, when we have a classical pattern
P , we will refer to it just by writing the permutation P . For example, the classical pattern
P = (132, ∅, ∅) will be denoted by 132. When we have a vincular pattern, we will write
P with the positions i and i + 1 of P being underlined for every i ∈ C(P ). By that, we
will indicate that these two numbers must be at consecutive positions in every occurrence of
the pattern. For example, the vincular pattern P = (2314, {2}, ∅) will be written as 2314.
When D(P ) is non-empty, then we will use the two-line notation when referring to P : if
P ∈ Sk, the identity idk = 12 · · ·k will be on the top row with the numbers j and j + 1 of
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idk being overlined, for every j ∈ D(P ). By that, we will indicate that the values of tj and
tj+1 must be consecutive in every occurrence (t1, . . . , tk) of the pattern. On the bottom row,
we will have the vincular pattern P ′ = (P,C(P ), ∅) written in the usual one-line notation.

For example, the bivincular pattern P = (43125, {3}, {1, 4}) will be written as
43125
12345

.

We will write s ∈P σ if s is an occurrence of P in σ. Throughout the paper, we will need
the following definition.

Definition 2.2. Let q = q1 · · · qk be a sequence of k different numbers. The reduction of q,
denoted by red(q), is the unique permutation π = π1 · · ·πk ∈ Sk, such that its elements are
in the same relative order as the elements of q, i.e., πi < πj if and only if qi < qj , for all
i, j ∈ [k]. The permutation red(q) can be obtained by replacing the i-th smallest element of
q with i, for every i ∈ [k].

For example, red(523) = 312. Note that condition (b) in the second part of Definition 2.1
implies that if s ∈P σ and the elements of s form the subsequence q of σ, then red(q) = P , i.e.,
the relative order of the numbers of the permutation P and the numbers of s in σ is the same.

Examples (occurrence of patterns):

1. (t1, t2, t3) = (3, 4, 5) is an occurrence of 132 = (132, ∅, ∅) in σ = 31524, since
red(354) = 132.

2. (t1, t2, t3, t4) = (2, 3, 5, 7) is an occurrence of 3214 = (3214, {1}, ∅) in σ = 4536217
since red(5327) = 3214 and the positions of tp1 = t3 = 5 and tp2 = t2 = 3 in σ are
consecutive.

3. (t1, t2, t3, t4) = (1, 3, 5, 6) is an occurrence of
4312
1234

= (4312, {2}, {3}) in σ = 625143

since red(6513) = 4312, the positions of tp2 = t3 = 5 and tp3 = t1 = 1 in σ are
consecutive and the values of t3 = 5 and t4 = 6 in σ are consecutive.

The number of occurrences of the pattern P in σ will be denoted by cntP (σ). In the
literature, usually a permutation statistic is a function T : S → N, where S =

⋃∞
i=1 Sn. In

this paper, when we write statistic or simple statistic, we will refer to two classes of such
functions defined below.

Definition 2.3.

(i) A simple statistic is defined by a pattern P of length k and a valuation function
Q(s, w) = Q1(s)Q2(w), which is a product of two polynomialsQ1, Q2 ∈ Z[y1, . . . , yk, m].
If σ ∈ Sn and s = (t1, t2, . . . , tk) ∈P σ, such that σ(wi) = ti, for all i ∈ [k], then write
Q(s, σ−1(s)) = Q1(s)Q2(σ

−1(s)) = Q1 |yi=ti,m=n Q2 |yi=wi,m=n. Let

f(σ) = fP,Q(σ) :=
∑

s∈P σ

Q(s, σ−1(s)) =
∑

s∈Pσ

Q1(s)Q2(σ
−1(s)).

Let the degree of a simple statistic fP ,Q, denoted d(f), be the sum of twice the length
of P and the degree of Q, which is the sum of the degrees of Q1 and Q2.

(ii) A statistic is a finite Q-linear combination of simple statistics. The degree of a
statistic is defined to be the minimum, over all such representations, of the maximum
degree of any of the included simple statistics.

Examples.
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cntP := fP,1(σ) =
∑

s∈P σ 1, which counts the number of occurrences of the pattern

P in σ, is a simple statistic for any pattern P = (P,C(P ),D(P )), with valuation
function Q = 1. If P is of length k, then the degree of the statistic is d(cntP ) = 2k.
The first three examples we give below are of this kind, for P being classical, vincular
and bivincular pattern (for which C(P ) 6= ∅ and D(P ) 6= ∅), respectively.

1. Number of occurrences of 1324.

cnt1324(σ) = f1324,1(σ) =
∑

s∈1324σ

1

is the number of occurrences of the classical pattern (1324, ∅, ∅) = 1324 in σ. This is
the only classical pattern of length less than five for which the sequence of the number
of permutations avoiding it, for different values of n, has not been enumerated yet.
Two recent works related to this problem are [6, 45].

2. Number of double ascents.

cnt123(σ) =
∑

s∈123σ

1

is the number of occurrences of the vincular pattern (123, {1, 2}, ∅) = 123 in σ. The
vincular patterns for which C(P ) = [k − 1] are called consecutive. The generating
function and the distribution of this statistic, as well as of cntP for other vincular
patterns of this kind were investigated in [22].

3. Number of occurrences of
312
123

.

cnt
312
123(σ) =

∑

s∈
312
123σ

1

is the number of occurrences of the bivincular pattern (312, {2}, {2}) in σ. It was
shown in [23] that the number of permutations in Sn with k occurrences of this
pattern is equal to the number of matchings on [2n] with k right nestings and no left
nestings.

4. Descent drop.

drops(σ) =
∑

σi>σi+1

σi − σi+1 =
∑

(t1,t2)∈21σ

t2 − t1

is a simple statistic corresponding to the pattern (21, {1}, ∅) with valuation function
Q(s, w) = Q1(s)Q2(w), where Q1(s) = Q1(t1, t2) = t2 − t1 and Q2(w) = 1. Thus,
deg(Q) = 1 and d(drops) = 5. Petersen and Tenner [48] showed that this statistic is
equidistributed with the statistic dp(σ) =

∑

σ(i)>i σ(i)− i, which they call “depth”.
The depth of a permutation is half of another important statistic called “total dis-
placement” or “Spearman’s disarray”, whose generating function was found in [47].

5. Sum of peak squares.

peakSqSum(σ) =
∑

σ(i−1)<σ(i)>σ(i+1)

σ(i)2 =
∑

(t1,t2,t3)∈132σ

t23 +
∑

(t1,t2,t3)∈231σ

t23

is a statistic, which is a sum of the two simple statistics f1 = f132,t23 and f2 = f231,t23 .

Thus, d(peakSqSum) = max(d(f1), d(f2)) = 8. Two articles investigating the number
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of interior peaks and the number of permutations with a given set of peak values,
called “pinnacle set”, are [42] and [18], respectively. To the best of our knowledge,
the sum of the peaks and the sum of the squares of the peaks have not been yet
investigated, despite of the recent interest in pinnacle sets [20, 21, 50].

In the next two sections, we will show that the moments of all statistics are also statistics,
as defined above, and we will give closed forms for one of these moments for each of the
statistics above.

3. Aggregates of permutation statistics

We are often interested in the expected value E(f) of the permutation statistic f , for a
permutation chosen uniformly at random from Sn. Obviously, we have E(f) = M(f, n)/n!,
where

M(f, n) :=
∑

σ∈Sn

f(σ).

In this section, we show that the aggregate M(f, n) is a linear combination of factorials
with constant coefficients. This is an analogue of the results in [15] for aggregates of set
partition statistics and those in [40] for aggregates of statistics on matchings. To deal with
the constraints caused by C(P ) and D(P ), we use the same technique to compress numbers
used in both of these articles.

Theorem 3.1. Let fP,Q be a simple statistic of degree m associated with the pattern P of
length k and the valuation polynomial Q(s, w) = Q1(s)Q2(w). Assume that c = |C(P )| and
d = |D(P )|. Then

M(fP ,Q, n) = R(n)(n− k)!(1)

where R(x) is a polynomial of degree no more thanm−c−d. Equivalently for n ≥ k, M(f, n)
can be expressed as a linear combination of shifted factorials with constant coefficients, i.e.,

M(fP ,Q, n) =











0 n < k
m−c−d
∑

i=0

ci(n− k + i)! n ≥ k
,(2)

for some constants ci ∈ Q.

Proof. Let Vn,k := {(t1, t2, · · · , tk) ∈ [n]k | 1 ≤ t1 < t2 < · · · < tk ≤ n} be the set of increasing
vectors of k numbers in [n]. For simplicity, fix n and k and let T := Vn,k. Note that if s ∈P σ
for some σ ∈ Sn, then s ∈ T . Let us also define W := {(w1, w2, . . . , wk) ∈ [n]k | for all i, j ∈
[k], if wi = wj, then i = j}. Note that |T |=

(

n
k

)

and |W |= n(n− 1) · · · (n− k+ 1). We have

M(fP ,Q, n) =
∑

σ∈Sn

fP ,Q(σ) =
∑

σ∈Sn

∑

s∈P σ

Q1(s)Q2(σ
−1(s))

=
∑

s∈T

∑

σ∈Sn
s∈P σ

Q1(s)Q2(σ
−1(s)) =

∑

s∈T

Q1(s)
∑

σ∈Sn
s∈P σ

Q2(σ
−1(s)).

For any s ∈ T , let G(s) := {σ ∈ Sn | s ∈P σ} and for any w ∈ W , let H(w) := {σ ∈
Sn | (t1, . . . , tk) ∈P σ, where σ−1(ti) = wi, for all i ∈ [k]}. In addition, for any s ∈ T and
w ∈ W , let Z(s, w) := {σ ∈ Sn | s = (t1, . . . , tk) ∈P σ, σ−1(ti) = wi for all i ∈ [k]}. Clearly,
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for any s ∈ T and w,w′ ∈ W for which w 6= w′, we have Z(s, w) ∩ Z(s, w′) = ∅. Also, note
that G(s) = ∪w∈WZ(s, w). Hence, we can rewrite the above equations in the following way:

M(fP ,Q, n) =
∑

s∈T

Q1(s)
∑

σ∈Sn
s∈Pσ

Q2(σ
−1(s)) =

∑

s∈T

Q1(s)
∑

σ∈G(s)

Q2(σ
−1(s))

=
∑

s∈T

Q1(s)
∑

σ∈∪w∈WZ(s,w)

Q2(w) =
∑

s∈T

Q1(s)





∑

w∈W

Q2(w)
∑

σ∈Z(s,w)

1





Consider any fixed vector of values s ∈ T and a vector of positions w ∈ W . If Z(s, w) 6= ∅,
then |Z(s, w)|= (n−k)! since the remaining n−k values, except those in s, can be arranged
in all the possible ways at the remaining n− k positions, which are not in w. Furthermore,
if we define T ′ := {s ∈ T | G(s) 6= ∅} and W ′ := {w ∈ W | H(w) 6= ∅}, then observe that
the values in any s ∈ T ′ can be at the positions determined by any w ∈ W ′ and vice versa.
In other words, Z(s, w) 6= ∅, if and only if s ∈ T ′ and w ∈ W ′. Therefore,

M(fP ,Q, n) =
∑

s∈T

Q1(s)





∑

w∈W

Q2(w)
∑

σ∈Z(s,w)

1





= (n− k)!

(

∑

s∈T ′

Q1(s)

)(

∑

w∈W ′

Q2(w)

)

.

Consider s ∈ T and w ∈ W , such that Z(s, w) 6= ∅. Now, we will use the compression
technique, which relies on the following observation: Since |D(P )|= d, every subset of [n−d]
of k−d different numbers corresponds to a set of values s ∈ T ′ and the correspondence is one-
to-one. Formally, let us call i + 1 a follower, if i ∈ D(P ) and a non-follower, if i /∈ D(P ).
If g(i) ∈ [k] denotes the index of the i-th non-follower, then let yi := tg(i) − (g(i) − i).
Then, the vector s ∈ T ′ determines uniquely the vector (y1, . . . , yk−d) and one can see that
yu < yv, if u < v. Indeed, it suffices to show this for v = u + 1. In this case we have
yu+1 = tg(u+1)− (g(u+1)− (u+1)) > tg(u+1)−1− (g(u+1)− (u+1)), but we must have that
tg(u+1)−1 = tg(u)+(g(u+1)−g(u)−1), because all the numbers between g(u) and g(u+1) are
followers. Thus, yu+1 > tg(u)+(g(u+1)−g(u)−1)−(g(u+1)−(u+1)) = tg(u)−(g(u)−u) = yu.
Conversely, for any (y1, . . . , yk−d) ∈ Vn−d,k−d, the vector (t1, . . . , tk) is uniquely determined,
since tj = yi + j − i, where j is the index of the i-th non-follower and tj = tj−1 +1, if j is an
index of a follower. Thus Q1 can be viewed as a polynomial in y1, . . . , yk−d and n.

We can proceed in the same way for W ′ and C(P ). The only difference is that the
elements of any w ∈ W ′ are not necessarily in increasing order. However, the elements of
w = (wP−1(1), . . . , wP−1(k)) are always in increasing order and the map w 7→ w is a bijection.
Thus, using this map, we can get a set W ′′ ⊆ W , such that there is a bijection between W ′

and W ′′ and a bijection between W ′′ and Vn−c,k−c (by the compression technique). Hence
there is a bijection between W ′ and Vn−c,k−c and Q2 can be viewed as a polynomial in
x1, . . . , xk−c and n, where (x1, . . . , xk−c) ∈ Vn−c,k−c. Therefore, we have

M(fP ,Q, n) = (n− k)!
∑

(y1,...,yk−d)∈Vn−d,k−d

Q̃1(y1, . . . , yk−d, n)
∑

(x1,...,xk−c)∈Vn−c,k−c

Q̃2(x1, . . . , xk−c, n)
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for some polynomials Q̃1 and Q̃2 of the same degree as Q1 and Q2, respectively. The product
of the two sums above yields a polynomial in n of degree at most the sum of the following
two terms: the maximum possible degree of n in the product

(

n−d
k−d

)

Q̃1 and the maximum

possible degree of n in the product
(

n−c
k−c

)

Q̃2. Therefore, the degree of the product is at most

k − d + deg(Q1) + k − c + deg(Q2) = (deg(Q1) + deg(Q2) + 2k)− c − d = m − c− d, since
m = d(fP,Q) = (deg(Q1) + deg(Q2) + 2k).

To see Equation (2), let gi(n) be a polynomial in n defined by gi(n) = (n− k + i)!/(n−k)!.
Then gi is of degree i, and hence {gi(n)}∞i=0 form a basis of Q[n]. It follows that any
polynomial of degree i can be written as a linear combination of g0(n), . . . , gi(n). This
implies Equation (2). �

Next, we consider any general statistic. Recall that a statistic is a Q-linear combination
of simple statistics.

Theorem 3.2. For any statistic f of degree m, there is a positive integer L ≤ m
2
, such that

for all n ≥ L,

M(f, n) = U(n)(n− L)! ,(3)

where U(n) is a polynomial of degree no more than m+ L. Equivalently, if n ≥ L,

M(f, n) =
∑

−L≤i≤m

αi(n+ i)! ,(4)

for some constants αi ∈ Q.

Proof. Assume that

f =

t
∑

i=1

hifP i,Qi
,

with hi ∈ Q. Then, by Theorem 3.1,

M(f, n) =
t
∑

i=1

hiM(fP i,Qi
, n) =

t
∑

i=1

hiRi(n)(n− ki)! ,

where ki is the length of Pi and the degree of Ri(n) is no more than deg(fP i,Qi
)−di−ci ≤ m,

where ci = |C(Pi)| and di = |D(Pi)|. Combining the terms with the same (n − ki)! yields
the equation

M(f, n) =
L
∑

j=0

Uj(n)(n− j)! ,

where Uj(n) is a polynomial of degree no more than m, and L = max(ki) ≤ m
2
.

As (n−L+i)!
(n−L)!

= (n−L+i)(n−L+(i−1)) · · · (n−L+1) is polynomial in n of degree i, we obtain

Equation (3) for n ≥ L. In addition, (n−L+i)!
(n−L)!

for 0 ≤ i ≤ L+m forms a basis and Equation

(4) is obtained by expanding U(n) under the basis {1, (n−L+1)!
(n−L)!

, (n−L+2)!
(n−L)!

, · · · , (n−L+L+m)!
(n−L)!

}. �

Theorem 3.2 allow us to obtain a closed form expression for M(f, n) (and respectively for
E(f)), for any statistic f whenever we know the exact values of M(f, n) for a set of L+m+1
values of n ≥ L, where m = d(f). Then, we can take Equation (4) and substitute each of
these values for n. We get a system of L+m+1 linear equations, where the variables are the
numbers αi, for i ∈ [−L,m]. After we solve it, we have a closed form expression for M(f, n)
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as a linear combination of shifted factorials, coming from the same Equation (4). We used
this approach and implemented a computer program, in order to obtain these closed forms
for the aggregates of the statistics given as examples in Section 3. Some of the results are
listed below.

Examples (formulas for aggregates of statistics):

1. cnt1324.
Recall that for the simple statistic cnt1324 = fP,Q, P = (1324, ∅, ∅) and Q = 1. We
have

M(cnt1324, n) =
1

24
n!−1

6
(n+ 1)!+

1

8
(n + 2)!− 1

36
(n+ 3)!+

1

576
(n+ 4)! .

In fact, a simple linearity of expectation argument gives that M(cntP , n) =
1
k!

(

n
k

)

n!
for the number of occurrences of any classical pattern P of length k. By using that
the so-called Lah numbers, L(k, j) =

(

k−1
j−1

)

k!
j!
, are the coefficients expressing rising

factorials in terms of falling factorials, one can show that

M(cntP , n) =
1

k!

(

n

k

)

n! =
(−1)k

k!
n! +

k−1
∑

j=1

(−1)k−j

(j! )2(k − j)!
(n+ j)! +

1

(k! )2
(n+ k)! .

Such a general formula can be derived for an arbitrary bivincular pattern.

2. Descent drop.
Recall that for the simple statistic drops = fP ,Q, P = (21, {1}, ∅) and Q(s, w) =
Q1(s)Q2(w), where Q1(s) = Q1(t1, t2) = t2 − t1 and Q2(w) = 1. We have

M(drops, n) = −1

2
(n + 1)!+

1

6
(n+ 2)! .

3. Sum of peak squares.
Recall that the statistic peakSqSum is a sum of the two simple statistics corre-
sponding to the patterns P = (132, {1, 2}, ∅) and P = (231, {1, 2}, ∅), where the
valuation polynomials for both statistics are Q(s, w) = Q1(s)Q2(w) with Q1(s) =
Q1(t1, t2, t3) = t23 and Q2(w) = 1. We have

M(peakSqSum, n) = (n+ 1)!−5

4
(n+ 2)!+

1

5
(n+ 3)! .

4. Higher moments of simple statistics

Our next goal is to show that the higher moments of statistics are also statistics. In order
to investigate the higher moments, we will need to look at ordered tuples of occurrence of
a given pattern. To do that, we will first define a merge of two patterns, as done originally
in [15] for set partitions. In the definition given below, g(S) := {g(x) | x ∈ S}, where g is a
function and S is a set.

Definition 4.1 (Merge of patterns). Given are three patterns P1 = (x,C(P1),D(P1)),
P2 = (y,C(P2),D(P2)) and P3 = (z,C(P3),D(P3)) of sizes k1, k2 and k3, respectively. A
merge of P1 and P2 onto P3 is a pair of increasing functionsm1:[k1] → [k3] andm2 :[k2] → [k3],
such that
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(1) m1([k1]) ∪m2([k2]) = [k3].
(2) for every i, j ∈ [k1], (m1(i), m1(j)) ∈ A(z) if and only if (i, j) ∈ A(x) and for every

i, j ∈ [k2], (m2(i), m2(j)) ∈ A(z) if and only if (i, j) ∈ A(y).
(3) for every j ∈ C(P1), z

−1(m1(xj+1)) = z−1(m1(xj)) + 1 and for every j ∈ C(P2),
z−1(m2(yj+1)) = z−1(m2(yj)) + 1. In addition,

C(P3) = {z−1(m1(xj)) | j ∈ C(P1)} ∪ {z−1(m2(yj)) | j ∈ C(P2)}.
(4) for every j ∈ D(P1), m1(j + 1) = m1(j) + 1 and for every j ∈ D(P2), m2(j + 1) =

m2(j) + 1. In addition,

D(P3) = {m1(j) | j ∈ D(P1)} ∪ {m2(j) | j ∈ D(P2)}.
A merge will be denoted by m1, m2 : P1, P2 → P3.

Example 1.
Let P1 = (132, {1}, {2}), P2 = (21, ∅, ∅) and P3 = (2143, {2}, {3}).
Define the increasing functions m1 and m2 as follows:
m1(1) = 1, m1(2) = 3, m1(3) = 4
m2(1) = 1, m1(2) = 2

Note that for a merge, the pattern P3 is not uniquely defined by the functions m1,m2 and
the patterns P1, P2. For instance, assume that P1 = 321, P2 = 21 and m1(1) = 1, m1(2) = 2,
m1(3) = 4, m2(1) = 3, m1(2) = 4. Then, P3 can be 4321, 4231 or 4213.

Lemma 4.2. Let P1 and P2 be two patterns. For any σ ∈ Sn, there is a one-to-one corre-
spondence between the following sets.

{(s1, s2) : s1 ∈P1 σ, s2 ∈P2 σ} ↔ {s3 ∈P3 σ | m1, m2 : P1, P2 → P3}
.Proof. Let P1 = (x, C(P1), D(P1)) and P2 = (y, C(P2), D(P2)).

(=⇒) Assume that s1 ∈P1 and s2 ∈P2 . Take the union of the elements of s1 and s2
and sort the elements of this union in increasing order. Let s3 be the resulting increasing
vector of numbers in [n]. As in the case of matchings and partitions, the maps ma, for
a = 1, 2, must be given by the unique function so that ma(i) = j if and only if the i-th
smallest element of sa equals the j-th smallest element of s3. If the elements of s3 form the
subsequence σi1 . . . σik3

in σ, then let z = red(σi1 . . . σik3
) and let P3 = (z,C(P3),D(P3)),

where C(P3) = {z−1(m1(xj)) | j ∈ C(P1)} ∪ {z−1(m2(yj)) | j ∈ C(P2)} and D(P3) =
{m1(j) | j ∈ D(P1)} ∪ {m2(j) | j ∈ D(P2)}.

We will show that m1, m2 : P1, P2 → P3. One can easily verify that conditions (1) and (2)
of Definition 4.1 hold. It remains to show that conditions (3) and (4) of the same definition
also hold. We will do this just for C(P1) and D(P1) since one can proceed in the same way
for C(P2) and D(P2). To check condition (3), it suffices to show that for every j ∈ C(P1),
z−1(m1(xj+1)) = z−1(m1(xj)) + 1. Indeed, the positions of the elements corresponding to xj

and xj+1 in every occurrence of P1, must be consecutive. Thus, since s1 ∈P1 σ, the positions
of m1(xj) and m1(xj+1) in σ, and consequently in z, must be consecutive, because z is the
reduction of s3, which is the union of s1 and s2. Also, if j ∈ D(P1), then tj+1 = tj +1, where
s1 = (t1, . . . , tk1). Therefore, these two elements have consecutive values in s3, as well, i.e.,
m1(j + 1) = m1(j) + 1. With that, we showed that m1, m2 : P1, P2 → P3. Now, it is easy to
check that s3 ∈P3 σ.

(⇐=) Let s3 ∈P3 σ, where s3 = (t1, t2, . . . , tk3) is an increasing vector, m1, m2 : P1, P2 →
P3 and P3 = (z,C(P3),D(P3)). Define s1 := t|m1,k1 and s2 := t|m2,k2, where t|h,k:=
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(th(1), th(2), . . . , th(k)). We must show that t|m1,k1∈P1 σ. One can similarly show that t|m2,k2∈P2

σ. Condition (2) of Definition 4.1 implies that the elements of t|m1,k1 are in the same
relative order in σ as the elements of P1. Now, assume that j ∈ C(P1). We have to
show that the positions of the elements tm1(xj) and tm1(xj+1) in σ are consecutive. Ac-
cording to condition (3) of Definition 4.1, z(m1(xj+1)) = z(m1(xj)) + 1, i.e., m1(xj) and
m1(xj+1) have consecutive positions in z and z−1(m1(xj)) ∈ C(P3). Therefore, these po-
sitions must be also consecutive in σ since s3 ∈P3 σ. Finally, assume that j ∈ D(P1).
We have to show that tm1(j+1) = tm1(j) + 1. According to condition (4) of Definition 4.1,
we must have that m1(j) ∈ D(P3) and m1(j + 1) = m1(j) + 1. Since s3 ∈P3 σ, we have
tm1(j) + 1 = tm1(j)+1 = m1(j + 1). �

Assume that f is a simple statistic associated with the pattern P1 and valuation function
Q1Q

′
1, whereas g is a simple statistic associated with the pattern P2 and valuation function

Q2Q
′
2.

Assume, also, that m1, m2 :P1, P2 → P3 for somem1, m2 and P3. If s3 = (t1, t2, · · · , tk3) ∈P3

σ and w3 = (σ−1(t1), σ
−1(t2), . . . , σ

−1(tk3)), then let us define

Qm1,m2,Q1,Q2(s3) := Q1(t|m1,k1, n)Q2(t|m2,k2, n).

and

Q′
m1,m2,Q1,Q2

(w3) := Q′
1(σ

−1(t|m1,k1), n)Q
′
2(σ

−1(t|m2,k2), n).

Theorem 4.3. Let St be the set of all permutation statistics thought of as functions f :
∪nSn → Q. Then St is closed under the operations of point-wise scaling, addition and
multiplication. Thus, if f , g ∈ St and a ∈ Q, then there exist permutation statistics ha, h+

and h∗ so that for all permutations σ ∈ St,

af(σ) = ha(σ),

f(σ) + g(σ) = h+(σ),

f(σ)g(σ) = h∗(σ).

Furthermore, we have the following inequalities for the degrees: d(ha) ≤ d(f), d(h+) ≤
max{d(f), d(g)} and d(h∗) ≤ d(f) + d(g).

Proof. The addition of two statistics is obviously a statistic by definition. Now, one can easily
see that it suffices to show the existence of ha and h∗, when f and g are simple statistics.
If f corresponds to the pattern P and the valuation function Q(s, w) = Q1(s)Q2(w), then
let ha be the simple statistic corresponding to the same pattern P and valuation function
Q′(s, w) = aQ1(s)Q2(w) = Q′

1(s)Q2(w). Clearly, ha is a statistic. To establish the fact that
the product of two simple statistics is a statistic, we need Lemma 4.2. Let f and g have
associated patterns P1, P2 and valuations functions Q1Q

′
1 and Q2Q

′
2, respectively. For any

positive integer n, let σ ∈ Sn and consider

fP1,Q1(σ)gP2,Q2(σ) =
∑

s1∈P1
σ

Q1(s1)Q
′
1(σ

−1(s1))
∑

s2∈P2
σ

Q2(s2)Q
′
2(σ

−1(s2))

(by Lemma 4.2)
=

∑

P3





∑

s3∈P3
σ





∑

m1,m2:P1,P2→P3

Qm1,m2,Q1,Q2(s3)Q
′
m1,m2,Q1,Q2

(σ−1(s3))







 =
∑

P3

fP3,Q̃
,
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where
Q̃(s3) =

∑

m1,m2:P1,P2→P3

Qm1,m2,Q1,Q2(s3)Q
′
m1,m2,Q1,Q2

(σ−1(s3))

for the fixed P1, P2 and P3. We get that the product fg is a finite sum of statistics and thus,
it is a statistic itself. Indeed, this sum is finite since the number of patterns P3 that one can
get as a merge of P1 and P2 is finite. Note that the bounds on the degrees of the statistics
ha, h+ and h∗ follow directly from our proof and the definitions. �

We will also need a generalization of Definition 4.1. Let P1,P2, . . ., Pl be l patterns,
where k is the length of the pattern P and for each i ∈ [l], ki is the length of the pattern
Pi. If we have the increasing functions m1 : [k1] → [k], m2 : [k2] → [k], . . . , ml : [kl] →
[k], then a merge of these l patterns corresponding to the listed functions is denoted by
m1, m2, . . . , ml : P1, P2, . . . , Pl → P or by the shorthand Ml : Πl → P . Similarly, for any
σ ∈ Sn one can establish an analogue of Lemma 4.2. We state this result without a proof.

Lemma 4.4. Assume that we have the r patterns (P1,C(P1),D(P1)), (P2,C(P2),D(P2)),
. . . , (Pr,C(Pr),D(Pr)). There is a one-to-one correspondence between the following sets.

{(s1, s2, . . . , sr) | s1 ∈P1 σ, s2 ∈P2 σ, . . . , sr ∈Pr
σ}

↔ {s ∈P σ | m1, m2, . . . , mr : P1, , . . . , Pr → P}.
Using this lemma, one can obtain analogously that the product of r statistics of degrees

d1, . . . , dr is a statistic of degree not more than
∑r

j=1 dj. We use this observation to obtain
the following result.

Theorem 4.5. Let f be any statistic of degree m. Then, for any positive integer r, the r-th
moment of f is given by

(5) M(f r, n) =
∑

−I≤i≤J

αi(n+ i)! ,

where I and J are constants that satisfy −I ≥ −rm
2

, J ≤ mr and n ≥ I, and the αi’s are
rational constants.

Proof. Let f =
∑t

i=0 βifPi,Qi
. We have

(6)

M(f r, n) =
∑

σ∈Sn

(

t
∑

i=1

βifPi,Qi
(σ)

)r

=
∑

σ∈Sn

∑

P r

γj





∑

s∈Prσ





∑

Mr :Πr→P r

r
∏

i=1

Qi(t |mi,ki, σ
−1(t |mi,ki))









(by Lemma 4.4)
=

∑

σ∈Sn

∑

P r

γjfP r,Q̃(σ) =
∑

P r

γjM(fP r ,Q̃, n),

for some constants γj ∈ Q. Each of the statistics fP r ,Q̃ is a summation of products of r
statistics, with each of them being of degree not more than m. Thus, fP r ,Q̃ is a statistic of
degree not more than rm, for every P r. Therefore, by Theorem 3.2, we get

(7) M(f r, n) =
∑

−L≤i≤rm

αi(n+ i)!

where L ≤ m
2
. �

In order to establish Lemma 4.7, which is an important special case of Theorem 4.5, we
will need the lemma below.
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Lemma 4.6. Consider a merge of the vincular patterns P1 = (x,C(P1)) and P2 = (y,C(P2))
onto P3 = (z,C(P3)), where x, y and z are of lengths k1, k2 and k3, respectively and the
values of |C(P1)|, |C(P2)| and |C(P3)| are c1, c2 and c3, respectively. Then,

k3 − c3 ≤ (k1 + k2)− (c1 + c2).

Proof. Part (3) of Definition 4.1 allows us to write the following:

k3 − c3 = (k1 + k2 − (m1([k1]) ∩m2([k2])))− (c1 + c2 − ({m1(xi) | i ∈ C(P1)} ∩ {m2(yj) | j ∈ C(P2)})) =
(k1 + k2)− (c1 + c2)− [(m1([k1]) ∩m2([k2]))− ({m1(xi) | i ∈ C(P1)} ∩ {m2(yj) | j ∈ C(P2)})].

Thus, it suffices to show that

(m1([k1]) ∩m2([k2]))− ({m1(xi) | i ∈ C(P1)} ∩ {m2(yj) | j ∈ C(P2)}) ≥ 0,

but the latter is clearly true since C(P1) and C(P2) are subsets of [k1] and [k2], respectively.
�

Theorem 4.7. If P is a vincular pattern of length k, such that |C(P )|= c, then

(8) M(cntrP , n) =
∑

0≤i≤r(k−c)

αi(n+ i)! ,

for n ≥ rk.

Proof. One can easily prove the following equality (Lemma 5.1, proved in the next section,
gives a generalisation):

M(cntP , n) =

(

n−c
k−c

)

k!
n! .

Since
(

n−c
k−c

)

is a polynomial in n of degree k − c, the statement of the lemma holds, when

r = 1. For bigger values of r, we can look at Equation (6) and plug in t = 1, β1 = 1 and
Q = 1 for all valuation functions Q, as well as P1 = P2 = . . . Pr = P . We will get that

(9) M(cntrP , n) =
∑

P r

δjM(cntP r , n),

where the summation is over all possible merges P r of r copies of P and where δj are some
rational constants. Using Lemma 4.6, we can see that each of the patterns P r = (z,C(P r)) is
a vincular pattern with |z|−|C(P r)|≤ r(k−c). Therefore, each of the aggregatesM(cntP r , n)
can be written in the form, as in the right side of Equation (8). After we substitute these
forms in the right side of Equation (9) and regroup, we see that the claim holds. �

Theorem 4.5 and Theorem 4.7 generalize a result of Zeilberger [53, Main formula]. What
he proved is that for any classical pattern P of length k, E(cntrP ) is a polynomial of degree
rk. In the same article, he used this observation to get the polynomials for the second and
the third moments of the statistic cntP , for various classical patterns P . To do that, he
implemented a computer program that fits the actual values of this statistic for 0, 1, . . . , rk
to a polynomial of degree rk. Below, we give explicit expressions for the second moment of
some of the statistics introduced in Section 2. We use the same approach by fitting small
values of these statistics to the right side of Theorem 4.5 or Theorem 4.7, in order to find
the coefficients αi.

Examples (formulas for aggregates of higher moments):
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1. Second moment of the double ascents.

M(cnt2123, n) = − 1

12
n!− 1

15
(n + 1)!+

1

36
(n + 2)! .

2. Second moment of cnt
312
123.

M(cnt2

312
123, n) =

1

2
n!− 9

28
(n+ 1)!+

29

672
(n+ 2)!+

11

10080
(n+ 3)!− 1

45360
(n + 4)! .

Several important simple statistics have unit valuation function associated to them, i.e.,
Q(s, w) = 1. For these cases, we give the following important corollary from Theorem 4.5,
which is an analogue of [40, Proposition 3.5] and will be substantially used in the next two
sections.

Corollary 4.8. Let P be a pattern of length k with |C(P )|= c, |D(P )|= d and unit
valuation function. Then,

(10) M(cntrP , n) =
∑

k̃,c̃,d̃

w
(r)

k̃,c̃,d̃

(

n− c̃

k̃ − c̃

)(

n− d̃

k̃ − d̃

)

(n− k)! ,

where w
(r)

k̃,c̃,d̃
is the number of ways to merge r copies of P and get a pattern P r of length k̃,

with |C(P r)|= c̃, |D(P r)|= d̃ and where k ≤ k̃ ≤ rk, c ≤ c̃ ≤ rc and d ≤ d̃ ≤ rd.

Proof. Take Equation (6) in the proof of Theorem 4.5 and plug in t = 1, β1 = 1, Q = 1 for all
valuation functions Q and P1 = P2 = . . . Pr = P . Then, M(cntrP , n) =

∑

P r γjM(fP r ,Q̃, n) =
∑

P r γ′
jM(cntP r , n), for some rational constants γ′

j. In addition, use Lemma 5.1 to get that

M(cntP , n) =

(

n−c̃
k̃−c̃

)(

n−d̃
k̃−d̃

)

n(k̃)

n! =

(

n− c̃

k̃ − c̃

)(

n− d̃

k̃ − d̃

)

(n− k̃)! ,

for every pattern P of length k̃, with |C(P )|= c̃ and |D(P )|= d̃. �

5. Descents and minimal descents. Explicit formulas for the higher

moments.

The results from the previous section can be used to obtain an explicit formula for the
r-th moment of some permutation statistics. In this section, we illustrate how this can be
done for the descents and the minimal descents statistics. We will use the following simple
lemma.

Lemma 5.1. For any bivincular pattern P of length k, such that |C(P )|= c and |D(P )|= d,

E(cntP , n) =

(

n−c
k−c

)(

n−d
k−d

)

n(k)

.

Proof. Let I be the set of possible positions for an occurrence of P in a permutation of length
n. Similarly, let J be the set of possible values of the numbers in such an occurrence. By
linearity of expectation, we have that

E(cntP , n) =
∑

i∈I,j∈J

Xi,j,
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where the random variable Xi,j := 1, if the set of possible values with index j are at the
set of possible positions with index i, and these values are in the relative order determined
by the permutation P . Otherwise, Xi,j := 0. Note that when we choose a permutation of

length n at random, E(Xi,j) =
1

n(k)
. Also, note that |I|=

(

n−c
k−c

)

and |J |=
(

n−d
k−d

)

. �

Consider the statistic des = cnt21. It is well known that the number of permutations
of length n having k descents is given by the Eulerian numbers and the corresponding
distribution is called Eulerian distribution. A comprehensive source dedicated to Eulerian
numbers is the book [46]. Its preface and the notes at the end of Chapter 1 provide a good
historical overview. A recent article by Hwang et al. gives a complicated recurrence relation
as a way to calculate the higher moments of the Eulerian distribution and a family of other
distributions with generating functions satisfying a similar relation (see [33, Section 2.2]).
Below, we give a direct summation formula for the r-th moment of the Eulerian distribution.

Theorem 5.2. Consider a random permutation of length n and r ≥ 1. Then,

E(desr) =
min(n,2r)
∑

m=2

⌊m
2
⌋

∑

u=1

(

m−u
∑

w=0

(−1)w
(

m−u
w

)

(m− u− w)r
)





∑

q1+···+qu=m
qi≥2

(

m
q1,...,qu

)





(n−(m−u)
u )
m!

.

Proof. Use Corollary 4.8 and note that for P = 21, d = 0 and c = 1. Let us find the

numbers w
(r)

k̃,c̃
for the pattern 21. We will need to sum over all possible merges P r depending

on their length k̃ and the value c̃ of |C(P r)|. Instead of k̃, we will write m. Any of the
patterns P r can have between m = 2 and m = 2r letters. For a fixed m, any such pattern
can be comprised of u segments of consecutive letters, where 1 ≤ u ≤ ⌈m

2
⌉. For example,

q = 43 61 752 has length m = 7 and is comprised of three segments of consecutive letters,
namely 43, 61 and 752. Note that getting a pattern P with u segments requires merging at
least m − u copies of the pattern 21 since a segment of length h requires merging at least
h − 1 copies of 21. For instance, the segment 752 in the pattern q above can be obtained
after merging multiple copies of 21, corresponding either to 75 or to 52 and at least one
copy corresponding to each of them. In general, for a merge with u segments, each of the r
copies of the descent pattern 21 must correspond to one out of m − u pairs of consecutive
elements and we must have at least one copy for each of these pairs. The inclusion-exclusion

principle gives us
m−u
∑

w=0

(−1)w
(

m−u
w

)

(m − u − w)r ways to achieve that. In addition, every

segment must be a decreasing sequence of elements. If the lengths of the segments in the
pattern P r are denoted by q1, . . . , qu, then we must have q1 + · · · + qu = m and qi ≥ 2 for
each 1 ≤ i ≤ u. Thus, for every such composition of m, we can choose the numbers in each
of the segments in

(

m
q1,...,qu

)

ways. Finally, for every pattern P r with u segments, |C(P r)|=

m − u. Therefore w
(r)

k̃,c̃
= w

(r)
m,m−u =

⌊m
2
⌋

∑

u=1

(

m−u
∑

w=0

(−1)w
(

m−u
w

)

(m− u− w)r)

)

∑

q1+···+qu=m
qi≥2

(

m
q1,...,qu

)

andM(cntP r , n) =
(n−(m−u)

u )
m!

n!, by Lemma 5.1. Our goal is to find E(desr), so we are dividing
both sides by n! to obtain the desired formula. �

Similarly, we can obtain the moments of the minimal descents statistic cnt
21
12, i.e., a descent,

such that the two numbers in it are consecutive. In the literature, this statistic is also known



16 MOMENTS OF PERMUTATION STATISTICS AND CENTRAL LIMIT THEOREMS

as adjacency and we will denote it by adj. The following Theorem will be used in Section
6.3.

Theorem 5.3. Consider a random permutation of length n and r ≥ 1. Then,

E(adjr) =
min(n,2r)
∑

m=2

⌊m
2
⌋

∑

u=1

((

m−u
∑

w=0

(−1)w
(

m−u
w

)

(m− u− w)r
)

(

m−u−1
u−1

)

u!
(n−(m−u)

u )
2

n(m)

)

.

Proof. Proceed as in the proof of the previous Theorem 5.2. One difference is that now,
for a pattern P r of length m with u segments, the values of the numbers in each segment
must be consecutive. Thus, instead of

∑

q1+···+qu=m
qi≥2

(

m
q1,...,qu

)

possible ways to determine the

numbers in a pattern with u segments, we have just u! such segments for every solution
of q1 + · · · + qu = m, where qi ≥ 2. By using the stars and bars model, one can see that
the number of these solutions is exactly

(

m−u−1
u−1

)

. In addition, one can see that |C(P r)|=
|D(P r)|= m− u, for every pattern P r with u segments and therefore by Lemma 5.1, we get

M(cntP r , n) =
(n−(m−u)

u )
2

n(m)
. �

6. Central limit theorems for cntP .

The normal distribution is frequently appearing in the context of combinatorial enumer-
ation [10, Chapter 3]. A major reason is, of course, the central limit theorem, which gives
us that under rather general circumstances, when independent random variables are added,
their properly normalized sum converges in distribution to the normal distribution. Formally,
a random variable X is normally distributed when

P(X ≤ x) =
1√
2π

∫ x

−∞

e−t2/2dt.

In this section, we will reprove some limiting laws for the random variable cntP , which counts
the number of occurrences of the pattern P in a given permutation.

6.1. Classical Patterns. Recall that if C(P ) and D(P ) are empty, then P is a classical
pattern. The limiting normality of cntP , when P is a classical pattern was first established
by Bóna [8]. He uses the method of dependency graphs and the Janson dependency criterion.
This method is used when we have a set of partially dependent random variables, for every
value of n, and we want to prove that the sum of these variables has a certain asymptotic
distribution. To obtain a dependency graph for a set of random variables, we take a vertex
for each variable and connect the dependent random variables by edges. We can construct
a dependency graph for each value of n. The idea of the method is that if the degrees of
the vertices in the obtained sequence of dependency graphs do not grow too fast, then the
corresponding variables behave as if independent and their sum is asymptotically normal [28].
Janson’s criterion gives one sufficient condition for this asymptotic normality, quantifying
that the degrees do not grow too quickly. A main fact that Bóna uses when checking the
criterion is a lower bound on the variance of cntP . In this subsection, we reprove this result
by using Corollary 4.8 and Lemma 6.2 given below, which was established by Burstein and
Hästö [13]. This gives a new proof that cntP has asymptotically normal distribution. We
also provide a new interpretation of Lemma 6.2.

Let Aσ(r) denotes the set of possible merges of two copies of the pattern σ, which is of
length k, and where the resulting pattern is of length r. Formally, Aσ(r) can be defined
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5 4 2 1 3

5 2 3
4 1 3

Figure 1. Merge of two copies of the pattern 312.

as the set of triples (π,m1, m2), such that m1, m2 : σ, σ → π and π ∈ Sr. However, it will
be more convenient for us to look at the subsequences of π formed by the images of the
functions m1 and m2, i.e., we will use the following equivalent definition.

Definition 6.1. For σ ∈ Sk, let

Aσ(r) := {(π, x, y) | π ∈ Sr, x, y ∈ subs(π), red(x)=σ, red(y)=σ, |x ∩ y|= 2r − k},
where subs(π) denotes the set of the subsequences of the permutation π.

For instance, if σ is the classical pattern 312, then A312(5) contains (54213, 523, 413),
since red(523) = 312, red(413) = 312 and these two subsequences have exactly one common
element (see Figure 1). Let aσ(r) := |Aσ(r)|.
Lemma 6.2 (Burstein and Hästö, [13, Lemma 4.3]). For any classical pattern σ = σ1 · · ·σk,

(11) aσ(2k − 1) >

(

2k − 1

k

)2

.

Example 2. k = 2 and σ = 21. Then,
(

2k−1
k

)2
= 9 and aσ(2k − 1) = a21(3) = 10, since

A21(3) consists of the 10 triples (π, x, y) given below:
π = 321: (321, 32, 31), (321, 31, 32), (321, 32, 21), (321, 21, 32), (321, 31, 21), (321, 21, 31).
π = 312: (312, 31, 32), (312, 32, 31).
π = 231: (231, 21, 31), (231, 31, 21).

Now, we are ready to prove the bound for the variance of cntP used by Bóna.

Theorem 6.3. Let Xn := cntσ be the number of occurrences of a classical pattern σ =
σ1 · · ·σk in a random permutation of length n. Then, there exists c > 0, such that for all n,

Var(Xn) ≥ cn2k−1.

Proof. Since σ is a classical pattern, Lemma 5.1 gives us that E(Xn) =
(nk)
k!
. Using this fact

and Corollary 4.8, we obtain

Var(Xn) = E(X2
n)− E2(Xn) = [aσ(2k)

( n

2k)
(2k)!

+ aσ(2k − 1)
( n

2k−1)
(2k−1)!

+O(n2k−2)]− (nk)
2

(k!)2
.

We know that
(

n
k

)

= (n)k
k!

and that (n)k =
k
∑

i=0

s(k, i)ni, where s(k, i) are the Stirling numbers

of the first kind. We have s(k, i) = (−1)k−i
[

k
i

]

, where
[

k
i

]

is the number of permutations in

Sk with i disjoint cycles. In particular,
[

k
k−1

]

=
(

k
2

)

. Therefore,

Var(Xn) = [aσ(2k)
n2k−(2k2 )n2k−1

((2k)!)2
+ aσ(2k − 1) n2k−1)

((2k−1)!)2
]− n2k−2(k2)n2k−1

(k!)4
+O(n2k−2).

It is easy to see that aσ(2k) =
(

2k
k

)2
since a merge of length 2k of two copies of σ is uniquely

determined by the set of k positions among [2k], where the first copy will be placed and the
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set of k values among [2k] at these positions. The values and the positions for the letters of
the second copy are those remaining. Then, one can see that the coefficient of Var(Xn) in
front of n2k is 0 and the coefficient in front of n2k−1 is

−
(

2k
k

)2(2k
2

)

((2k)! )2
+

aσ(2k − 1)

((2k − 1)! )2
+

2
(

k
2

)

(k! )4
.

Simplify the last expression to get that this coefficient is positive, only if

aσ(2k − 1) >

(

2k − 1

k

)2

,

which follows from Lemma 6.2. �

It is interesting to note that Burstein and Hästö obtained the same bound for the variance
of Xn in [13], but they did not state that it implies the central limit theorem for cntP . At
the same time, in [8], Bóna proved the bound independently and did not cite the work of
Burstein and Hästö.

The proof of Lemma 6.2, found in [13], is algebraic. As a first step, this proof shows that
aσ(2k− 1) is the trace of a product of two symmetric matrices, for which we know that they
have only positive eigenvalues. In addition, one of the eigenvalues of the product matrix

turns out to be
(

2k−1
k

)2
. The result follows, since the trace of a matrix equals the sum of its

eigenvalues. Next, we give an interpretation of Lemma 6.2, which may be useful to obtain a
combinatorial proof for it.

Let

Aσ,σ′(r) := {(π, x, y) | π ∈ Sr, x, y ∈ subs(π), red(x)=σ, red(y)=σ′, |x ∩ y|= 2r − k},
be the set of merges of length r for the permutations σ ∈ Sk and σ′ ∈ Sk, corresponding to
the patterns σ and σ′, respectively. Let aσ,σ′(r) = |Aσ,σ′(r)|.
Theorem 6.4. Lemma 6.2 is equivalent to

(12) aσ(2k − 1) > E(aσ,σ′(2k − 1)),

where σ ∈ Sk is a fixed classical pattern and σ′ ∈ Sk is chosen uniformly at random.

Proof. First, note that
(

2k−1
k

)2
, which is the right-hand side of Equation (11) in Lemma 6.2,

can be written as
(2k−1

k )
k

(

2k−1
k

)

k. Then, observe that
(

2k−1
k

)

k is the number of ways to choose
the k positions from [2k− 1] for the numbers of the subsequence x (that is order isomorphic
to σ), as well as the position of the common element c for x and the subsequence y (that is
order-isomorphic to σ′). For each of these choices, we can select the values of the numbers
of x at the already selected positions in

(

2k−1
k

)

ways. Once this choice is made, the values of
x, y and c are uniquely determined. Suppose that c has to be at position p in y. Since σ′ is
chosen uniformly at random, we have probability 1

k
for the element c to be at position p in

y. This gives
(2k−1

k )
k

for the expected number of merges when we know the positions of the
elements of x and the position of c. Therefore,

E(aσ,σ′(2k − 1)) =

(

2k−1
k

)

k

(

2k − 1

k

)

k =

(

2k − 1

k

)2

.

�
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Interestingly, if σ is fixed, aσ,σ′(k, 2k − 1) does not necessarily reach its maximum when
σ′ = σ. For instance, a1324,1234(4, 7) > a1324,1324(4, 7). However, since we know that Lemma
6.2 holds, Theorem 6.4 gives us that when σ′ = σ, we always get a value greater than the
expectation over σ′.

6.2. Vincular Patterns. Recall that if D(P ) is empty, then P is a vincular pattern and
to denote it, we write P with the positions i and i+ 1 of P underlined, for every i ∈ C(P ).
The blocks of a vincular pattern are the groups of numbers at consecutive positions at the
pattern, such that their corresponding numbers in an occurrence must be at consecutive
positions, as well. For example, if P = (135246, {1, 2, 5}, ∅) = 135246, then C(P ) has three
blocks, namely 135, 2 and 46.

The limiting normality of cntσ, when σ is a vincular pattern was first established by Hofer
[32]. She proposes two different approaches to bound the Kolmogorov distance between the
distribution of cntσ and the Normal distribution, both based on dependency graphs. To apply
them, she needs a lower bound for the variance of cntσ, i.e., to prove a more general version
of Theorem 6.3, which holds for any vincular pattern. Hofer obtained such a generalization
by a rather complicated recurrence based on the law of total variance.

Theorem 6.5 (Hofer, [32]). Let Xn = cntσ be the number of occurrences of a vincular
pattern σ with j blocks, in a random permutation of length n. Then, there exists c > 0,
such that for all n,

Var(Xn) ≥ cn2j−1.

Below, we show that this more general bound is equivalent to a lemma generalizing
Lemma 6.2, that has an analogous interpretation as the one given with Theorem 6.4.

If σ is a vincular pattern of length k with j blocks, then we denote by bσ(m, j′) the number
of merges of two copies of σ, where the resulting pattern is of length m and has j′ blocks.

Example 3 (Merge of two copies of a vincular pattern).

Let σ = 431 52. This pattern has length k = 5 and j = 2 blocks. Below is given a merge
of two copies of σ. The resulting pattern 6531 84 72 is of length m = 8 and has j′ = 3 blocks.

6 5 3 1 8 4 7 2

6 5 3 8 4
5 3 1 7 2

Figure 2. Merge of two copies of the pattern 431 52.

If σ has blocks of sizes α1, . . . , αj, then let Mσ = max
1≤i≤j

{αi} and let [xk]P denotes the

coefficient of the polynomial P in front of xk.

Theorem 6.6. Theorem 6.5 is equivalent to

(13)

Mσ
∑

l=1

(2k)lbσ(2k − l, 2j − 1) >

(

2k

k

)(

2j − 1

j

)

j.

Proof. We will use that the expected number of occurrences of a vincular pattern σ of

length k, with j blocks, in a random permutation of length n is
(n−(k−j)

j )
k!

. This follows
from Lemma 5.1 and the fact that |C(σ)|= k − j. Apply Corollary 4.8 and note that if
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m1, m2 : σ, σ → P and P has 2j − 1 blocks, then exactly one block of the first copy of σ
was merged with one block of the second copy of σ. Therefore, |P |= k̃ ∈ [2k −Mσ, 2k] and

|C(P )|= k̃ − (2j − 1). We have

Var(Xn) = E(X2
n)− E2(Xn) =



b(2k, 2j)

(

n−(2k−2j)
2j

)

(2k)!
+

Mσ
∑

l=1

bσ(2k − l, 2j − 1)

(

n−(2k−l−2j+1)
2j−1

)

(2k − l)!





−
(

n−(k−j)
j

)2

(k! )2
+O(n2j−2).

We will again use that
(

n
k

)

= (n)k
k!

and that (n)k =
k
∑

i=0

s(k, i)ni, where s(k, i) = (−1)k−i
[

k
i

]

are the Stirling numbers of the first kind and
[

k
i

]

is the number of permutations in Sk with i

disjoint cycles. Since
[

k
k−1

]

=
(

k
2

)

and bσ(2k, 2j) =
(

2k
k

)(

2j
j

)

= (2j)!(2k)!
(k!j!)2

, we get the following.

Var(Xn) =





(2j)! (2k)!

(k! j! )2
(n− 2k + 2j)2j

(2j)! (2k)!
+

Mσ
∑

l=1

bσ(2k − l, 2j − 1)
(n− (2k − l − 2j + 1))2j−1

(2k − l)! (2j − 1)!



− (n− k + j)2j
(k! )2(j! )2

+O(n2j−2)

=
1

(k! j! )2
[(n− 2k + 2j)2j −

(

2j

2

)

(n− 2k + 2j)2j−1 − ((n− k + j)j −
(

j

2

)

(n− k + j)j−1 +O(nj−2))2]

+

Mσ
∑

l=1

bσ(2k − l, 2j − 1)
(n− 2k + l + 2j − 1)2j−1 +O(n2j−2)

(2k − l)! (2j − 1)!
+O(n2j−2)

=
1

(k! j! )2
[n2j − (2k − 2j)n2j−1 − j(2j − 1)n2j−1 − (nj − (k − j)nj−1 − j(j − 1)

2
nj−1 +O(nj−2))2]

+

Mσ
∑

l=1

bσ(2k − l, 2j − 1)
n2j−1

(2j − 1)! (2k − l)!
+O(n2j−2).

After simplifying, we get that [n2j−1] Var(Xn) > 0 if and only if

−j2

(k! j! )2
+

Mσ
∑

l=1

bσ(2k − l, 2j − 1)

(2k − l)! (2j − 1)!
> 0 ⇐⇒

Mσ
∑

l=1

(2k)lbσ(2k − l, 2j − 1) >

(

2k

k

)(

2j − 1

j

)

j.

�

Note that when j = k, we have Mσ = 1 and bσ(2k − 1, 2j − 1) = aσ(2k − 1), so we get
Lemma 6.2. When j = 1, Inequality (13) is trivial, since Mσ = k and on the left, just one of

the summands (when l = k) is (2k)k, while on the right we have
(

2k
k

)

< (2k)k. We were not
able to prove Inequality (13) for vincular patterns with arbitrary number of blocks.

However, we can give an interpretation of this inequality. Note that when one merges two
copies of a pattern with j blocks and the obtained pattern has 2j−1 blocks, then the blocks
of the two copies can be aligned in exactly

(

2j−1
j

)

j ways. These alignments will be called

configurations. For example, when j = 2, there are
(

3
2

)

2 = 6 configurations shown below
(the � symbol represents a block):

For instance, the configuration corresponding to the merge shown on Figure 2 is the top-
left configuration shown on Figure 3. It is not difficult to see that the conjecture we give
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� �

� �

� �

� �

� �

� �

� �

� �

� �

� �

� �

� �

Figure 3. The 6 possible configurations, when merging two copies of a pat-
tern with two blocks.

next would imply Inequality (13) and respectively Theorem 6.5 and the CLT for vincular
patterns.

Conjecture 6.7. For every vincular pattern σ with j blocks and every 1 ≤ l ≤ Mσ,

(14) b′σ(2k − l, 2j − 1) >

(

2k−l
k

)

k(l)
cσ,l,

where cσ,l := the number of possible configurations for a merge of two copies of σ, such that
the minimum of the sizes of the two merged blocks is l and b′σ(2k − l, 2j − 1) is the number
of merges of two copies of σ with l common elements and 2j − 1 blocks, such that they
correspond to one of the same cσ,l configurations.

Indeed, it suffices to note that
∑Mσ

l=1 cσ,l =
(

2j−1
j

)

j and that
(2k−l

k )
k(l)

=
(2kk )
(2k)l

. Thus, if

we sum up Inequality (14) over l, we get Inequality (13) with bσ replaced with b′σ. Since
bσ(2k − l, 2j − 1) ≥ b′σ(2k − l, 2j − 1), for all l, j and k, Conjecture 6.7 would indeed imply

Inequality (13). The ratio
(2k−l

k )
k(l)

is the expected number of merges when we fix one of the

cσ,l configurations and when we merge σ and σ′, where σ′ ∈ Sk is a permutation selected
uniformly at random and σ′ has the same block structure as σ. Therefore, Inequality (14)
can be written as

(15) b′σ(2k − s, 2j − 1) > E(b′σ,σ′(2k − s, 2j − 1)),

where b′σ,σ′(2k − s, 2j − 1) is defined analogously to aσ,σ′(2k − 1).

6.3. Bivincular patterns. In the general case when P is a pattern for which D(P ) might
be non-empty, we do not necessarily have asymptotic normality of the distribution of cntP .
For example, cnt

21
12, which is the adjacency statistic adj introduced in Section 5, has Poisson

distribution with mean 1. This follows from a result proved by Wolfowitz [52] and indepen-
dently by Kaplansky [39] in the 1940s. They showed that if X denotes the pairs of numbers
a, a + 1 that have consecutive positions in a permutation in Sn that is chosen uniformly at
random, then X is asymptotically Poisson distributed with mean 2. In 2014, Corteel et al.
[17] give another proof of this result that uses the method of Chen, which is used to prove
convergence to Poisson distribution and which is an adaptation of the method of Stein for
convergence to normal distribution [51]. Roughly, the method of Chen can be applied when
one considers a sum of Bernoulli random variables such that many of them are independent.
The article [2] contains an accessible introduction and some good examples.
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Here, we reprove the fact that the asymptotic distribution of adj is Poisson with mean 1
by using Theorem 5.3 and the Fréchet-Shohat Theorem given below.

Theorem 6.8 ([7, Theorem 30.2]). Suppose that the distribution of X is determined by its
moments and thatXn have moments of all orders. Suppose also that limn→∞E(Xr

n) = E(Xr),
for r = 1, 2, . . .. Then, Xn converges in distribution to X .

Definition 6.9. The discrete random variable X := Po(λ) is said to have a Poisson distri-
bution, with parameter λ > 0, if

P(X = k) =
λke−λ

k!
, for k = 0, 1, . . .

Theorem 6.10. As n → ∞, adj converges in distribution to Po(1).

Proof. The Poisson measure is determined by its moments. One can deduce that using [7,
Theorem 30.1]. Because of Theorem 6.8, it suffices to show that E(adjr) converges to the r-th
moment of Po(1), when n → ∞. A well-known fact is that the r-th moment of the Poisson

distribution with mean 1 is the r-th Bell number Br =
r
∑

k=1

S(r, k), where S(r, k) is the Stirling

number of the second kind (for more details, see [49]). Looking at the double sum expression
for E(adjr) obtained in Theorem 5.3, we see that every summand is a product of terms not

including n and the term
((n−(m−u)

u ))2
n(m)

is O(1), unless u = m
2
. Thus, when n → ∞, we can look

only at the terms corresponding to even values of m, i.e., m = 2m1 for some m1 = 1, . . . , r

and u = m
2
= m1. Since lim

n→∞

(n−m1
m1

)
2

n(2m1)
= 1

(m1!)2
and

k
∑

i=0

(−1)i
(

k
i

)

(k− i)r = k!S(r, k) , we obtain

the following.

lim
n→∞

E(adjr) =

r
∑

m1=1

(

m1
∑

w=0

(−1)w
(

m1

w

)

(m1 − w)r

)

m1!
1

(m1! )2
=

=

r
∑

m1=1

m1
∑

w=0

(−1)w
(

m1

w

)

(m1 − w)r

m1!
=

r
∑

m1=1

S(r,m1) = Br.

�

It would be interesting to investigate which are the possible asymptotic distributions of
cntP for other bivincular patterns? This question has been already stated in [32, Section 1],
where some approaches were also suggested.

7. Patterns with linear valuation polynomials

In this section, we obtain direct formulas for M(fP ,Q, n) in three special cases using lin-
earity of expectation.

Theorem 7.1. Consider a simple statistic with a valuation polynomialQ(s, w) = Q1(s)Q2(w).
The following three formulas for M(fP ,Q, n) hold in the described cases for Q1, Q2, |C(P )|
and |D(P )|.
Proof. Consider the first row of Table 1. We have linear polynomial Q1, constant Q2(w) = 1,
|C(P )|= c for a given constant c and |D(P )|= 0. One can write M(fP ,Q, n) =
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Formula Q1(s) Q2(w) |C(P )| |D(P )| M(fP,Q, n) =
∑

σ∈Sn

∑

s∈Pσ

Q1(s)Q2(w)

1 a0 + a1s1 + . . .+ aksk 1 c 0
(

n
k

)(

n−c
k−c

)

(n− k)! (a0 +
n+1
k+1

k
∑

i=1

iai)

2 1 b0 + b1w1 + . . .+ bkwk 0 d
(

n
k

)(

n−d
k−d

)

(n− k)! (a0 +
n+1
k+1

k
∑

j=1

jbj)

3 a0 + a1s1 + . . .+ aksk b0 + b1w1 + . . .+ bkwk 0 0
(

n
k

)2
(n− k)! (a0 +

n+1
k+1

k
∑

i=1

iai)(b0 +
n+1
k+1

k
∑

j=1

jbj)

Table 1. Formulas for M(fP ,Q, n) obtained with linearity of expectation in
some special cases

∑

σ∈Sn

∑

s∈pσ

Q(s, w) =
∑

σ∈Sn

∑

s∈pσ

Q1(s) = E(Q∗
1)n!, where Q∗

1 is a random variable defined over

each σ ∈ Sn as the sum of the Q1-valuations for each occurrence of P in σ. Formally,
Q∗

1(σ) =
∑

s∈Pσ

Q1(s). Let v be the number of possible k-tuples of positions for the elements

of the occurrences s in σ, enumerated with 1, 2, . . . , v. We will use that

Q∗
1(σ) = Q∗

1,1(σ) +Q∗
1,2(σ) + · · ·+Q∗

1,v(σ),

where for each j ∈ [v]:

Q∗
1,j(σ) :=

{

Q1(s), if s ∈P σ and s1, . . . sk appear in σ at the k positions indexed by j.

0, otherwise.

We have v =
(

n−c
k−c

)

since |D(P )|= 0 and since for each i ∈ C(P ), one can look at Pi and
Pi+1 as a single element. Due to symmetry, we have E(Q∗

1,i) = E(Q∗
1,j) for each 1 ≤ i, j ≤ v.

Thus, using the linearity of expectation, we have

E(Q∗
1) =

v
∑

r=1

E(Q∗
1,r) =

(

n− c

k − c

)

E(Q∗
1,1),

where the k-tuple with number 1 comprises the first k possible positions for an occurrence
of P in σ. We will show that

(16) E(Q∗
1,1) =

a0 +
n+1
k+1

k
∑

i=1

iai

k!
.

We have E(Q∗
1,1) =

E(Q1(s))
k!

, where s = (s1, . . . , sk) and s1 < · · · < sk is a random k-subset
of [n]. Since Q(s) = a0 + a1s1 + · · ·+ aksk, we can use the linearity of expectation one more

time to get E(Q1(s)) = a0 +
k
∑

1

aiE(si), where si is the i-th ordered statistic for a k-sample

without replacement from [n]. Therefore,

E(si) =

n−(k−i)
∑

j=i

j

(

j−1
i−1

)(

n−j
k−i

)

(

n
k

) =
i
(

n
k

)

n−(k−i)
∑

j=i

(

j

i

)(

n− j

k − i

)

= i

(

n+1
k+1

)

(

n
k

) = i
n+ 1

k + 1
.

This establishes Equation (16).
Formula 2 for M(fP ,Q, n), under the conditions listed in the second row of Table 1, can

be obtained in a similar way. To obtain Formula 3, a different transformation is used. In
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particular,

M(fP ,Q, n) =
∑

σ∈Sn

∑

s∈pσ

Q(s, w) =
∑

σ∈Sn

∑

s∈pσ

Q1(s)Q2(w) = E(Q∗
1Q

∗
2)n! ,

where Q∗
1 and Q∗

2 are random variables defined over Sn as Q∗
1(σ) =

∑

s∈P σ

Q1(s) and Q∗
2(σ) =

∑

s∈P σ
σ(wi)=si

Q2(w). Furthermore, let us also enumerate the possible k-tuples of values for an

occurrence s = (s1, . . . , sk) with s(1), s(2), . . . , s((
n

k)) and let w(1), w(2), . . . , w((nk)) enumerates
the possible k-tuples of positions for s1, . . . , sk in an n-permutation σ. In addition, for
i, j ∈ [

(

n
k

)

], let Q∗
1,i,j(σ) = Q1(s

(i)), if the values s(i) are at positions w(j) in σ and let

Q∗
1,i,j(σ) = 0 otherwise. Similarly, let Q∗

2,i,j(σ) = Q2(w
(j)), if the values s(i) are at positions

w(j) in σ and let Q∗
2,i,j(σ) = 0 otherwise. Then,

E(Q∗
1Q

∗
2)n! = n!

(nk)
∑

i=1

(nk)
∑

j=1

E[Q∗
1,i,jQ

∗
2,i,j] = n!

(nk)
∑

i=1

(nk)
∑

j=1

1
(

n
k

)

k!
Q1(s

(i))Q2(w
(j)).

Thus,

M(fP ,Q, n) = (n− k)!

(nk)
∑

i=1

(Q1(s
(i))

(nk)
∑

j=1

Q2(w
(j))) = (n− k)! (

(nk)
∑

i=1

Q1(s
(i)))(

(nk)
∑

j=1

Q2(w
(j))).

Equation (16) gives us
(nk)
∑

i=1

Q1(s
(i)) =

(

n
k

)

a0+
n+1
k+1

k∑

i=1
iai

k!
,
(nk)
∑

j=1

Q2(w
(j)) =

(

n
k

)

b0+
n+1
k+1

k∑

j=1
jbj

k!
and

formula 3 follows. �

Example 4. n = 3, k = 2, P = 21, C(P ) = {1}, D(P ) = ∅, Q1(s) = 3y1 + y2, Q2(w) = 1.
Then, we have v =

(

2
1

)

possible sets of positions for an occurrence of the pattern, namely
(1, 2) and (2, 3). One can readily check that M(fP ,Q, n) =

∑

σ∈Sn

∑

s∈P σ

Q1(s) = 40. Formula 1

in table 1 indeed gives the same value.

To obtain M(fP ,Q, n) when Q is of higher degree, one should be able to evaluate expecta-
tions of the kind E(sr1i1 · · · s

ru
iu ), where {si1, . . . siu} is a random subset of [n] with u elements.

To do that, one might use the theory of Ordered statistics (see [1, Chapter 3.7]).

8. Further questions

We discuss three interesting further questions related to the results in the previous sections:

Can we improve the bounds for the number of terms in Equation (2), Theorem 3.1
and for the number of terms in Equation (7), Theorem 4.5? Some computational
evidence suggests that this might be possible.
Can we prove the CLT for vincular patterns by giving either a combinatorial or
algebraic proof to Equation (13) in Theorem 6.6?
Theorem 4.5 shows that the aggregate of any permutation statistic is a linear com-
bination of shifted factorials with constant coefficients. Similarly, in [40], Khare et
al. showed that any statistic on matchings is a linear combination of double factori-
als with constant coefficients, whereas for statistics on the more general structure of
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set partitions, Chern et al. [15] showed that we have linear combinations of shifted
Bell numbers with polynomial coefficients. These facts suggest that most probably,
there exists a combinatorial structure generalizing permutations, for which the ag-
gregates of the statistics on it can be written as linear combinations of factorials with
polynomial coefficients. Can we find such a structure, e.g., posets or polyominoes?
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